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Abstract 

Towards Optical Cochlear Implants 

Yingyue Xu 

This thesis focuses on the development of a cochlear implant (CI) that uses photons to 

stimulate surviving auditory neurons in severe-to-profoundly deaf individuals. The benefit of 

optical over electrical stimulation is its spatial selectivity with the potential to create significantly 

more independent channels to encode acoustic information and likely enhances the CI users’ 

performance in challenging listening environments. Towards the development of an optical 

cochlear implant, there are two challenges that we addressed in the dissertation: firstly, the 

development of the light delivery system that can be implanted into the cochlea and evoke auditory 

responses; secondly, the creation of a coding strategy with temporal periodic cues to accommodate 

for the low rate of infrared neural stimulation (INS).  

INS has demonstrated superior potential in more selective stimulation of the cochlea using 

single flat polished optical fibers. To enable the delivery of photons to the cochlea for future 

clinical applications, more sophisticated light delivery systems are required. Aim 1 of the thesis is 

to develop and test such systems. In this dissertation, we have developed a light delivery system 

using small light sources that evoked auditory responses in vivo. 

INS is limited by the rate of stimulation. A low rate speech coding strategy is needed to 

enable this technology for cochlear implants. A novel speech coding strategy has been developed 

in our lab that fits such requirements, which elicited speech perception in CI users. Such coding 
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strategy encoded the temporal cues of speech (F0 and its harmonics). Aim 2 of the thesis is to 

examine the functional role of speech temporal cues and their neural representations to give 

guidance for proper representations of speech temporal cues in CIs. This dissertation demonstrated 

that the temporal cues within 500 Hz are essential for speech perception in normal hearing listeners 

under both quiet and noisy listening environment. The dissertation also uncovered the neural 

processing of temporal cues of speech. 
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Chapter 1: Introduction  

The auditory system is part of the human sensory systems that transduces, processes and 

integrates acoustic information. Individuals with hearing losses of different extents face various 

challenges in life and might need constant monitoring of hearing thresholds and restoration of the 

access to sounds if necessary. For individuals with severe-to-profound hearing loss, the state of art 

solution for hearing restoration lies in cochlear implants (CIs). Although CIs are considered 

unparalleled successful neural prostheses on the market, the patient outcomes vary largely and 

show CI users are challenged in noisy environments and music perception [1, 2]. One of the two 

obstacles CI is the limited number of independent channels and the lack of temporal cues. This 

dissertation addresses these two problems in Chapter 2 and 3 and 4. The results are summarized in 

Chapter 5.  

 

1.1 The anatomy and physiology of the peripheral auditory system  

The peripheral auditory system consists of three major components: the outer ear, the 

middle ear, and the inner ear. Here is a brief introduction of the anatomy and physiology of these 

three parts. [3]  

The first part is the outer ear, which consists of the pinna and the outer ear canal. The pinna 

is mainly cartilaginous and contains many convoluted folds, which captures and transmits sound 

through the external acoustic meatus to the eardrum. The ear canal has a peripheral segment 

consists of cartilaginous walls and a medial segment of bony walls.  
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The second part is the middle ear, which consists of the tympanic membrane, the middle 

ear ossicles, the middle ear muscles, and the Eustachian tube. The middle ear is an air-filled cavity 

either surrounded by the temporal bone in higher mammals or by the auditory bulla, which is a 

closed cavity except for the Eustachian tube that links to the nasopharynx. The middle ear consists 

of four main components: the tympanic membrane, ossicular chain made of the malleus, incus, 

and the stapes, the middle ear muscles, ligaments, and the Eustachian tube. The tympanic 

membrane is a cone-shaped structure on the lateral border of the middle ear. The tympanic 

membrane connects with the manubrium of the malleus over the length of its full radius 12 o’clock. 

The malleus connects with the incus. The incus is connected with the stapes through the 

incudostapedial joint. The footplate of the stapes sits on the oval window of the cochlea. The chain 

of middle ear ossicles transmits the vibration of the tympanic membrane to the cochlea. The two 

middle ear muscles are the stapedius and tensor tympani muscles, which can stiffen the ossicular 

chain when activated. The stapedius muscle is located in a bony canal in the posterior wall of the 

tympanic cavity and is connected to the stapes through its protruding tendon from the canal. The 

tensor tympani muscle is located in a bony canal parallel to the Eustachian tube and is connected 

to the manubrium of the malleus by the tendon. The two middle ear muscles are striated muscles. 

The middle ear muscles contract in response to in high-intensity sound stimuli, known as the 

acoustic reflex [4]. Under the activation of the acoustic reflex, the tensor tympani muscle pulls the 

malleus inwards and subsequently cases an inward motion of the tympanic membrane, whereas 

the stapedius muscle pulls the stapes outward away from the oval window. Therefore, the two 

opposite pulling direction of the stapedius and tensor tympani can stiffen the ossicular chain, 

resulting in a reduction in the sound transmission in the middle ear. The effects of acoustic reflex 

https://en.wikipedia.org/wiki/Stimulus_(physiology)


16 

 

are two folds: (1) it decreases the energy transmitted from the out ear to the cochlea; (2) it alters 

the pressure that is generated in the cochlea and transmitted into the ear canal, such as otoacoustic 

emissions (OAE). Thus, middle ear muscle contractions can act not only on the energy absorbed 

by the ear by changing the reflectance of the middle ear but also on the reverse transmission of 

OAE signals [5, 6].  

The third part is the inner ear, which consists of the cochlea and the vestibular system. The 

cochlea is a snail-shaped structure that contains two to five complete turns in mammals [7]. The 

cochlea is embedded in a bony structure (otic capsule) within the temporal bone or the wall of the 

bulla [7]. The bony cochlea is coiled around the modiolus, its bony central core. The inner 

membranous portion of the cochlea contains three adjacent ducts, scala vestibuli, scala media, and 

scala tympani, through most of the coil length which are separated by two membranes: the 

Reissner’s membrane and the basilar membrane. Reissner’s membrane separates scala vestibuli, 

scala media, whereas the basilar membrane separates the scala media and scala tympani. Scala 

tympani and scala vestibuli are joined via the helicotrema at the apex of the cochlea, the tip of the 

coil. Both scala tympani and scala vestibuli are filled with perilymph, which has a similar ionic 

composition to the cerebrospinal fluid. Scala media is between scala tympani and scala vestibuli, 

which ends near the apex of the cochlea and is filled with high potassium concentration endolymph. 

There are two openings at the base of the cochlea: the oval window of scala vestibuli, which holds 

the stapes footplate and the round window of scala tympani, which is covered by the flexible round 

window membrane. The vibration of the stapes displaces the fluid in scala vestibuli and excites a 

traveling wave on the BM. The peak of this traveling wave occurs at different sites along the 

cochlear partition for different frequencies. Low frequencies peak near the apex and high 
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frequencies near the base. This site of maximal vibration is determined by the mechanical 

properties of the BM, which is narrow and stiff near the base of the cochlea and wide at the apex. 

On top of the BM sits the organ of Corti, which is also smaller at the base than at the apex of the 

cochlea. The sensory cells of auditory systems, the hair cells, are part of the organ of Corti and are 

covered by the tectorial membrane. There are two types of hair cells, the inner hair cells and outer 

hair cells, that are distinct in terms of morphologies, spatial locations, innervations, and functions. 

The inner hair cells (IHCs) are flask-shaped and configured in one single row. The IHCs innervate 

with type I spiral ganglion cells, which are the main the cochlear afferent inputs. The outer hair 

cells (OHCs) are cylindrically-shaped and configured in 3 adjacent rows. The OHCs are innervated 

by the medial olivocochlear neurons, receiving the auditory efferent modulations. Upon the 

occurrence of a traveling wave, a shearing force between the tectorial membrane and organ of 

Corti deflects the stereocilia, the hair-like projections on top of the HCs. The deflection of the 

stereocilia activate the mechanically gated cation channels, allowing an inward potassium current 

and depolarizes the HCs. The depolarization of the IHCs leads to the excitation of the auditory 

nerve fibers and initiate the ascending pathway to the auditory cortex.  

 

1.2 Hearing loss and hearing restoration 

1.2.1 Hearing loss and evaluation 

Hearing loss refers to an impairment of the auditory system, which can be generally 

classified as conductive or sensorineural. Conductive hearing loss is caused by changes of the outer 

and middle ear that interfere with the sound transmission to the cochlea. Sensorineural hearing loss 
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is typically caused by the damage of the inner ear structures, the auditory nerve, or cortical centers 

involved in hearing. In some cases, conductive and sensorineural hearing loss can both be observed 

in one patient. The hearing is assessed in the clinic or research laboratories through pure tone 

audiometry, electrophysiological audiometry, otoacoustic audiometry, speech perception tests, 

tympanometry, etc.  

 

1.2.1.1 Pure tone audiometry  

Hearing is frequently assessed by measuring the hearing acuity for different frequencies, 

i.e. pure tone audiometry. In routine clinical hearing tests, the range of test frequencies covers 125 

– 8000 Hz. In research settings, the range of frequencies is typically wider for humans. The 

frequency range used to test cochlear function in animals depends on the animal species. During 

the pure tone audiometry, one pure tone is delivered at one time to the subject via headphone (air-

conducted) or a vibrator on the temporal bone (bone-conducted). The subject is asked to respond 

to whether she or he can hear the pure tone. The softest pure tone that evoked 50% accurate 

audibility can be determined as the pure tone threshold. The sound intensity is usually measured 

in decibel hearing level (dB HL) in clinics, which is the sounds pressure level relative to the 

threshold for a young healthy individual. Thresholds between -10 and +15 dB HL are considered 

in the normal range, whereas threshold elevations above 15 dB HL are considered as hearing 

impaired. More specifically, thresholds for light hearing loss are 16 to 25 dB HL, thresholds for 

mild hearing loss are 26 to 40 dB HL, thresholds for moderate hearing loss are 41 to 55 dB HL, 
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thresholds for moderate-to-severe hearing loss are 56 to 70 dB HL, thresholds for severe hearing 

loss are 71 to 90 dB HL, thresholds for profound hearing loss are above 91 dB HL [8]. 

 

1.2.1.2 The electrophysiologic audiometry 

The auditory function can also be assessed via objective measures such as auditory 

brainstem responses (ABRs) and OAEs. These tests can be conducted when supporting measures 

are need and/or behavior tests such as pure tone audiometry cannot be performed, such as 

newborns. ABRs are electrical potentials recorded from the scalp, during the delivery of acoustic 

clicks or pure tones to the outer ear canal. ABRs are the response of a large population of auditory 

nerve fibers and its size and duration reflect the synchronization of auditory neural responses to 

the onset of the stimuli [9]. ABRs are usually recorded with three electrodes: an active electrode, 

a reference electrode, and a ground electrode. For human subjects, a vertical montage: the active 

electrode on the forehead, the reference electrode on the mastoids or the earlobes, and the ground 

electrode on the low forehead. For animals, the active electrode is placed behind the pinna close 

to the bulla, the reference electrode is placed on the top of the skull, and the ground electrode on 

the low back. The ABR waveforms consist five peaks, wave I–V, which can be used to interpret 

the function of different sites along the auditory pathway from the cochlea to the brainstem based 

on the origins of the five waves. It has been suggested that wave I originates from the auditory 

nerve, wave II from the cochlear nucleus, wave III from the superior olivary complex, and wave 

IV–V from the lateral lemniscus and inferior colliculus. 

https://en.wikipedia.org/wiki/Auditory_nerve
https://en.wikipedia.org/wiki/Auditory_nerve
https://en.wikipedia.org/wiki/Cochlear_nucleus
https://en.wikipedia.org/wiki/Superior_olivary_complex
https://en.wikipedia.org/wiki/Lateral_lemniscus
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1.2.2 Hearing restoration with cochlear implants 

1.2.2.1 Cochlear implant technology 

Cochleae of patients who are severe-to-profoundly deaf show massive losses of their hair 

cells and auditory neurons. Therefore, the transduction of sound induced vibrations of the basilar 

membrane into a series of action potentials is no longer possible. However, the remaining auditory 

neurons can be directly stimulated with electrical current delivered with cochlear implants (CIs) 

and some of the hearing can be restored. Today, CIs are the most successful devices among existing 

neural prostheses. About 350,000 individuals with severe-to-profound hearing loss have received 

CIs. Every year, approximately 50,000 severe-to-profoundly deaf receive a cochlear implant. 

Cochlear implants bypass the HCs and directly stimulate surviving auditory neurons for hearing 

restorations. There are four essentials components for current clinically-available cochlear 

implants: a microphone, a speech processor, a transmission link and a stimulating electrode [10]. 

The microphone is the input to the speech processor and captures the acoustic signal. The speech 

processor divides the acoustic signal into frequency bands, calculates the energy changes in each 

frequency band over time, and uses those values to modulate the amplitude of trains of electrical 

current pulses delivered to the cochlea. This amplitude information is transmitted via a radio 

frequency (RF) link to the implanted receiver, which is a pulsed current source. The current pulses 

are then delivered to different sites along the cochlear spiral with a wire bundle, the cochlear 

implant electrode, which was surgically inserted into scala tympani of the cochlea. 
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1.2.2.2 Speech processing strategies  

The speech processor extracts and encodes the relevant acoustic information. Coding 

strategies of the first implants provided the patients with word and limited open-set speech 

recognition. Historically speech processing strategies started stimulating with sinusoidal currents: 

simultaneous analog stimulation (SAS) [11, 12]. The input for the SAS strategy is filtered into 

contiguous bands directed to corresponding electrode contacts. The mapping the dynamic ranges 

from natural hearing to electrically evoked haring is achieved by controlling the gain of the 

amplifiers for different bands. Moreover, the SAS strategy does not interleave the stimulation 

across different electrode contact. The results were not bad for a single channel. However, 

stimulating at neighboring channels resulted was detrimental: overlapping current fields resulted 

in loudness summation which was not liked by the patient [13]. Next, pulsatile stimuli were used 

instead of sinusoidal currents, which resulted in intelligible coding of the speech information. 

However, the presentation of pulsatile stimuli at neighboring channels led to the electrical 

interaction similar to SAS. Only the implementation of the continuous interleaved sampling (CIS) 

strategy in the early nineties allowed cochlear implant users to accelerate performance for the first 

time. Today, some CI users communicating over the phone. Present speech processing strategies 

that support high levels speech perception are and CIS [14], "n-of-m" [15-17] and advanced 

combination encoder (ACE) [18-20], spectral peak (SPEAK) [21, 22].  

Speech processors of all available implant systems receive their input from the microphone. 

Frequency components below 1.2 kHz are attenuated with a pre-emphasis filter (slope of -

6 dB/octave) to boost the relatively weak consonants over the dominating vowels below 1.2 kHz. 
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The output of the pre-emphasis filter is further processed through a bank of bandpass filters to 

filter the acoustic signal into different frequency bands. The center frequencies of the bandpass 

filters correspond to different sites along the cochleae as determined by the location of the 

electrical contacts along the frequency-place map of the tonotopically organized cochlea: low 

frequency bands are represented by the apical contacts, whereas high frequency bands by the basal 

cochlear implant electrode contacts. 

In each frequency band, the low frequency envelope of the acoustical signal is extracted 

and transmitted via the RF. The envelope detection is achieved by a rectifier or Hilbert transform, 

followed by a low-pass filter (cutoff frequency range of 200 to 400 Hz) [23]. Note that this 

envelope detection encompasses the fundamental frequency of voiced speech sounds. A 

logarithmic compression maps the wide dynamic range of natural hearing to the electrically evoked 

hearing [24-26]. The output of the speech processor is used to modulate a carrier, trains of high-

rate (1000 pulses/s/electrode or higher, e.g. 2800 to 5600 Hz for HiRes strategy) interleaved 

electrical pulses [27]. The interleaved delivery of the pulses on neighboring pulse trains is 

necessary to avoid interaction for overlapping current fields during stimulation. To sum up, the 

coding strategies extract mainly the frequency range that covers the envelope of speech (<50 Hz) 

as well as the fundamental frequency and its harmonics up to 200 to 400 Hz. This frequency range 

also corresponds well with the perception of pitch in CI users, which is up to 300 Hz [28-31].  

The n-of-m and ACE strategies are similar in terms of design and performance [16, 17, 20]. 

They also share similar bandpass filtering, envelope detection and the interlacing stimulation as in 

CIS. The differentiator between n-of-m and ACE are the “peak picking” scheme: the envelope in 
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all channels (m) are scanned rapidly prior to each stimulation frame and the number of channels 

(n) with the highest envelopes are selected for stimulation.  

SPEAK is adapted from the n-of-m strategy with similar concepts of bandpass filtering and 

envelope detection. Its differentiator is that the number of the selected frequency band (n) can vary 

for different stimuli. SPEAK filters separates the recorded signal into 20 frequency bands, and 

selects the ones with envelopes exceeding a preset "noise threshold" for each scan. The number of 

n can vary from 1 to 10, and typically n is around 6. 

 

1.3 Aims and significance  

1.3.1 Aim 1: To develop a light delivery system for INS in the cochleae 

While CIs restore speech recognition well in quiet listening environments, all users are 

challenged in noisy listening environments, for tonal languages and for the perception of music 

[2]. It has been argued that one of the underlying reasons for poor patient performance in 

challenging listening environments is the poor spatial selectivity of electrical stimulation, which 

limits the number of independent frequency channels. The spatial specificity relies on a few factors, 

such as the number and distributions of the ganglion cells, the proximity of the electrode to the 

neurons. Efforts have been made to increase the number of independent channels for stimulation, 

including electrode placement close to the inner wall of scala tympani [32-34], multipolar 

stimulation [4, 35-37] and current steering [38-40]. Current steering refers to the simultaneous 

discharge of neighboring electrodes to “steer” the current to selected neuron populations, 
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introducing an additional virtual channel [39-43]. However, this technique does not introduce more 

independent channels for parallel stimulation [39, 41-44]. In addition to the manipulation of 

electrical stimulation, a more recent approach for spatially selective neural stimulation is the use 

of photons [44-46].  

 

1.3.1.1 Photonic neural stimulation 

Photons have been used for neurostimulation and neuromodulation in the cochlea. The 

following approaches and mechanisms have been explored: (1) direct stimulation of the target 

structure with infrared radiation (infrared neural stimulation or INS), (2) activation of ion channels 

expressed in neurons with visible light (optogenetics), (3) activation of temperature sensitive ion 

channels expressed in neurons with heat (thermogenetics), (4) and in the cochlea activation of 

neurons through mechanical events created by laser radiation. To determine the mechanism 

involved in photonic stimulation, the interactions between photons and the tissue need to be studied. 

For the properties of photons, the wavelength, radiant energy, and the temporal properties 

(duration, pulse shape, repetition rate, etc.) should be considered. As for the tissue being irradiated, 

the photon absorption, reflection, and scattering should be examined. A detailed summary of the 

history of optical stimulation research can be found in Richter et al., 2014, Table 1. 
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1.3.1.2 Infrared Neural Stimulation (INS) 

The first successful experiments with a pulsed infrared laser to stimulate nerves has been 

reported for the sciatic nerve in rats [47, 48]. Wells and coworkers studied diligently the light tissue 

interactions by using the free-electron laser and identified several suitable wavelengths for safe 

neural stimulation in the near infrared and infrared [49]. A wide range of wavelengths from ~1,500 

to 10,000 nm were explored to find the suitable wavelength, and the wavelength from ~1,860 to 

2,100 nm was studied due to the laser availability (holmium:yttrium-aluminum-garnet (Ho: YAG) 

laser and the Aculight laser). Upon the absorption of the photon by the water, its energy is 

converted into heat [50] which then depolarizes the cell by changing the membrane capacitance 

[51, 52]. It has been suggested that this capacitance change was caused by changes in membrane 

thickness [53] or from small-diameter nanopores in the membrane [54]. It has also been 

demonstrated that transient receptor potential cation channels of the vanilloid group (TRPV) are 

involved in INS [55-58]. TRPV are temperature sensitive and are highly calcium selective [59-68]. 

Previous studies have shown that intracellular calcium homeostasis changes during INS [68-72]. 

Spatially and temporally confined heating during INS also results in stress relaxation waves [73]. 

There is an ongoing debate is whether or not the resulting pressure is the dominating effect in 

cochlear INS. Results have been presented where cochlear INS did not evoke responses in deaf 

animals [74, 75]. These findings differ from reports that showed responses in deaf animals missing 

hair cells [76, 77]. The argument for direct interaction between the radiation and the neurons comes 

from single unit recordings done in the inferior colliculus [78] and masking experiments in the 

guinea pig [79]. Furthermore, INS evokes ABRs in congenitally deaf mice [80]. One of the mouse 

models lacks the vesicular glutamate transporter-3 (VGLUT3-/-) and lacks glutamate release at the 
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inner hair cell afferent synapse [79, 81-83]. Different gene-manipulated mice are the Atoh1f/kiNeurog1 

mice [79, 84], which show no ABR response to acoustical stimuli but responses to INS [85]. 

 

1.3.1.3 Aim 1: To develop a light delivery system  

To achieve INS in cochlear implants, photons must be delivered to selected sites along the 

cochlea through a light delivery system (LDS). This can be achieved by inserting into scala 

tympani: (1) an array of small optical sources, such as side emitting laser diodes (SELDs) or 

vertical cavity surface emitting lasers (VCSELs), (2) a bundle of glass fibers, or (3) a bundle of 

polyimide waveguides (Table 1-1). Low H2O containing glass fibers are too stiff and will damage 

the cochlear soft tissue structures during insertion into scala tympani and cannot be inserted at 

sufficient lengths [86]. Optical sources and plastic (e.g. polyimide) waveguides remain as a 

possible alternative. The current sizes of VCSELs or SELDs, which are powerful enough to 

stimulate the neurons, are about 400 µm x 350 µm x 200 µm. For the study presented in Chapter 

2, VCSELs (Vixar Inc., Plymouth, MN) were used as laser sources. VCSELs with 1850 nm 

wavelength were used to build single-channel and multi-channel optical arrays. The measurements 

of VCSELs were small enough to be inserted into the scala tympani of the basal cochlear turn of 

guinea pigs for in vivo functional tests. 

Table 1- 1 A comparison across three types of LDS: small optical sources, optical fibers, 

and waveguides.  

LDS Spatial selectivity: 

50 individual 

channels 

Fully implantable Safety requirement 
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Small optical 

sources 

Can achieve 50 

individual radiation 

sites 

Fully implantable: 

Eliminates the 

transcutaneous link 

Can be encapsulated in 

biocompatible materials 

Optical fibers Difficult to achieve 

50 individual 

radiation sites (200 

µm for each 

radiation site) 

Not fully implantable 

w/o light sources 

Too stiff: break during 

insertion and damage 

the cochlea 

Waveguides Difficult to achieve 

50 individual 

radiation sites (200 

µm for each 

radiation site) 

Not fully implantable 

w/o light sources 

Biocompatible 

 

To date, prototypes of optical arrays have been assembled with promising measurements 

for INS in the cochlea. However, no functional test has been reported regarding whether these 

optical arrays can generate auditory responses. In Chapter 2 of this dissertation, we tested the 

function of VCSELs arrays in an acute experiment in normal hearing guinea pigs. Auditory 

responses could be observed with the activation of VCSELs arrays.  

 

1.3.2 Aim 2: Examine the function of speech temporal periodicity and its neural 

processing  

To accommodate the low rate of optical stimulation, a low-rate coding strategy was 

developed in our lab. The coding strategy is referred as frequency modulated phase coding (FMPC), 

which could elicit speech perception in CI users (working paper from the Richter lab). A closer 

look at the pulse rate generated by FMPC showed synchronization to speech temporal cues lower 
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than 500 Hz, including fundamental frequency, F0, and its harmonics (Figure 1-1). Recent 

modeling studies have demonstrated that recreating stimulus spectra in the AN rate profiles will 

not elicit appropriate responses from central neurons, whereas restitution of the F0-synchronized 

rate profiles may [87-90]. In this thesis, we examine the functional role of the temporal cues within 

500 Hz for speech perception and its neural representation. This dissertation demonstrated that the 

temporal cues within 500 Hz are essential for speech perception in normal hearing listeners under 

both quiet and noisy listening environment in Chapter 3. The dissertation also uncovered the neural 

processing of the periodic cues in Chapter 4. 

Figure 1- 1. An example of speech sentence processed by FMPC.  
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Figure 1-1. An example of a speech sentence processed by FMPC. A shows a spectrum of the 

sentence “The boy did a handstand”. B shows the electrical pulses generated by the novel algorithm. 

Each line represents one frequency band. C shows the spectrum of a selected pulse train at 676 Hz 

frequency band that was generated by the vowel “o”. 

 

1.3.2.1 Nomenclature for temporal cues of speech 

The functional role of the temporal cues has been extensively studied by different research 

groups. However, the definition of the temporal cues has not been consistent across studies. The 
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terms used in the literature to describe the temporal cues of speech include the envelope, temporal 

fine structure, or temporal periodicity, etc. They describe frequency ranges of magnitude 

fluctuations of the filtered signal. Rosen (1992) defined the temporal cues based on the frequency 

ranges as following: envelope (E or TE): the low frequency magnitude fluctuation <50 Hz; 

periodicity: The 50 to 500 Hz magnitude fluctuation; temporal fine structure (TFS): The high 

frequency ranges from 600 to 10,000 Hz. Here is an example demonstrating the three ranges of 

frequencies. A 200 ms section of the natural speech was selected as the example contain a vowel 

“o”. The time waveform and frequency components of this speech signal are shown (Figure 1-2 a, 

b). The speech signal was filtered into 16 frequency bands up to 10 kHz. The frequency bands 

centered at 689 Hz was selected. The time waveform and frequency components were also shown 

(Figure 1-2 c, d). The range of E, periodicity, and TFS were marked (Figure 1-2d).  

 

Figure 1- 2. The temporal cues of speech. 

 
 

Figure 1-2. A voiced syllable “o” from “the silly boy is hiding” was selected (0.714 to 

0.914 s post the onset of each sentence). a and c showed the time waveform of unfiltered speech 



31 

 

and band-pass filtered speech at the center frequencies of 689 Hz. d and d showed the spectra of 

the unfiltered speech and band-pass filtered speech. The range of envelope, periodicity, and part 

of the TFS were listed.  

 

“Periodicity” is consistently used to describe 50 to 500 Hz frequency range specifically 

[91-96]. However, we have recognized that recent literature also refers this range of frequency as 

part of the TFS. Additionally, terminologies like “envelope periodicity” are sometimes used, as a 

general descriptive term for the waveform with no explicitly defined frequency range. For example, 

Hall (1979) used “envelope periodicity” and “periodicity” interchangeably in his article. Due to 

the inconsistent use of terminology in literature, it is hard to find a universal, accurate term to 

describe the frequency range 50 to 500 Hz. In order to serve the general readers, we have adopted 

the term “periodic cues of the TFS”. This is because we recognize that recent studies have only 

addressed the E and TFS when describing temporal cues, but neglect the controversial frequency 

range from 50 to 500 Hz. 

Although E and TFS have been clearly defined as mentioned above and are commonly 

used in the literature, E and TFS were extracted differently in various studies resulting in 

inconsistency of their exact frequency ranges. An example of the incoherent use of the terms is 

shown for two heavily cited studies: Shannon et al. 1995 and Lorenzi et al., 2006. A detailed review 

of the methods used to extract E and TFS and the corresponding definitions showed substantial 

differences in the frequency range for the same terminology among studies from different 

laboratories. We have outlined the differences in detail in Table 1-2, where the difference in the 
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frequency range for the term “envelope” can be seen. Shannon used a low pass filter with (1) cutoff 

frequency of 16, 50, 160 or 500 Hz; (2) a roll off slope of -6 dB/octave to extract E. Lorenzi used 

a Hilbert transform followed by a low pass filter with (1) cutoff frequency of 64 Hz, (2) a roll off 

slope of -72 dB/octave. Given the sound level used by Shannon and Lorenzi were both 75 dBA, 

the E and TFS contained different energy at certain frequencies due to the different roll off 

parameters. For the purpose of calculation, we picked one frequency band that covers 0 to 1024 

Hz, similarly to the lowest frequency band in Shonnon (1995) when the number of frequency band 

was four. For example, Shannon’s E (extracted with the low pass filter that has a cutoff frequency 

at 16 Hz) would contain substantial energy at 128 Hz (57 dBA = 75 dBA - 6 dB/oct * 3 oct, 128 

Hz is 3 octaves from 16 Hz), whereas Lorenzi’s E contained minimal energy at 128 Hz (3 dBA = 

75 dBA - 72 dB/oct * 1 oct). A detailed comparison of sound level at different frequencies of E 

can be seen in Table 1-2. Of note, the initial Hilbert transform was not considered in the table for 

Lorenzi’s analysis. The sound level should be even lower if Hilbert is considered since Hilbert 

transform extracts the relatively low frequency components within each frequency band. Similar 

discrepancies could be seen in other studies.  

Table 1- 2 Sound levels (dBA) of “envelope” at different frequencies. 

 Lowpass filter 

parameters 

The frequency of “envelope 

16 Hz 32 Hz 64 Hz 128 Hz 256 Hz 512 Hz 1024 Hz 

Lorenzi Cutoff at 64 Hz 

Rolloff -72 dB/oct 

75 75 75 3 0 0 0 
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Shannon 

Cutoff at 16 Hz 

Rolloff -6 dB/oct 

75 69 63 57 51 45 39 

Cutoff at 50 Hz 

Rolloff -6 dB/oct 

75 75 75 - 

69 

69 - 63 63 - 57 57 - 51 51 - 45 

Cutoff at 160 Hz 

Rolloff -6 dB/oct) 

75 75 75 57 75 - 69 75 - 69 63 - 57 

Cutoff at 500 Hz 

Rolloff -6 dB/oct 

75 75 75 75 75 75 - 69 63 - 57 

 

Table 1- 3 The estimated frequency range of “Envelope” for a few existing studies. 

Temporal cues 

defined by Rosen 

(1992) 

Envelope <50 

Hz 

Periodicity 50 – 

500 Hz 

Temporal fine structure > 

500 Hz 

Shannon et al., 1995: 

low pass cut off at 

16, 50, 160, 500 HZ; 

3 dB/octave roll off 

(4 frequency bands)  
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Turner et al., 1995, 

1999: low pass cut 

off at 30 HZ;  

roll off not described                   

       
  

Loizou et al., 1999:  

low pass cut off at 

400 HZ; roll off not 

described                                  

   

Souza et al., 2006:  

low pass cut off at 

50 HZ;  

roll off not described                   

   

Lorenzi et al., 2006:  

low pass cut off at 

64 Hz;  

75 dB/octave roll off                   

(16 frequency 

bands) 

   

Note: The dash line was used due to unknown roll off of the low pass filter. 

 



35 

 

Moreover, Table 1-2 and 1-3 shows, for example, the sound level of E within one frequency 

band. Additional discrepancies in sound level can also be expected from the output from different 

selections of auditory filters. Assuming that E and TFS added together equals the output of each 

frequency band, TFS must be different regarding its frequency range. Other studies adopted 

different types of filters and different methods to extract E and TFS. For example, Smith (2002) 

applied a Hilbert transform on a bandpass filtered signal with a bandwidth of 45 Hz, while 

Dubbelboer, F. & Houtgast (2007) used a Gaussian-shaped wavelet analysis on a bandpass filtered 

signal with a bandwidth of ¼ octave. It is important to understand the precise frequency range of 

given E and TFS to accurately interpret and compare the results across studies.  

 

Aim 2a. To examine whether the temporal periodic cues are essential for speech 

perception in both quiet and noisy environment  

Direct and fundamental neural correlates to the temporal cues have been explored in 

animals by measuring the discharge patterns of auditory neurons, in particular, the timing of neural 

discharges or the phase locking of the neurons [86]. Phase locking is a phenomenon that is 

preserved along the auditory pathway from the cochlea to the cortex [97-105]. It is referred to as 

the tendency for auditory neurons to fire within a well-defined time window relative to a period of 

the stimulating frequency. This is particularly evident in the neural response to low-frequency pure 

tones [86]. Phase locking pattern is also seen in auditory nerve fibers in response to periodic sounds, 

such as modulated frequencies and steady-state vowels. Importantly, the TFS of natural speech 

sentences contains multiple representative frequencies, including the fundamental frequency (F0) 
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and its harmonics. Auditory neurons may discharge at the rate of these frequencies [97, 106-108], 

i.e., phase lock to these frequencies. Thus, the phase locking pattern could serve as a tool in 

examining the neural coding of the TFS in speech. 

While phase locking could be used to investigate the neural components of TFS, 

reconstructed speech sounds with distorted temporal periodicity could be used to investigate its 

perceptual functions. Previous studies have frequently manipulated speech sounds to assess the 

perceptual role of different acoustic cues. The modified speech could be achieved by keeping the 

acoustic cues of interest while disrupting or replacing other acoustic components, and vice versa. 

For example, studies examining E have reconstructed acoustic signals by replacing spectral cues 

with modulated sinusoids or pulse trains [109] or spectrally matched noise [110]. The E is usually 

extracted by a Hilbert transformation or by the low pass filtering of the rectified bandpass filtered 

speech signal. Through dividing the E from the original signal or peak clipping, TFS cues could 

be isolated. An alternative method to distort speech is based on the short-time Fourier transform 

(STFT) [111] or Wavelet transformation [112]. According to Kazama, Short-Time Fourier 

Transform (STFT) is the ideal tool to engineer target distortions at any selected frequency range 

by using different time windows (Kazama et al., 2010). Thus, STFT was used to systematically 

distort the frequency range from 50 to 500 Hz. We have discussed this in the method section of 

Chapter 3. Additionally, six frequency bands out of 64 were used to mimic the n-of-m strategy of 

cochlear implant speech processors. Cochlear implant users are reported to have only four to eight 

independent frequency bands. Shannon used four frequency bands, but the E contained energy at 

high frequencies from 50 to 500 Hz, and even up to 1000 Hz. The frequency range for the envelope 

selected by Lorenzi contained little energy from 50 to 500 Hz or higher, but 16 frequency bands 
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were used. Our approach contained E below 50 Hz at six frequency bands, which best represents 

the input to cochlear implant users.  

In Chapter 3 of this dissertation, we focused on the neural mechanism of TFS processing 

by combining neural recordings from individual auditory neurons in guinea pigs with 

psychophysical measures in human subjects. The TFS cues of sentences from the Hearing in Noise 

Test (HINT) and the QuickSIN™ test were modified to various extents. The modified speech 

signals were used for speech perception tests in normal hearing listeners in both quiet and noisy 

conditions. These same sentences were used to evoke neural activity in well-identified auditory 

neurons of the inferior colliculus (ICC) in guinea pigs. ICC was selected as the target structure due 

to its robust representation to the frequency range of the periodicity cues. Through this direct 

comparison between behavioral and neural data, our results bridged the perceptual role and neural 

coding of TFS cues in speech, allowing us to uncover the essential neural mechanism for TFS 

perception. 

 

Aim 2b. To examine the neural processing of the periodic cues of the TFS in the 

midbrain  

Harmonic signals are commonly present in human speech, music, and animal vocalizations 

[91, 113]. They are characterized by the combination of a fundamental frequency (F0) and their 

integer multiples and are critical for speech perception [114, 115]. The amplitude and phase of 

these harmonic components contribute to the temporal features of the signal, which is always 
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periodic at the frequency of F0 even when F0 is not present in the signal. Harmonic signals can 

evoke strong pitch sensation at F0. The neural coding of pitch sensation has been extensively 

studied at the level of individual auditory neurons in the cochlea [98, 99, 116-119], cochlear 

nucleus [120-123], inferior colliculus [124, 125] and the cortex[126]. It has been suggested that 

firing rate and cochlear tonotopic organization, i.e. the rate-place coding, is not sufficient to code 

harmonic signals. For example, in response to low-frequency resolved harmonic signals, cochlear 

response peaks at these harmonics based on its tonotopic organizations. However, such rate-place 

coding cannot encode high-frequency unresolved harmonics. The neural coding of harmonic 

sounds also requires temporal coding, i.e. the neural synchronization or interspike interval 

distributions or phase locking [127-129]. Phase locking refers to the timing of neural discharges 

occurring at a certain phase of cyclical waveforms in response to periodic sounds. This temporal 

coding, which can process both resolved and unresolved harmonic signals. Both rate-placing 

coding and temporal coding were observed in the cochlea [98, 99, 116-119], and the cochlear 

nucleus [120-123]. However, the predominant temporal coding in the auditory periphery changes 

to the rate coding in the cortex [126, 130]. It has been suggested that the majority of the units in 

cortex encode only the lower frequency range relevant for periodicity pitch [131, 132]. It has also 

been suggested that cortical units processing slow modulations with rate-coding, which are 

restricted to a low-frequency cortical region near the anterolateral border of the primary auditory 

cortex [126]. The inferior colliculus (ICC), which receives input from several peripheral auditory 

nuclei and relays information to the auditory cortex, is likely the stage where the transition 

occurred [133].   
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The neural temporal coding of harmonic signals has been widely examined with amplitude 

modulated sounds [113]. Phase-locked responses to low frequency modulation have been recorded 

in neurons located at the cochlea [98, 99, 116-119], cochlear nucleus [120-123], inferior colliculus 

[100], medial geniculate body [134, 135], and at various areas of the auditory cortex [136, 137]. 

Auditory nerve fibers show robust phase locking to low frequency tones up to several kilohertz 

(eg. 9 kHz in barn owls [138], 4-5 kHz for cats [118], 3.5 kHz in guinea pigs [99, 139]). And the 

upper limit of phase locking is species dependent [140]. Although the relationship between phase 

locking and BF has not been explored in great detail, existing evidence suggests great effects of 

BF on phase locking [141, 142]. The robust phase locking degrades in the level of ICC: 60-70% 

ICC neurons show phase locked responses to pure tones and the cut off is around 1 kHz in guinea 

pigs [100]. Similar degradation in synchronization at ICC has been observed in other species [113]. 

Phase locking to modulations was seen in 30% of ICC neurons in anurans [143]. Langner and 

Schreiner’s data in cats showed that ~ 75% of the single units in ICC were tuned to a best 

modulation frequency when measured by their firing rate, in contrast to ~33% of the single units 

that were tuned to a best modulation frequency in their synchronization [124]. More recently, Su 

and Delgutte showed non-tonotopic rate coding in the ICC using harmonic complex sounds [133]. 

These results indicate the temporal coding is partially transformed into rate-coding at the level of 

ICC.  

The neural temporal coding of harmonic signals has also been studied with speech tokens, 

such as synthesized vowels [99, 114, 139, 144, 145]. Auditory nerve fibers were suggested to 

synchronize to the F0 and certain high-frequency formants up to several kilohertz, as well as 

certain distortions [97, 101-105, 146, 147]. Phase locking to these frequency components is related 
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to the amplitude of the harmonics and the neurons’ best frequencies (BFs). At higher auditory 

centers, such as the ICC, the neural synchrony is restricted to the low frequency harmonics of 

vowels. In response to a steady-state approximation to the vowel /a/, most of the low frequency 

neurons in cats at the ICC (BFs<4 kHz) are strongly phase locked to the F0 and its low harmonics 

(<1 kHz), but not to the higher formants [144]. This confirms the significant loss of temporal 

coding at the midbrain. Only ~47% of the guinea pig ICC neurons (BFs<8 kHz) synchronize to 

F0, and only ~5% ICC neurons phase lock to the time-varying F0 in tonal language syllables 

(Mandarin syllable /ba/ with four lexical tones: flat, rising, falling then rising and falling) [148]. It 

remains unknown how many ICC neurons phase lock to F0 in response to natural English speech 

sentences, whose F0 is non-steady but less variable than tonal language. Our study systematically 

examined the phase locking pattern in ICC neurons over a wide range of BFs with natural English 

speech in guinea pigs. We also examined the neural representation of speech E through neural 

firing rate, particularly identifying how each neuron synchronizes with a given integration period 

and range of frequencies.  

In Chapter 4 of this dissertation, we adopted natural speech sentences as acoustic stimuli 

and recorded action potentials from individual ICC neurons. We systematically examined the 

phase locking pattern in ICC neurons over a wide range of BFs with a natural English speech in 

guinea pigs. We also examined the neural representation of speech E through neural firing rate, 

particularly identifying how each neuron synchronizes with a given integration period and range 

of frequencies.  
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2.1 Abstract 

An emerging method in the field of neural stimulation is the use of photons to activate 

neurons. The possible advantage of optical stimulation over electrical is attributable to its spatially 

selective activation of small neuron populations, which is promising in generating superior spatial 

resolution in neural interfaces. Two principal methods are explored for cochlear prostheses: direct 

stimulation of nerves with infrared light and optogenetics. This manuscript discusses basic 

requirements for developing a light delivery system (LDS) for the cochlea and provides examples 

for building such devices. The proposed device relies on small optical sources, which are 

assembled in an array to be inserted into the cochlea. The mechanical properties, the 

biocompatibility, and the efficacy of optrodes have been tested in animal models. The force 

required to insert optrodes into a model of the human scala tympani was comparable to insertion 

forces obtained for contemporary cochlear implant electrodes. Side emitting diodes are powerful 

enough to evoke auditory responses in guinea pigs. Chronic implantation of the LDS did not 

elevate auditory brainstem responses over 26 weeks.  
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2.2 Introduction 

2.2.1 Cochlear implants and their challenges 

Cochlear implants (CIs) are considered one of the most successful neural prostheses. Today 

about 350,000 individuals with severe-to-profound hearing loss have received a CI to restore some 

of their hearing. However, the performance of individual users varies largely. While some patients 

are able to communicate over the phone in different languages, others receive little benefit from 

CIs. For all CI users, noisy listening environments and music perception constitute a challenge [1, 

2]. It has been argued that performance could be improved by reducing the interaction between 

neighboring CI electrode contacts, subsequently creating more independent channels for 

stimulation. More spatially selective stimulation with electric current can be achieved through 

multipolar stimulation, where multiple electrode contacts are used to narrow the current field [35, 

37, 149]. Another approach to increasing the number of different pitch percepts is called current 

steering [38-40]. In this approach, neighboring electrodes are used simultaneously to “steer” the 

current to selected neuron populations between the two contacts. However, this technique does not 

introduce more independent channels for parallel stimulation [39, 40, 42-44]. 

2.2.2 Optical stimulation 

More recently, the use of photons has been suggested as a novel approach to evoke 

responses from small populations of neurons [44-46] because optical radiation can be delivered 

spatially selectively [49]. It is anticipated that optical stimulation decreases interactions between 

neighboring channels allowing for the development of neural prostheses with enhanced neural 

fidelity. Two methods for direct neural stimulation with light are currently considered: 



45 

 

optogenetics and infrared neural stimulation (INS) [52, 150, 151]. Optogenetics requires the 

delivery of a viral vector to express photosensitive ion channels in the membrane of the spiral 

ganglion neurons (SGNs) [152, 153]. INS does not require such treatment because during INS, the 

fluid in the target tissue absorbs the photons and the energy is converted into heat [55, 154-156]. 

Spatially and temporally confined heating evokes action potentials in the SGNs (see below for 

mechanism). While both methods appear promising, they also have challenges. For optogenetics, 

the neurons must be manipulated genetically. This requires targeting of a selected population of 

neurons with a viral vector to induce stable expression of light-sensitive ion channels. The rate by 

which the ion channel or optogenetic tool is expressed is crucial since low expression of the 

optogenetic tool will require larger photon flux rates and high expression of the ion channel may 

damage the cell. Moreover, tissue in the beam path largely scatters the incident photons resulting 

in broad response profiles and a significant reduction of the transmitted radiant energy. Published 

results have shown that the energy required to evoke an action potential on the murine auditory 

nerve is about 10-times larger than for electrical stimulation [157]. The challenge for INS is the 

delivery of heat to the target structure(s), which needs to be removed or dissipated to prevent 

thermal damage during stimulation. Tissue heating limits the rate of stimulation to about 250 

pulses per second (pps) at a maximal radiant energy of 25 µJ/pulse [158-160]. Optical sources, 

small enough to be inserted into the cochlea, have a low wall-plug efficiency (ratio in converting 

electrical power to optical radiation) [46]. The energy required to stimulate with INS is about 100-

times larger when compared to electrical stimulation [46, 161]. Optoacoustic events resulting from 

INS must be considered for patients with residual hearing. 
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When comparing optogenetics and INS, the wavelengths of the radiation used for each of 

the two methods should also be considered. The incident radiant energy is reduced by the tissue in 

the beam path through scattering and absorption of the photons. At wavelengths used for 

optogenetics, λ<1064 nm, the extinction coefficient for the radiation is governed by the scattering 

of the photons, whereas above λ=1064 nm, the absorption becomes the dominant factor in tissue. 

Hence, for optogenetics, tissue reduces the transmitted radiant energy and broadens the beam by 

scattering. For INS, the energy is mostly reduced through absorption of the photons and less 

through scattering [162, 163]. 

2.2.3 INS - neurons are activated by temporally and spatially confined heating 

One of the first reports on laser irradiation as a method to stimulate neurons came from 

Fork’s study on Aplysia Californica [163]. Irradiation of the tissue with blue (λ=488 nm) light 

(spot size = 10 µm) evoked action potentials at stimulus levels above 12.5 mW radiation power 

[47]. Wells and coworkers studied light tissue interactions by using the free-electron laser in great 

detail. They determined radiation wavelengths that could be used for safe neural stimulation, which 

are in the near infrared and infrared [47]. One of the wavelength ranges for which optical sources 

exist for stimulation is between 1840 and 2100 nm. Upon the absorption of the photons by the 

water, their energy is converted into heat [164], which then evokes an action potential. Temporally 

and spatially confined heating depolarizes the cell by changing the membrane capacitance [165-

168] resulting in a depolarizing inward current. The change in capacitance might result from 

changes in membrane thickness [169] or from small-diameter nanopores in the membrane [54]. 

Furthermore, it has been demonstrated that transient receptor potential cation channels of the 
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vanilloid group (TRPV) are involved [54, 56-58]. They are temperature sensitive and are highly 

calcium selective [59-68]. Published results demonstrated that intracellular calcium homeostasis 

changes during INS [68-72, 170]. Spatially and temporally confined heating, which occurs during 

INS, also results in stress relaxation waves [73]. Those pressure waves could vibrate the basilar 

membrane and evoke auditory responses through stimulation of remaining inner hair cells. Results 

have been presented where cochlear INS did not evoke responses in deaf animals [74, 75]. The 

authors concluded that INS in the cochlea only originates from the generation of a pressure wave. 

Those findings differ from reports that showed responses in deaf animals missing hair cells [76, 

79] and in congenitally deaf mice [80]. One of the deaf mouse models lacks the vesicular glutamate 

transporter-3 (VGLUT3-/-) and does not release glutamate at the inner hair cell afferent synapse 

[79, 81, 82]. This mouse model shows no auditory response to sound stimuli, but responds to INS, 

indicating direct interactions between INS and SGNs. Other gene manipulated mice which show 

no ABR response to acoustical stimuli, but respond to INS [83] are the Atoh1-cre; Atoh1f/kiNeurog1 

mice [84, 85]. 

To use INS in a CI, photons must be delivered to selected sites along the cochlea. This can 

be achieved by inserting light delivery systems (LDSs) into scala tympani of the basal turn of a 

cochlea. LDSs can be arrays of optical sources, such as side emitting laser diodes (SELDs) or 

vertical cavity surface emitting lasers (VCSELs), bundles of glass fibers, or bundles of polyimide 

waveguides. Low H2O containing glass fibers are not considered as LDS because they are too stiff 

and break easily if they are larger than 50 µm in diameter. Stiff optical fiber bundles will also 

damage the cochlear soft tissue structures during insertion into scala tympani and cannot be 

inserted at sufficient lengths [171]. Polyimide waveguides are flexible and biocompatible. 



48 

 

However, challenges remain in coupling the light sources and waveguides. Moreover, the size of 

the waveguides limits the number of individual optical stimulation sites along the spiral ganglion  

[78].  

This paper discusses how to build and test optrodes with small optical sources, which are 

powerful enough for INS. 

2.3 Methods 

2.3.1 Light sources 

Currently, three different types of light sources have been used to fabricate optrodes, 

vertical cavity surface emitting lasers (VCSELs), side emitting laser diodes (SELDs) and micro-

light-emitting diodes (µ-LEDs). The light sources are available in sizes that can be assembled into 

arrays suitable for insertion into scala tympani (Figure 2-1). Considering the frequency place map 

in the human cochlea (organ of Corti and spiral ganglion) [172, 173], 50 light sources could be 

assembled into a 24 mm long array and provide a frequency resolution of about 1/8 of an octave 

[79, 80]. Our most recent arrays feature 15 light sources on a 24 mm long array. The number of 

optical sources will be increased in future optrodes by placing the optical dies closer together. 

 

Figure 2- 1. Different types of light sources. 
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Figure 2-1. (a) shows the top and (b) the reverse side of a VCSEL (λ=680 nm). The 

dimension is 250 x 250 x 200 µm3 and its maximum output power is about 4 mW. (c) and (d) 

show the top and bottom of a 5 x 7 VCSEL array, (λ=1860 nm). The dimension is 

450 x 250 x 200 µm3 and its maximum output power is about 7.5 mW. Each circle in (c) represents 

one VCSEL. (d) shows the light emitting window and the cathode; (e) and (f) show a SELD 

(λ=1850 nm). The dimension is 450 x 350 x 100 µm3 and its maximum output power is about 50 

mW. (g) shows the original appearance of a blue µLED (λ=470 nm) before being resized. The 

dimension is 1000 x 600 x 200 µm3 and its maximum output power is about 34 mW. Scale bars 

are the same for (a)-(f) (shown in (b)) and (g)-(h) (shown in (h)): 100 µm. The power ratings are 

given for continuous wavemode operation.  
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2.3.2 Optrodes and hybrids 

The first step in the fabrication of the multichannel optrode was connecting the cathode of 

the light sources with conductive silver epoxy (EPO-TEK H20E, Epoxy Technology Inc., Billerica, 

MA) to a 125 μm diameter silver wire (Figure 2-2 (a), (c), (e)). The distance between the sources 

could be adjusted as needed. The silver wire, which could be replaced by strips of platinum or 

silver foil, also serves as a heat sink. In the second step, a 25 μm diameter Teflon coated platinum 

wire was connected to the anode of each source using conductive silver epoxy. Note, wire-bonding 

has been tested as an alternate contacting method (Figure 2-1(a)), however, the connection is 

fragile and using epoxy resulted in more reliable connections of the light sources. Following the 

assembly of the optrode, the function of each light source was tested before and after the optrode 

was embedded into silicone. For the silicone embedding, the optrode was placed in a custom 

fabricated mold. The mold was filled with Silastic (MDX4-4210, Medical Grade Elastomere, base 

and curing agent (LOT 0006932899, Dow Corning Corp., USA)) and was allowed to cure 

overnight in an oven at 60°C. After the silicone was solidified, the electrode was removed from 

the mold (Figure 2-2. (b), (d), (f)) and the wires of the optrode were extended to about 10 cm. Then, 

the optrode could be inserted into a Tygon® Micromix flexible microbore plastic tubing with an 

inner diameter of 1 mm and an outer diameter of 1.8 mm (LOT 507206, Saint-Gobain Performance 

Plastics, Portage, WI) and was connected to a transcutaneous connector (Figure 2-2(b)). During 

implantation, the transcutaneous connector was secured with Ethilon 3.0 (Ethicon, Cincinnati, OH) 

to the skin incision (Figure 2-2(b)). 

Figure 2- 2. The figure shows optrodes fabricated with small optical sources.  
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Figure 2-2. Panel (a) is a three-channel optrode. The two infrared sources in (a) are 

VCSELs (λ=1860 nm, larger dies to the left). A red source (λ=680 nm, smaller die to the right) 

serves as a pilot light, which helps to orient the implant. Panel (b) shows the completed electrode 

ready for implantation. At the bottom right, the transcutaneous connector is shown. Panel (c) is a 

picture of a two-channel optical array made of SELDs. The size of the given emitters is 450 µm x 
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300 µm x 100 µm. The anode of each emitter was connected with a thin gold wire, and then to a 

Teflon-insulated silver wire. The cathodes of both emitters were connected to a single silver wire, 

which also served as a heat sink for the light sources. The direction of the light emission is indicated 

by the arrow. Panel (d) is a picture of a silicone-embedded single-channel optical array made with 

a SELD. The anode and cathode connections are the same as shown in panel (c). The array is 

embedded in silicone. Panel (e) shows an array of 15 µLEDs connected with a silver wire to the 

cathodes and platinum wires to the anodes. Panel (f) shows an optrode made with 15 light sources. 

Panel (g) shows the insertion of this optrode into a human scala tympani model. Panel (g) and (i) 

show the radiation of a single µLED and multiple µLEDs. Scale bars = 900 µm. 

A different optrode design used Flexible Printed Circuit Board (FPCB) technology. The 

single layer FPCB was designed as the light source carrier, which renders the optrode fabrication 

process much easier. The substrate for the cochlear implant must be soft, flexible, and 

biocompatible. It has been demonstrated that polyimide polymers are suitable in stiffness (see also 

discussion), are biocompatible [46, 173-177], and were selected for the support base and the 

insulation cover layer. Copper was selected as the conductive material. Adhesive films provide the 

material to bond the copper foil to the base film. The epoxy and copper contacts were further 

coated with silicone for biocompatibility. 

To fabricate the multichannel optrode carrier, a 25 μm-thick copper foil was laminated on 

the upper surface of the polyimide substrate. Unwanted copper was etched from the copper layer, 

such that the resulting wire width was 80 μm. To isolate each channel, a 25 μm-thick polyimide 

film was laminated on the surface. Subsequently, the polyimide film applied for insulation was 
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etched away on the top of the light source mounting areas and solder joints. Light source mounting 

areas and solder joints were further improved by electroplating a 25-μm-thick gold layer on the 

contact areas (Figure 2-3(a)). Dictated by the number of current sources of our portable diode 

driver system, we only fabricated three channel optrodes. The number of contacts, however, can 

easily be expanded. Figure 2-3(b) shows the FPCB carrier and its tip. Figure 2-3(c) shows the 

FPCB-based optrode with a connector. Figure 2-3(d), (e) and (f) show the FPCB carrier and a 

three-channel optrode made with VCSELs, µLEDs and SELDs. This carrier can also accommodate 

other light sources and metal contacts for electrical stimulation. 

 

Figure 2- 3. The figure shows the fabrication of the optrode based on FPCB technique.  
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Figrue 2-3. Panel (a) shows the vertical fabrication structure and materials of the light 

source carrier; (b) shows the FPCB carrier and the tip. The light source mounting area on the tip 
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is 100 µm × 100 µm; the distance between two channels is 1 mm; the width of the carrier is 0.75 

mm and the thickness is 100 µm. (c) shows an FPCB-based optrode with a connector at the end; 

(d) shows the tip of an FPCB-based optrode with 3 VCSELs. (e) shows the tip of a FPCB-based 

optrode with 3 µLEDs. (e) shows the tip of a FPCB-based optrode with 3 infrared SELDs. 

 

2.3.3 Insertion force measurements 

The insertion force of the electrodes and optrodes was measured in five cadaveric cat and 

human cochleae, as well as in a matrix printed model of the human scala tympani (~0.016 mm 

resolution, Objet 260vs Dental, Fisher Unitech Corporation, Chicago, IL). The human cochleae 

were obtained through the Anatomy Gifts Registry. Each cochlea was accessed via a retro-facial 

approach and a cochleostomy was created 0.5 to 1 mm from the round window. This allowed the 

insertion of five short custom fabricated optrodes (with <5 contacts, Table 2-1). Four long arrays 

(with 10+ contacts, Table 2-1) were tested in the human scala tympani model. For the experiments, 

the electrodes/optrodes were either mounted on a Narishige electrical step-motor (MM108; 

Narishige, Japan) or an LTS150 translation stage (Thorlabs, Newton, NJ) to advance the optrode 

with constant speed at 0.553 mm/s or 0.25 mm/s respectively. At the same time, the insertion force 

was measured with a Mark-10 Digital Force Gauge (Model M5-012, Mark-10 Corporation, 

Copiague, NY). The MESUR Lite by Mark-10 software was used to acquire the data at a sampling 

rate of 10 Hz. The electrode advancement was always monitored through a microscope and was 

stopped immediately when the electrode would not advance. 

2.3.4 Testing in an animal model 
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All animal procedures were carried out in accordance with the NIH Guide for the Care and 

Use of Laboratory Animals and were approved by the Institutional Animal Care and Use 

Committee at Northwestern University. 

Evaluation in cats 

To assess the effects of the optrodes on cochlear function after implantation, auditory 

brainstem responses (ABRs) to acoustic clicks and pure tone bursts were monitored before surgery 

and at several time points after surgery and implantation. For the procedure, the cats were sedated 

with Telazol (5–10 mg/kg, intramuscular) and were given atropine (0.04 mg/kg, subcutaneous). 

Vitals, such as heart rate, breathing rate, and O2 saturation, were monitored with a Bionet BM3 vet 

system (Bionet America, Inc. Tustin, CA USA). Body temperature was maintained with a water-

based heating blanket (T/Pump Localized Therapy system, Stryker Global Headquarters, 

Kalamazoo, MI, USA). Three needle electrodes were placed under the skin to measure ABRs by 

subtracting ipsilateral mastoid from vertex potentials measured relative to a ground electrode 

placed in the neck. The contralateral ear was blocked during testing to reduce any possible 

acoustical crosstalk. Acoustic stimuli were generated by a voltage command presented at a rate of 

4 Hz to a Beyer DT770Pro headphone, which was calibrated with a Brüel and Kjær 1/8-inch 

microphone (Norcross, GA). The speculum of the speaker was placed directly in front of the ear 

canal (quasi free field). The carrier frequency of the tone bursts started at 32 kHz and was 

decreased by 2 steps/octave over 5 octaves. The maximum sound level at each frequency varied 

between 71 dB and 101 dB (re 20µPa), depending on the frequency. For each frequency, the sound 

level was decreased stepwise by 5 dB until a visible ABR could not be seen to determine ABR 

thresholds. The ABR electrodes were connected to a differential amplifier (ISO-80, WPI). The 
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amplifier has a high-input impedance (1012 Ω) and was set to 80 dB amplification. Further 

amplification (10 x) and bandpass filtering (0.3 to 3 kHz, -48 dB/octave) of the signal was 

performed by a digital filter, an IP90 (Frequency Devices, Ottawa, IL). The sampling rate was 

250 kHz and 1024 trials were averaged for each stimulation. The threshold was defined as an ABR 

waveform that was visible above the noise floor of the recordings. After 1024 averages, the noise 

floor was typically 0.5 µV (peak-to-peak). At the conclusion of the hearing test, each animal 

recovered from anesthesia was returned to its home cage. 

Cochlear implantation in cats 

In preparation for the implantation surgery, each animal was premedicated with Telazol 

(2–4 mg/kg, intramuscular), butorphanol (0.4 mg/kg, subcutaneously), and atropine (0.04 mg/kg, 

subcutaneously). Intravenous catheters (22G) were placed in the left and right cephalic veins and 

Ringer’s solution containing 2.5% dextrose was given throughout the length of the procedure. 

Anesthesia was maintained with isoflurane (1%–3%). Only the left ear was implanted with the 

optrode. The surgical area was aseptically prepared. A ‘‘C’’ shaped incision was made behind the 

left pinna and the bulla was surgically accessed. An opening, approximately 5 x 5 mm2, was 

created in the bulla with a motorized drill (Micro-Torque II, WPI) and a 3 mm cutting drill bit to 

visualize the basal turn of the cochlea. The cochleostomy was then made with a cutting drill bit 

(1 mm) attached to the motorized drill. The optrode was inserted about 5 mm through the bulla 

and the cochleostomy into scala tympani of the cochlea (Figure 2-4 (a)). The optrodes were then 

secured at the bulla with acrylic. The acrylic not only secured the optrode, but also sealed the bulla 

(Figure 2-4(b), (c)). 
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A small incision, 1 cm long, was made in the skin between the scapulae. The wire bundles 

to the optrodes were tunneled under the skin from the bulla to the scapular incision, where the 

electrical connector was sutured to the skin (Figure 2-4(d)). The incisions were closed in several 

layers with interrupted sutures. Post-operatively, the animal was monitored daily and received 

buprenex (0.005–0.01 mg/kg, subcutaneous, 2x/day for 2–3 days) and meloxicam (0.1 mg/kg, oral, 

1x/day for 3–4 days) for pain management. No vestibular deficits were seen in any of the animals. 

 

Figure 2- 4. The figure shows the implantation of the optrode into a cat cochlea.  

 

Figure 2-4. (a): The optrode was inserted into a cat cochlea through the cochleostomy. (b): 

The optrode was fixed to bulla with dental acrylic. (c): the second layer of dental acrylic. (d): The 

transcutaneous connector was secured onto the lower neck skin. 
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Acute laser test in cat and guinea pig cochleae 

Infrared optrodes were tested acutely in normal hearing cat and guinea pig cochlea. Guinea 

pig surgery has been described previously. After the cochleostomy was created with a hand-drill, 

a two-channel infrared optrode with high output power VCSELs or SELDs was inserted into the 

animal cochlea. While inserting the optrode, care was taken such that the light-emitting window 

was facing the modiolus. VCSELs had a center wavelength of 1860 nm, SELDs of 1850 nm and 

were operated at 100 µs pulse duration and 100 pps repetition rate. The test current levels were 

from 0 to 600 mA. The corresponding voltage ranged from 0 to 2 V. The maximum radiant energy 

was 20 µJ/pulse (measured above the optrode in air using a Coherent J-50-LP-1A energy sensor). 

Compound action potentials (CAPs) were recorded with an electrode placed at the round window. 

The recording system was the same as for the ABR recordings, except that the amplification for 

the CAP measurements was 60 dB. 

2.3.5 Imaging at the European Synchrotron Radiation Facility 

Tomographic data sets were acquired at beamline ID19 of the European Synchrotron 

Radiation Facility (ESRF) in Grenoble, France. Due to the 150 m-length of the beamline, excellent 

coherent properties of the X-ray wave fronts at the position of the experiment allow for very 

sensitive imaging by means of propagation-based phase contrast. In order to reduce dose to the 

sample tissues while maintaining a high contrast, the beamline’s single-harmonic undulator u13 

(26.3 keV) was chosen. Besides a 1 mm-thick diamond, a 2.8 mm-thick aluminum absorber and a 

0.5 mm-thick polished Beryllium exit window, the beamline was operated optics-free (pink). For 

detection, an in-house-developed indirect system was used, combining two commercial lenses 

(Hasselblad) in tandem-design. Using the ratio of the focal distance of the two lenses, here 100 
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and 200, the magnification was set to 2x. The lenses project the luminescence image of a 500 µm-

thick LuAG:Ce (Ce-doped Lu3Al5O12) single-crystal scintillator onto the sensor of a commercial 

camera (pco.edge, type: 5.5, 2520 x 2160 pixels, each 6.4 µm pixel size). At the conclusion of the 

experiment, the projections were used to reconstruct the samples. Custom written phase retrieval 

software was used for the reconstructions [9]. 

2.3.6 Statistics 

Average and standard deviations were calculated. Statistical analysis was completed on the 

ABR data to determine any significant elevation of threshold following implantation. An ANOVA 

was used to determine statistical significance, with the null hypothesis indicating no threshold 

difference between the two conditions. A one-tailed test was used for the post-operative 

measurement since a threshold decrease following cochlear implantation was highly unlikely. 

2.4 Results 

2.4.1 In vitro insertion of test electrodes 

The five panels of Figure 2-5 illustrate the insertion process of a sham optrode into a 

cadaveric cat cochlea. The sham optrode has five optical sources but the sources are only connected 

to the backbone. In Figure 2-5(a) the electrode tip is just inserted through the cochleostomy and in 

Figure 2-5(d), the entire optrode was inserted. After optimizing the optrode’s shape, functional 

ones were assembled. The longest insertion depth of an optrode in the cat cochlea was 6 mm, 

which was acceptable for 5 red VCSELs, or 4 infrared VCSELs or SELDs arrays, or 4 blue LEDs. 
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Figure 2- 5. The figure shows the insertion of the sham optrode into a cadaveric cat cochlea.  

 

Figure 2-5. Panel (a) shows the landmarks of the magnified view of the cochlea, the round 

window, the cochleostomy, and the optrode. (b) through (d) show the progressive insertion of the 

optrode into the cochlea. In panel (d) the entire optrode is inserted into scala tympani. The length 

of insertion is about a 6 mm. Considering the spacing of the optical sources and insertion depth, 

the maximum number of VCSELs that can be inserted into the cat cochlear at this time is five. 

 

2.4.2 Insertion force measurements 

Insertion force was measured with different custom-made optrodes in cat and human 

cochleae. For the short and thin arrays, the insertion forces were relatively small (<5 mN, Table 2-

1). Insertion force was also tested with a plexiglass model of the human scala tympani, which 

allowed a direct view of the insertion depth (Figure 2-6). Four arrays were tested in this model: 

two custom-made optrodes and two electrical arrays from contemporary cochlear implant systems 

(Table 2-1, Figure 2-6). The insertion force and depth were comparable between the optrode with 
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15 contacts and the 16-channel electrode. Of note, the insertion depth was shorter than the entire 

length of the optrodes and electrodes. All optrodes and electrodes could be inserted with full length 

by hand (Figure 2-2(g)-(i)).  

Table 2- 1 Insertion force measurements for optical and electrical arrays. 

Type Cochlea 

Contacts 

No. 

length 

(µm) 

Width 

(µm) 

Height 

(µm) 

Insertion 

force (mN) 

Insertion 

distance 

(µm) 

µLED (blue) 

Cat, 

Human 

4 5000 920 710 <5 2686 

µLED (blue) 

Cat, 

Human 

4 5000 790 620 <5 2965 

µLED (blue) 

VCSEL (red) 

Cat, 

Human 

5 6000 790 570 <5 3286 

VCSEL 

(infrared) 

Cat, 

Human 

3 4000 850 440 <5 2926 

electric 

Cat, 

Human 

3 4000 780 540 <0.5 3552 
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µLED (blue) 

Human 

model 

10 15000 

1100-

1000 

900-

600 

<150 8275 

µLED (blue) 

Human 

model 

15 24000 1100-600 

900-

500 

<130 13230 

electric 

(commercial) 

Human 

model 

12 26400 1100-600 

1100-

600 

<75 16530 

electric 

(commercial) 

Human 

model 

16 24500 1100-600 

600-

400 

<130 13600 

Note: The table describes the different arrays used for the insertion force measurements 

in a cat cochlea, human cochleae, and a human scala tympani model. The number of optical or 

electrical sources, the width, the height, and insertion force and distance are also listed. The 

four arrays equal or longer than 15 mm decrease their width and height from base to apex. 

Changes are given by the ranges in the table.   

 

Figure 2- 6. Insertion force measured in a model of the human scala tympani. 
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Figure 2-6. The figure shows the changes in force during insertion in a model of the human 

scala tympani at different depths of insertion for four arrays. The optrode has 10 (blue line) or 15 

(turquoise line) µLEDs. The electrical alone arrays have 16 or 12 contacts. The placement of each 

array in the model is shown in the four corresponding inserts. 

 

The placement of the optrodes in the cat cochleae was also examined by X-ray micro 

tomography with synchrotron radiation. Figure 2-7(a) shows a typical projection obtained during 

the scans. The reconstruction of the optrode is shown in Figure 2-7(b) and (d). Corresponding 

sketches are shown in Figure 2-7 (c) and (e). 

Figure 2- 7. Placement of the optrodes in the cat cochleae. 
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Figure 2-7. Panel (a) shows an X-ray projection of an inserted optical array in situ in a cat 

cochlea. The thick wire is the backbone and acts as a heat sink. The thin wires connect to the 

anodes of the optical sources. The scale bar represents 500 µm. Panels (b) and (c) show the same 

array after the reconstruction and its sketch. The optical sources irradiate Rosenthal’s canal. A thin 

layer of tissue can be seen around the electrode, which has been slightly retracted (dash line in the 

sketch). The organ of Corti (OC) is also marked. The scale bar represents 500 µm and is used for 

the following panels. Panel (d) and (e) shows the cross section of the same array after the 

reconstruction and its sketch. The optrode (Op), tissue, bone, and OC are marked in the sketch. 

 

2.4.3 In vivo functional testing in the guinea pig animal model 

SELDs were assembled into arrays which could be inserted into the guinea pig cochlea for 

in vivo functional testing. At an input current of 600 mA, the maximum radiant energy emitted 

from the SELDs was 15.3 ± 4.9 µJ per pulse (n=10), ranging from 8 to 20 µJ per pulse. The energy 

of each SELD will be screened in future assemblies of the optrodes to eliminate the variation. The 

energy was measured in air with a Coherent J-50-LP-1A energy sensor. The SELDs arrays were 

inserted through the cochleostomy to stimulate the base of the cochlea. Optical pulses were 100 µs 

in duration and were delivered at 100 Hz. During the experiments, the test current levels were 

increased in 6 equal steps from 0 to 600 mA (Figure 2-8(a)). The amplitude of the CAPs dropped 

with decreasing current amplitude and reached a minimum at 300 mA (Figure 2-8(a)). CAPs also 

disappeared when the SELD arrays were rotated in or partially extracted from the cochleostomy 

so that the emitting side was no longer facing the spiral ganglion neurons. 



66 

 

 

Figure 2- 8. The traces show CAPs evoked with an SELD and an optical fiber in the same 

animal (guinea pig).  
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Figure 2-8. (a) shows CAP responses evoked by a SELD operated at different current levels. 

The energy output measured prior to the in vivo test was 20 µJ/pulse with 600 mA current input. 

The four traces represent the current input of 600, 500, 400, and 300 mA. The traces are the 

averaged responses to 20 stimulus presentations. (b) shows CAPs evoked by delivering the radiant 

energy with an optical fiber at different energy levels. The traces are the averaged responses to 

100 stimulus presentations. (c) shows the CAP amplitudes at different radiant energies for both 

the SELD and the optical fiber.  

 

CAP amplitudes in response to INS which were obtained with the SELDs were compared 

to CAP amplitudes measured in the same animal by delivering the radiation with an optical fiber 

(Figure 2-8(b), (c)) coupled to a table-top laser (Lockheed Martin Aculight Corp., Bothell, WA). 

2.4.4 In vivo test in cats 

For the novel cochlear stimulation devices, it is important that they are both biocompatible 

and can evoke neural responses. In cat cochleae, the power of the VCSEL array was too low to 

evoke measurable auditory brainstem responses. The results of the chronic experiments 

demonstrate that the optrodes are biocompatible and that chronic implantation does not damage 

cochlear function over time. Functional tests with more powerful SELDs were done in the guinea 

pigs as shown previously. 

After the in vitro long-term testing, the optrodes were implanted into the left cochleae of a 

cat. Figure 2-4, 5 show the optrode insertion and the transcutaneous connector to the current source. 

The current sources were small computer controllable laser diode drivers developed by Lockheed 
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Martin Aculight (LMA), which fit into the backpack of a cat. Alternatively, a commercially 

available High-Power Precision Source, LDX-32400 (ILX Lightware, Bozeman, Mo), was used. 

Optically and acoustically evoked ABRs were recorded before implantation (baseline) and two 

weeks after the surgery (Figure 2-9). Thereafter, acoustically evoked ABRs were measured every 

two weeks up to 26 weeks after the surgery. Note, the cat study aimed to determine the 

biocompatibility of the optrodes and to determine whether implantation and materials will lead to 

a deterioration of cochlear function over time. Cat number 13IKB3 was implanted with red 

VCSELs. Cats 13IMR3 and 13CKC6 were implanted with the low power infrared VCSELs. 

13IKB3 was excluded from measuring the optical ABRs (oABRs). No oABRs were evoked by the 

low power VCSELs. In pulsed operation mode, the highest output power of low power VCSELs 

is about 70 mW (7 μJ/pulse), which is about the radiant energy required to reach stimulation 

threshold as determined in previous experiments [46, 178]. Sound levels to evoke an ABR with 

acoustic clicks were elevated immediately after surgery by about 50 dB, 35 dB, and 25 dB in cat 

13IKB3, 13IMR3, and 13CKC6 respectively. Thresholds were determined two weeks after the 

surgery. No further changes in threshold were observed after the placement of the optrode (Figure 

2-9(a)). Threshold elevations occurred mostly at frequencies above 22 kHz, where the optrode was 

located (Figure 2-9(b)). No acoustic responses could be recorded for stimulation frequencies above 

22 kHz in all three cats, and sound levels to reach the threshold for an ABR were elevated at 

frequencies between 8 kHz to 22 kHz by 25 dB in cat 13IMR3. 

 

Figure 2- 9. This figure shows the ABR thresholds to acoustic stimuli pre- and post-

implantation.  
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Figure 2-9. (a) shows Click evoked ABR thresholds at different time points in three cats. 

Click thresholds were elevated after optrode implantation, but then remained consistent in the 

months after; (b) shows pure tone evoked ABR thresholds at different times after implantation for 

animal 13IMR3. The optrode implantation caused high frequency hearing loss (at 32 kHz) and 

elevated thresholds among 8 kHz to 22.6 kHz, but little change was noted below 8 kHz. 

 

2.5 Discussion 

2.5.1 Requirements for the LDS 
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Physical design of the light delivery system 

In the ideal scenario, the cochlear implant electrode design would be tailored to each patient. 

This would allow the optimal placement and orientation of the optical sources towards the auditory 

neurons. Since this technology has not matured yet, the electrode array was fabricated in a circular 

form to best fit the different area configurations of scala tympani. Ample data are available in the 

literature describing the dimensions of scala tympani of the human cochlea [77, 179-181]. The 

dimensions of the LDS should taper from 1 mm to 0.47 mm. The length of the electrode/optrode 

should be shorter than 27 mm.  

Energy requirements 

In a recent paper, we reported the radiant energy required for INS in guinea pigs and cats 

[77]. At the tip of the optical fiber, it was on average 14.1 ± 8.1 µJ/pulse for single units in the 

central nucleus of the inferior colliculus (ICC) and 17.2 ± 13.9 µJ/pulse for compound action 

potentials (CAPs). The variation of the radiant energy at the tip of the optical fiber to reach 

stimulation threshold was large with a range of 4.8 to 47 µJ/pulse. After correcting for the distance 

between the tip of the optical fiber and the modiolus, the radiant energy on target was between 1.4 

and 16.4 µJ/pulse, on average 4.1±1.9 µJ/pulse for ICC single units and 7.2 ± 4.7 µJ/pulse for CAP 

responses. The radiant energy of the SELDs emitting light at 1850 nm was typically in the range 

between 8 and 20 µJ/pulse. This reaches the threshold for stimulation in most of the cases. It is 

also below the threshold for which cochlear damage was detected [182, 183]. It is important to 

explore and implement methods to reduce the amount of energy required for stimulation. One 

possibility is combined optical and electrical stimulation. Duke et al. have demonstrated that sub-
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threshold electrical stimulation can lower the threshold for INS by a factor of about two [184, 185]. 

More recently, we have shown in deaf white cats that combined optical and electrical stimulation 

reduces the threshold for INS in the cochlea [185]. 

2.5.2 Enabling technology 

Optical fibers and fiber bundles 

A detailed study on the design of a light delivery system using optical fibers was completed 

previously [186]. To accommodate the optical fiber bundle in scala tympani of a human inner ear, 

the maximum diameter of the optical fiber bundle must be less than 0.7 mm. In their experiments, 

the authors inserted single silicone coated fibers or small silicone coated fiber bundles with 

core/cladding diameters of 20/25, 50/55, 50/125, and 105/125 µm. The results showed that thicker 

fibers (50/125 or 105/125) broke after being inserted about 10 mm. At this insertion depth, the tip 

of the electrode reaches a site along the cochlea where a steep turn occurs. Thin optical fibers and 

their corresponding optical fiber bundles up to 8 fibers could be inserted up to 20 mm into scala 

tympani of a cadaveric human cochlea. The results also demonstrate that optical fibers pose a 

challenge if more than 8 channels are required. Moreover, it is not clear whether the maximal 

energy delivered through those fibers is sufficient for stimulation. Based on their experience and 

working with glass optical fiber, we have not attempted to build a multi-channel optical implant 

to be deeply inserted into a cochlea. 

Bundles of waveguides 

Waveguides are typically made out of dielectric materials. Their elastic modulus is about 

3.2 GPa versus ~70 GPa for fused silica. Depending on the geometry of the fiber’s cross section, 
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waveguides are about 20-30 times more compliant than optical fibers made of fused silica. 

Waveguides core structure has a high index of refraction and is surrounded by a material with 

lower permittivity, the cladding. The structure guides optical waves by total internal reflection. 

Consequently, the extinction coefficient for the core material must be low for the radiation 

wavelength. While waveguides are readily available for the visible range, they are not for the near 

infrared or infrared. According to the literature, materials exist which are suitable for insertion into 

the cochlea and have good transmission at the wavelength of interest, λ=1840-2100 nm [187-189]. 

Examples are polyimides, such as Kapton®. It is commercially available through DuPont. The 

index of refraction of the material at λ=1860 nm is about 1.6. At those wavelengths, Kapton® 

waveguides (size 10 µm) have propagation losses around 1 dB/cm. Fluorinated polyimides are 

even better at transmitting the radiation. They have propagation losses of about 0.6 dB/cm [190]. 

The cladding of the waveguides could be Teflon or Silastic®. The latter is used to encapsulate the 

waveguides. Silastic® and Teflon have an index of refraction of about 1.3 at λ=1860 nm. This gives 

a critical angle of approximately 60 degrees. 

Optogenetics 

For the mouse, it has been demonstrated that the blue light radiation at 2.2 µJ/mm2 evokes 

an auditory response. This is about 7-70 times less than the energy required for INS in the gerbil 

or cat. Existing µLEDS are powerful enough for stimulation. The technology has advanced to 

produce miniature sources [191-193] that can be inserted in cochleae of small animals. However, 

challenges are expected for larger distances from the light sources and bone lies in the beam path. 

As indicated before, for radiation wavelengths up to about 1064 nm, the extinction coefficient for 
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the radiation is governed by the scattering of the photons. For wavelengths above 1064 nm, the 

absorption of the photons by the fluids in the tissue becomes the dominant factor. In other words, 

bone in the beam path will drastically reduce the radiant energy and will widen the beam path and 

consequently will affect the selectivity of optical stimulation. 

2.6 Conclusion 

With our work, we have demonstrated that light delivery systems can be fabricated for 

optical stimulation with INS. With the current design, optrodes can be inserted into a human scala 

tympani model up to approximately 360 degrees. Optrodes made with SELDs were able to evoke 

auditory responses in guinea pigs. Chronic implantation of the optrodes did not elevate acoustically 

evoked auditory brainstem responses over 26 weeks in cats. Future studies will focus on 

developing optrodes with SELDs and testing functionality in longitudinal studies.   
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3.1 Abstract 

Envelope (E) and temporal fine structure (TFS) are important features of acoustic signals 

and their corresponding perceptual function has been investigated with various listening tasks. To 

further understand the underlying neural processing of TFS, experiments in humans and animals 

were conducted to demonstrate the effects of modifying the TFS in natural speech sentences on 

both speech recognition and neural coding. The TFS of natural speech sentences was modified by 

distorting the phase and maintaining the magnitude. Speech intelligibility was then tested for 

normal-hearing listeners using the intact and reconstructed sentences presented in quiet and against 

background noise. Sentences with modified TFS were then used to evoke neural activity in 

auditory neurons of the inferior colliculus in guinea pigs. Our study demonstrated that speech 

intelligibility in humans relied on the periodic cues of speech TFS in both quiet and noisy listening 

conditions. Furthermore, recordings of neural activity from the guinea pig inferior colliculus have 

shown that individual auditory neurons exhibit phase locking patterns to the periodic cues of 

speech TFS that disappear when reconstructed sounds do not show periodic patterns anymore. 

Thus, the periodic cues of TFS are essential for speech intelligibility and are encoded in auditory 

neurons by phase locking.   

3.2 Introduction 

Speech is a robust signal that remains intelligible despite various means of 

perturbation[193]. Key components necessary for speech intelligibility have been examined. For 

example, speech containing only the envelope information (E, slow varying components <50 Hz) 

or the temporal fine structure information (TFS, rapid varying components >50 Hz) of a few 
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frequency bands was found to be intelligible for normal hearing listeners[110, 194, 195]. The role 

of TFS has also been extensively examined through other hearing tasks. These tasks have shown 

that TFS is essential for speech intelligibility in noise, music perception, sound localization, and 

frequency discrimination. To demonstrate this, the low frequency spectrum (50-500 Hz) of TFS 

has been isolated and defined as conveying periodic cues by some researchers, also known as the 

temporal periodicity[91-96]. These periodic cues were specifically examined since they are 

abundant in human speech, music and even non-animated sounds due to physical constrains[92]. 

Findings from these experiments suggested that periodic cues are important for the perception of 

rhythm and syllabicity[91, 196], pitch, voicing, intonation, sound localization, and identifying a 

common sound source that activates different frequency bands under noise[92, 93, 113, 115, 197, 

198]. 

The significance of TFS for speech intelligibility has been demonstrated through human 

behavior studies[94]. Studies have also been carried out to examine the underlying neural 

mechanisms related to TFS, specifically the periodic cues. Recent studies, which used Magneto- 

and electroencephalography showed clear representations of TFS in the recorded cortical 

activity[95, 96]. Other studies attempted to assess the internal representation of the TFS using 

physiologically-plausible models of the auditory periphery[199-202]. More direct and 

fundamental neural correlates to the TFS cues have been explored in animals by measuring the 

discharge patterns of auditory neurons, in particular the timing of neural discharges or the phase 

locking of the neurons[86]. Phase locking is a phenomenon that is preserved along the auditory 

pathway from the cochlea to the cortex[97-105]. It is referred to as the tendency for auditory 

neurons to fire within a well-defined time window relative to a period of the stimulating frequency. 
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This is particularly evident in the neural response to low-frequency pure tones[86]. Phase locking 

pattern is also seen in auditory nerve fibers in response to periodic sounds, such as modulated 

frequencies and steady-state vowels. Importantly, the TFS of natural speech sentences contains 

multiple representative frequencies, including the fundamental frequency (F0) and its harmonics. 

Auditory neurons may discharge at the rate of these frequencies[97, 106-108], i.e., phase lock to 

these frequencies. Thus, the phase locking pattern could serve as a tool in examining the neural 

coding of the TFS in speech. 

While phase locking could be used to investigate the neural components of TFS, 

reconstructed speech sounds could be used to investigate its perceptual functions. Previous studies 

have frequently manipulated speech sounds to assess the perceptual role of different acoustic cues. 

Modified speech could be achieved by keeping the acoustic cues of interest, while disrupting or 

replacing other acoustic components, and vice versa. For example, studies examining E have 

reconstructed acoustic signals by replacing spectral cues with modulated sinusoids or pulse 

trains[109] or spectrally matched noise[110]. The E is usually extracted by a Hilbert 

transformation or by the low pass filtering of the rectified bandpass filtered speech signal. Through 

dividing the E from the original signal or peak clipping, TFS cues could be be isolated. An 

alternative method to distort speech is based on the short-time Fourier transform (STFT)[111] or 

Wavelet transformation[112], which generates the magnitude and phase spectrogram. Distorting 

either the magnitude or the phase spectrogram would affect the intelligibility of speech. Therefore, 

a systematic and targeted distortion of TFS cues could be achieved by systematically distorting the 

phase spectrogram while maintaining the magnitude spectrogram. To further examine the neural 

mechanism underlying TFS processing for speech perception, we adopted the STFT approach to 
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systematically distort the TFS cues in speech. The magnitude and phase spectrogram of natural 

speech was calculated with fine time resolution. The phase was shifted to various extents for 

sentence reconstruction. The reconstructed sentences featured systematic distortion in TFS and 

were used to (1) test speech perception in normal hearing listeners in both quiet and noisy listening 

conditions and (2) test neural activities in the auditory neurons in animals.  

Our study focused on the neural mechanism of TFS processing by combining neural 

recordings from individual auditory neurons in guinea pigs with psychophysical measures in 

human subjects. The TFS cues of sentences from the Hearing in Noise Test (HINT) and the 

QuickSIN™ test were modified to various extents. The modified speech signals were used for 

speech perception tests in normal hearing listeners in both quiet and noisy conditions. These same 

sentences were used to evoke neural activity in well-identified auditory neurons of the inferior 

colliculus (ICC) in guinea pigs. Through this direct comparison between behavioral and neural 

data, our results bridged the perceptual role and neural coding of TFS cues in speech, allowing us 

to uncover the essential neural mechanism for TFS perception. 

 

3.3 Results 

3.3.1 TFS cues were distorted by phase shifting  

Speech sentences with altered TFS cues were designed with little distortion of the speech 

E (see Methods for details). For the animal experiments, the original speech sentences (no noise 

presented) were selected from the HINT test and referred to as sentence type 1 (S1). A 64-channel 

spectrogram of each original speech sentence (S1) was calculated and the six frequency bands with 
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the maximum energy were then selected for sentence reconstruction. Sentences reconstructed with 

the 6 frequency bands selected from the original S1 were referred as sentence type 2 (S2). To alter 

the TFS, the phase information within the six selected channels was distorted to various extents. 

Phase information was randomly shifted within half a period to reconstruct sentence type 3 (S3). 

Phase information was randomly shifted within a whole period to reconstruct sentence type 4 (S4). 

Phase information was also replaced by a random number to reconstruct sentence type 5 (S5). 

Phase information was set to zero to reconstruct sentence type 6 (S6). Finally, the magnitude of 

each sentence type was normalized to the magnitude of the original spectrogram. 

This phase distortion severely degraded the TFS, but not the E of the speech. To illustrate 

this point, a sentence from the HINT test was used as an example. This sentence was “the silly 

boy’s hiding” and it was 2 seconds long. Each sentence type, S1 - S6, can be compared as a 

function of frequency and time via its corresponding spectrogram (Figure 3-1(a)). Visual 

inspection of the spectrograms showed relatively similar magnitudes, envelopes, and spectral 

contents. Furthermore, the spectrograms of S2 S6 were strongly correlated with S1, with the 

Pearson product-moment correlation coefficient (CC) index above 0.7 (Figure 3-1(c)). Namely, 

the E was well preserved from S1 to S2 S6. This was supported by the neural histograms (see 

Supplementary Figure 3-S1 and S2 online), which showed comparable responses to all six speech 

signals, demonstrating that the E of S1 - S6 was processed similarly in auditory neurons. 

To further examine the TFS, sentences were divided into smaller time sections, for example, 

the second “i” from the sentence “the silly boy’s hiding”. A Fourier transformation was applied to 

this voiced syllable in each sentence type, S1 - S6. The spectrum for “i” in sentence S1 showed 



82 

 

three large representative peaks in the frequency range from 50 to 500 Hz, i.e. the F0, the 1st and 

2nd harmonic of F0. These TFS cues seen in the S1 spectrum were distorted to different degrees in 

S2  S6, particularly affecting F0, the 1st and 2nd harmonic of F0, i.e. the periodic part of TFS of 

this syllable (Figure 3-1b). This dominating temporal periodic pattern was generally preserved in 

S2, i.e. the representative frequency peaks were observed in the S2 spectra with similar magnitudes. 

In other words, sentences reconstrued with fewer frequency bands did not degrade the periodic 

cues of TFS. This periodic pattern was also seen in S3, though the magnitudes of the peaks were 

slightly decreased. This indicated that phase shifting within half a period didn’t eliminate the 

periodic cues of TFS. The TFS patterns were further diminished in S4, S5, and S6. Apart from 

these representative frequency peaks, the spectrograms of S1 to S5 were well matched in a 

contiguous spectral regions [110]. The CC index was calculated between the original and altered 

speech signals for each of the selected voiced syllables from the speech sentences. For example, 

there were nine selected voiced syllables “th, e, i, lly, b, oy, i, d, ing” in the sentence “the silly 

boy’s hiding”. The averaged CC index across the nine syllables was calculated, as well as the 

standard deviation (Figure  3-1(c)). S2 and S3 were strongly correlated with S1, with an average 

CC index above 0.7. However, S4, S5, and S6 showed weak correlation to the original speech, 

with an average CC index around 0.2. 

 

Figure 3- 1. An example of speech stimuli with different levels of phase distortion.  
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Figure 3-1. The narrow band spectrogram of S1 to S6 shows the energy of the sentence as 

a function of time and frequency (a). The CC index was calculated between the spectrogram of S1 

and S2  S6 (c). The second “i” from the sentence “the silly boy’s hiding” was selected as an 

example. The spectra of “i” from 0 to 5000 Hz were plotted for each type of sentence (b). Similar 

color coding was used for all following figures. The representative peaks in S1, S2, and S3 share 

the same frequencies, although the magnitudes were slightly different. For each voiced syllable, 

the CC index was calculated between the spectra of S1 and S2 – S6. The CC index was averaged 

across all voiced syllables (n = 9) in the sentence. The averaged CC index and the standard 

deviation were plotted for each sentence as solid circles and error bars (c). The CC index was also 

calculated between the spectrogram of S1 and S2 – S6, as shown in open squares (c). 

 

3.3.2 Speech perception was affected by TFS in quiet and noise 
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Speech intelligibility of the altered sentences was examined in normal hearing subjects 

using sentence lists from the QuickSIN™ test, both in quiet listening environments and with 

background noise. The original sentence, S1, was not tested since subjects were normal hearing 

listeners. The results of the speech test for S2 – S6 in quiet were plotted as a box plot, as shown in 

Figure 3-2(a). Speech intelligibility was near perfect for S2 (with reduced number of frequency 

bands). Speech intelligibility was over 80% on average for S3 (phase shifted within half a period). 

However, speech sentences became hardly intelligible for S4 (phase shifted within a full period), 

S5 (phase replaced by a random number), and S6 (phase replaced by 0). The average scores for 

correct answers and the corresponding standard deviations were 87%  4% for S2, 

81%  8% for S3 23%  7% for S4, 17%  10% for S5 and 14%  8% for 

S6. Speech performance decreased systematically with TFS distortion. Differences in outcomes 

were evaluated between neighboring sentences using Wilcoxon signed rank test with 95% 

confidence interval. The p-value at 9 degree of freedom is taken as the standard for statistical 

analysis. A p-value smaller than 0.05 was considered statistically different between conditions. 

The p-values were 0.061 between S2 and S3, 0.002 between S3 and S4, 0.049 between S4 and S5, 

0.193 between S5 and S6. The significant difference between speech score for S3 and S4 suggested 

that speech perception in the present experiments was affected by the distortion in the TFS.  

Speech recognition was also tested with sentences from the QuickSIN™ test for noisy 

listening conditions with five different signal-to-noise ratios (SNRs), ranging from 5 dB to 25 dB 

in 5 dB steps (details seen in Methods). The averaged speech recognition scores and standard 

deviations were calculated (Figure 3-2(b)) for five speech sentences (S2 – S6). Speech 

performance decreased with the reduction of SNR for all tested sentence types. The speech 
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recognition scores also clustered into two groups: S2 and S3, as one group with overall high scores 

for all SNRs, and S4 to S6, as another group with poor speech scores. The separation of the two 

groups clearly showed that speech recognition in noisy listening environments was superior when 

the TFS was preserved: S2 and S3 were better recognized than S4, S5, and S6. With an SNR of 5 

and 10 dB, the speech signal was almost unintelligible for S4, S5, and S6. 

Figure 3- 2. Speech recognition was tested in normal hearing subjects with five types of 

reconstructed sentences, S2 to S6.  

 

Figure 3-2. The scores for all test subjects for speech in quiet were shown in the box-and-

whisker plot (a). The maximum, median, minimum, first and third quartiles were also shown in 

the plot. Dots outside whisker boxes were outliers not included in according boxes, but still 

considered in comparison. Speech recognition scores were also obtained for speech in noise for 

five different SNRs: average scores and standard deviations are plotted for all subjects (b). Five 

types of speech files were presented in a random order for each condition to alleviate possible 

training effects or tiredness of the subjects from the results. 
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3.3.3 Neural phase locking to TFS   

The coding of TFS cues in the speech signal was also examined at the level of individual 

auditory neurons. The neural activity in response to all six types of sentences was recorded from 

well-defined single units in the ICC of guinea pigs. Neural coding of the period cues of TFS was 

examined by neural phase locking[91]. The phase locking patterns to the TFS cues could be 

derived from the spectral analysis of the post-stimulus time histogram (PSTH) (for details see 

Methods). A voiced syllable “o” from “the silly boy is hiding” was selected: time section from 

0.714 to 0.914 s post the onset of each sentence and PSTH. A Fourier transformation was applied 

to the neural PSTHs to extract the phase locking pattern. The spectra of the PSTHs evoked by S1 

and S2 (Figure 3-3(a), (b)) contain three large peaks at 105, 210, 315 Hz respectively. These large 

peaks indicated that the neural discharge was phase locked to these frequencies. These frequencies 

corresponded to the frequencies seen in the FFT of the acoustic signal: the F0, as well as the 1st 

and 2nd harmonic of F0. Neural PSTHs showed identifiable peaks at 420 and 525 Hz with relatively 

smaller magnitude when compared with the first three peaks in the spectra of S1 and S2. The PSTH 

evoked by S3 also contained peaks at 105, 210, 315 Hz, but not at 420 and 525 Hz (Figure 3-3(c)). 

Despite selecting only six frequency bands (S2) and shifting the phase within half a period (S3), 

the speech signals still showed the dominant frequency peaks seen in the original sentence (S1). 

Thus, the frequencies within the TFS cues were well preserved from S1 to S2 and S3, yielding 

phase locking in the auditory neurons, as well as normal speech recognition in humans (Figure 3-

2). 
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On the contrary, in response to S4, S5, and S6, the spectra of neural PSTH did not show 

any large representative frequency. Namely, no robust phase locking was seen (Figure 3-3 (d) to 

(f)), which was likely due to the absence of the periodic cues in the TFS resulting from altering 

the phase within a whole period (S4), or more (S5 and S6). The disruption of the periodic pattern 

in the TFS resulted in the absence of neural phase locking and speech recognition in humans 

(Figure 3-2). In other words, the periodic pattern in the TFS of speech was encoded by the auditory 

neurons through phase locking. 

 

Figure 3- 3. Spectra of the acoustic stimuli and neural PSTH. 

 

Figure 3-3. Spectra of the acoustic stimuli were plotted along with the spectra of their 

corresponding PSTHs calculated from the neural activity obtained during acoustic stimulation 
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from one representative unit in the guinea pig ICC. The best frequency (BF) of the unit was 600 Hz. 

A voiced syllable “o” from “the silly boy is hiding” was selected (0.714 to 0.914 s post the onset 

of each sentence). S1 to S6 were shown in a to f. The magnitude of spectra was normalized to the 

maximal magnitude with 1000 Hz to allow a direct comparison. The first three dominating peaks 

in S1 (a), S2 (b) and S3 (c) were at 105, 210, 315 Hz respectively.  

 

Similar results have been observed in response to other voiced syllables, as well as in other 

ICC neurons with different BFs. Phase locking was quantified by the synchronization index (SI), 

i.e., the ratio between the magnitude of the frequency that neurons phase locked to and the total 

number of discharges recorded[106, 118, 123]. For each sentence type, the SI was calculated at 

the first three frequencies of the given syllable. The SI was averaged over 36 individual neurons 

(Figure 3-4(a)). SI values at the F0 were comparable for S1, S2, and S3, but dropped significantly 

for S4, S5, and S6, indicating a loss of phase locking. Differences in outcomes were tested with 

the Student's t-test and were statistically significant for S3 and S4 at the F0 (p = 0.0005). The CC 

between the spectra of PSTHs and speech signals was also calculated for all 36 single units (Figure 

3-4(b)). A systematic decrease in average CC was shown from S1 to S5. S6 showed a relatively 

large CC, which might be because the F0 was still visible, although the magnitude was largely 

decreased compared to the original sentence, S1 (Figure 3-3(f)). This small F0 induced a small 

phase locking response, resulting in a large CC, as well as a relatively large variation in the SI 

values at this frequency (Figure 3-4(a)).  
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Figure 3- 4. The average and standard deviation of the SI of 36 single units is shown for F0 

and the 1st and 2nd harmonic of the selected voiced syllable “o” from “the silly boy is hiding”. 

 

Figure 3-4. (a). The average and standard deviation of the CC between the spectra of neural 

PSTH from 36 single units and the corresponding acoustic spectra (b). The BF of these neurons 

ranged from 600 Hz to 3600 Hz. 

 

3.4 Discussion 

The results support the current view that phase locking is indeed an important factor to 

process TFS information. The results obtained from human testing have demonstrated that speech 

intelligibility in quiet could be deteriorated when the phase shifting range was a whole period, but 

could be maintained when the phase shifting was within half a period. Phase shifting within half a 

period also showed better understanding in noise. Corresponding experiments in guinea pigs have 

shown that individual auditory neurons exhibit phase locking patterns to the TFS in speech that 

disappear with the degradation of TFS in reconstructed sounds. Overall, speech remains 
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intelligible for a phase shift less than half a period (S3). Previous studies have shown that phase 

distortion compromised speech perception[111]. The results from this study demonstrated that 

some changes in TFS are tolerated before performance changes drastically. The maximum 

tolerable shift in phase was within half a period. In terms of acoustic properties, phase shifting 

within half a period maintained the periodic pattern of speech TFS. The preserved TFS also evoked 

phase locking in auditory neurons. This observation is consistent with the findings of neural phase 

locking. Auditory neurons tend to fire within a certain range relative to one sinusoidal cycle, not 

just to a single fixed time point of each cycle. The range is a quarter to half of a sinusoidal 

cycle[203]. Such localized firing within a time range could be beneficial for pitch detection of 

auditory neurons[204, 205]. It also indicates that a fixed rate of stimulation is not necessary when 

trying to include TFS in cochlear implant coding strategies. The results show, from both acoustic 

and neural processing perspectives, that a certain range of phase distortion, i.e. within half a period, 

does not affect speech intelligibility. 

Sentences with TFS distortion were played to humans and guinea pigs for parallel 

comparison. Previous studies have demonstrated that the auditory tuning curves obtained from 

action potentials were comparable between humans and guinea pigs. Specifically, these studies 

showed that there is a general broadening trend from high to low frequencies[205-207]. The 

sharpness of tuning measured from action potentials was reported to be smaller than those obtained 

from single-fiber tuning curves in guinea pigs[208] and psychoacoustically in humans[209]. On 

the other hand, new otoacoustic measurements indicated that cochlea tuning in humans is sharper 

than other mammals, including guinea pigs[210]. To overcome the controversial differences of 

auditory tuning between humans and guinea pigs, the stimulation level was high to evoke broad 
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tuning for both species. The sound level used for human speech perception tests was 61 dB 

(re 20 µPa). The sound level used for neural activity recording was 80 dB (re 20 µPa). Thus, the 

auditory systems of humans and guinea pigs share similar broad width of tuning at these sound 

levels. 

The spectrogram of S1 to S6 was comparable regarding magnitudes, envelopes, as well as 

relative spectral contents as demonstrated in Figure 3-1. However, there was a significant 

difference between the speech perception evoked by these sentences. The difference in speech 

intelligibility was consistent, with the distortion in periodic patterns of TFS. Previous studies have 

demonstrated that with only temporal cues of 4 frequency bands, speech was intelligible for normal 

hearing listener[110]. These temporal cues were extracted by a low-pass filter with cutoff 

frequencies at 16, 50, 160 or 500 Hz. The slope of the low-pass filter was 6 dB per octave. Thus, 

the temporal cues may contain energy of 50 to 500 Hz, i.e. the periodic cues of TFS including the 

F0, as well as the 1st and 2nd harmonic. Some other studies have shown that speech with only the 

E (< 50 Hz) of 16 frequency bands was able to maintain intelligibility for normal hearing listeners 

in noisy condition[195, 211]. Although TFS may not be seen within each frequency bands, the 

large number of frequency bands may have compensated for the temporal loss through the place 

coding. However, our study showed that speech signals with periodic cues of only six channels 

out of 64 frequency bands could maintain intelligibility in noise. The small number of frequency 

bands was selected to mimic the n-of-m coding strategy for cochlear implants. The number of 

independent frequency bands for cochlear implant users is usually 4 to 8. Thus, cochlear implant 

users may benefit from a coding strategy containing periodic patterns of TFS in addition to the E. 
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Although not examined systematically, most test subjects (6 out of 10) could recognize 

words with strong consonantal syllables, such as “sh” and “s” from audio files, with large phase 

distortion under low or medium noise levels (>15 dB SNR), but hardly recognized vowels. This 

might be because neural phase locking is evoked mainly by the periodic pattern in vowels, but not 

for high frequency consonants. Thus, the periodicity distortion had smaller effects on consonantal 

syllables than on vowels. The zero phase condition (S6) gave a robot-like sound with less tonal 

information according to the subjects, which decreased the scores for speech recognition (Figure 

3-2). This is consistent with previous findings that temporal periodicity is important for tonal and 

vocal information in audio signals[194]. 

During the test, some subjects (4 out of 10) stated that they could not tell the gender of the 

speaker for S4, S5, and S6 (phase shifted within one period or more). Typically, the female voice 

was identified as a male. This is consistent with previous studies showing that adding TFS cues 

could increase gender discrimination with limited frequency bands of signal processing[212]. 

Since gender discrimination is mainly determined by the F0 perception[213, 214], having F0 

preserved in the speech might benefit gender discrimination. During the experiment, the test 

subjects reported that they grew accustomed with the speech sentences. This might result in an 

increase in speech intelligibility. The speech intelligibility tests were conducted firstly in the quiet 

environment, and then in noise (five levels of SNR). Thus, across the two types of speech tests (in 

quiet and in noise), the training effects might have caused the score to increase for S4 in noise at 

25 dB SNR. On the other hand, within the two types of speech recognition test (in quiet and in 

noise), we have taken three approaches to minimize possible training effects: (1) 3 sets of practice 

speech files were presented to the subjects prior to the experiment to familiarize the subjects with 
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reconstructed speech. (2) For speech perception tests in quiet, the order of S2 to S6 was randomized 

to alleviate tiredness from sentences difficult to understand. (3) For speech perception tests in noise, 

both the order of S2 to S6 and the order of 5 SNR levels were randomized to alleviate learning 

effects. Across speech tests in quiet and noise, the learning effect was likely the reason behind the 

increased score for S4 in noise at 25 dB SNR. Within the speech tests in noise, the randomization 

of speech files minimized the learning effects so that it was not influential enough to alter the trend 

of the scores as SNR decreased. Additionally, with the randomization of speech files, there was a 

clear separation of speech scores: S2 and S3, as one group with overall high scores for all SNRs, 

and S4 to S6, as another group with poor speech scores. 

Studies have suggested that listeners with sensorineural hearing loss may have an increase 

in the perceptual salience of envelope structure that could adversely affect speech perception in 

fluctuating background noise through loudness recruitment[214-216]. People with moderate flat 

hearing loss showed decreased ability to use TFS cues[195]. It has also been suggested that the 

temporal precision of E coding could be enhanced with hearing loss at equal stimulus sensation 

level in chinchillas[217]. In addition, pronounced distortions in the tonotopic coding of temporal 

cues in auditory nerve fibers have been found in chinchilla after noise-induced hearing loss[218]. 

Our study has shown that periodic cues of TFS are essential for speech perception in normal 

hearing listeners in both quiet and noisy condition. It would be interesting to examine the 

perceptual role and neural coding of periodic patterns in the TFS in subjects with different levels 

and types of hearing loss.  
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In summary, our study provides direct evidence that neural phase locking is the underlying 

mechanism for processing periodic patterns in the TFS, which is essential for speech recognition 

in quiet and noisy conditions. Shifting the phase spectrogram of STFT within half a period would 

partially maintain the periodic pattern of TFS in speech, yielding speech perception in normal 

human listeners and phase locking in guinea pig auditory neurons. Thus, preserving the partial 

periodic pattern of TFS could benefit speech intelligibility in noise, tonal perception and gender 

discrimination. Cochlear implant users may benefit from a coding strategy containing periodic 

patterns of TFS in addition to the E. 

3.5 Methods 

3.5.1 Signal processing 

Speech sentences were processed through STFT and the phase information was 

manipulated to create acoustic stimuli with TFS distortion. The flow chart in Figure 3-5 shows the 

general signal processing procedure. An STFT was applied to the speech sentence to separate 

speech into contiguous frequency bands using MATLAB built-in function spectrogram(). The 

parameters for the STFT were selected that the output 𝑆(𝑓, 𝑡) was an n × m matrix of complex 

numbers with 64 frequency bands (n = 64), shown in Figure 3-5. The time window for STFT was 

around 1.5 ms, which mainly provide targeted TFS distortion below 689 Hz[111]. This frequency 

range was dominated by the periodic patterns of TFS. 

  

Figure 3- 5. Flow-chart of signal reconstruction for TFS distortion. The input audio file 

was first analyzed by calculating the STFT.  
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Figure 3-6. The resulting spectrogram contained 64 frequency bands. Applying the n-of-m 

method, the six frequency bands with highest energies were selected while eliminating other 

frequency bands to reconstruct new speech sentences. Magnitudes of selected channels were 

preserved, but phase values were modified under five conditions. The modified spectrogram was 

then used to reconstruct a new audio signal with phase distortion. 

 

Each element 𝑆(𝑓, 𝑡) was converted into a combination of magnitude |𝑆(𝑓, 𝑡)| and phase 

𝜑. To reconstruct speech sentences, the reverse STFT was applied. To mimic the coding strategy 

in cochlear implants, the number of frequency bands was reduced from 64 to 6. The frequency 

bands were selected using the n-of-m method: the six highest magnitudes were selected and 

reselected every 4 ms. All other frequency bands were eliminated. The 6 bands were then used to 

reconstruct speech sentences. To distort the periodic pattern, the phase values of the selected 

frequency bands were changed according to five conditions: 1) original phase values 𝜋0, 2) random 

phase shift in a range of [𝜋0 −
𝜋

2
, 𝜋0 +

𝜋

2
], 3) random phase shifts in a range of [𝜋0 − 𝜋, 𝜋0 + 𝜋], 

4) random numbers within [−𝜋, 𝜋], and 5) fixed numbers, zeros. These five conditions were used 

to reconstructed S2 to S6. With the original magnitude in the selected channels and the distorted 

phase values, equation 1 
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𝑆(𝑓, 𝑡) =  |𝑆(𝑓, 𝑡)|𝑒𝑖𝜑 (eq. 1) 

was used to reconstruct complex numbers in the new spectrogram 𝑆′. By calculating the 

inverse-STFT from the new spectrogram, S2 to S6 was reconstructed. The noise masker used for 

the speech in noise tests were 4-talker babble and was part of the track. Therefore, both the target 

speech and noise maskers were processed through phase distortion. For the sentences from the 

HINT test one channel contained the noise signal, the other channel the speech signal. For the 

speech in noise experiments no sentences form the HINT test were used. 

 

3.5.2 Human test subjects and approach 

Ethics statement: 

The study was approved by the Northwestern Institutional Review Board (IRB), filed with 

the version number STU00201779. Informed consent was obtained from all participants at the time 

of their enrollment in the study. 

Subjects: 

For the experiments, 10 self-reported normal hearing native English-speaking subjects (3 

females and 7 males, average age of 28 ± 8.8) were recruited. Normal hearing was confirmed by 

conducting a hearing test (see also supplementary information). 



97 

 

Sentence test: 

The speech test was conducted in a quiet room with a noise level typically less than 40 dB 

(re 20 µPa). Speech audio files were played to subjects via calibrated headphones at 61 dB 

(re 20 µPa). A practice test with three sentences, each under a different phase distortion condition 

that subjects may come across in the test, were played first to the subjects so that they could 

familiarize themselves with the process. Next, ten new sets of sentences (two sets for each sentence 

types from S2 to S6) were played in a random order. Subjects were asked to repeat what they heard 

as accurately as possible after every sentence. Also, during the test, subjects were encouraged to 

describe their experience of the audio files, including pitch, timber and gender recognition. 

The QuickSIN™ user manual provides a score sheet for each of the sentences, which was 

used for evaluation. Percentages of correct meaningful words repeated by subjects were calculated 

as the score for each sentence. To evaluate performance difference among different phase 

distortion conditions, the correctness of all SNR levels within the same phase-changing condition 

were summed and then compared for statistical analysis.  

3.5.3 Animal experiments and approach 

Ethics statement 

10 albino guinea pigs (200-800 g) of either sex were used in the experiments. Care and use 

of animals were carried out in accordance with the NIH Guide for the Care and Use of Laboratory 

Animals and were approved by the Animal Care and Use Committee of Northwestern University. 
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Surgery and electrode placement 

Surgical procedures have been routinely performed in our laboratory[219-221]. Animals 

were anesthetized and the inferior colliculus of the guinea pigs was surgically accessed. A 16-

channel thin film microelectrode (NeuroNexus, Ann Arbor, MI) was inserted for recordings into 

the central nucleus of the ICC perpendicular to its iso-frequency planes. A detailed description of 

the anesthesia and the animal monitoring is provided in the supplementary information. 

Measurements 

After a stable single unit in the ICC was identified, its BF was determined (detailed 

information seen in the supplementary information). Next, a sequence of 6 speech sentences was 

played to the left ear while the neural activity was recorded. S1 is the original speech sentence 

from the HINT test, “the silly boy is hiding”. S2 to S6 were reconstructed based on the signal 

processing method described earlier. For each identified neural unit, the speech sentence sequence 

was repeated at least 100 times to achieve a sufficient number of action potentials for analysis. The 

timing of the action potential of individual ICC single units was sorted offline and transferred as 

neural pulses for analysis (see also data analysis below). 

Data analysis 

Firstly, neural coding of TFS was investigated. Sentences were divided into time sections 

based on the spectral properties to study the phase locking in ICC neurons. For example, a 200 ms 

time section containing “o” from “the silly boy is hiding” was selected for all six sentences (Figure 

3-3). A Fourier transformation was performed on the selected speech sentence section to extract 
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the periodic patterns of TFS (Figure 3-1 and 3). The phase locking patterns to the period patterns 

of TFS could be derived from the spectral analysis of the neural PSTH. A Fourier transformation 

of the PSTH was evaluated. If dominating peaks were observed in the spectra (Figure 3-3(a), (c), 

(d)), the positions of these frequency peaks were taken to represent the frequencies at which 

neurons showed phase locking. SI was calculated to examine phase locking strength for each 

frequency of intests. A CC index could be calculated between the spectra of the acoustic signal 

and neural PSTHs. If no dominating peaks could be observed, phase locking was considered as 

absent. 

3.6 Acknowledgments 

This project has been funded in part with federal funds from the National Institute on 

Deafness and Other Communication Disorders, National Institutes of Health, grant R01 DC011855.  

3.7 Author contributions 

C.P.R., Y.X., and M.C. designed the experiments, Y.X., M.C., X.T. and P.L. acquired data, 

Y.X., M.C. analyzed data, C.P.R., Y.X., M.C. and X.T. wrote manuscript, Y.X. and C.P.R. revised 

manuscript. 

3.8 Supplementary Information 

3.8.1 Hearing test for human experiments 

To evaluate the hearing performance of subjects, their pure-tone hearing thresholds were 

determined, using an Audiometer GUI built in MATLAB. A sequence of two seconds pure tones 
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at 250, 500, 800, 1000, 2000, 4000, 8000, and 10000Hz was played to the test subjects. After a 

pure tone of each frequency was played, subjects were asked to respond whether they’ve heard the 

sound or not. The level of the tone was varied until the test person just identified the tone. Results 

were compared to a standard reference group verifying that no hearing loss exists. Subjects were 

tested with their left ear first and then right ear. Sounds played to both ears were the same in 

settings.  

Devices and software used in this study were: Macbook Pro; MATLAB R2014b; 

headphone (Beyerdynamic DT990); sound level meter (Radio Shack) for course calibration and 

the Bruel& Kjaer 1/8 inch microphone for off-line recalibration of the headphones. 

3.8.2 Animal experiments and approach 

3.8.2.1 Surgery and electrode placement 

All animals were anesthetized during experimental procedures. Anesthesia was induced by 

an intraperitoneal injection (i.p.) of urethane (0.9 mg/kg) in a 20 % Ringer’s Lactate (RL) solution. 

During the experiment, the level of anesthesia was assessed by a paw withdraw reflex at 15 mins 

intervals. Supplemental doses of ketamine (40 mg/kg) and xylazine (2.5 mg/kg) were given with 

RL solution when needed. The body temperature of the animals was maintained at 38°C with a 

heating pad. A BM3-Vet system (Bionet Co. Ltd, Seoul, Korea) served to continuously monitor 

the animal’s vital signs, including heart and respiratory rates and blood oxygen saturation. 

The frontal bony skull of the animal was surgically exposed and mounted to a stereotactic 

head holder (Stoelting, Kiel, WI) using dental acrylic (Methyl methacrylate, Co-oral-ite Dental 
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MFG Co., CA). The inferior colliculus was surgically accessed through an opening on the right 

parietal bone just dorsal to the temporoparietal suture and just rostral to the tentorium. A 16-

channel electrode (A1x16-5mm-100-177, NeuroNexus Technologies, Ann Arbor, MI) was used 

for single neuron recordings in the central nucleus of the inferior colliculus (ICC). The electrode 

was advanced into the ICC at 45° off the parasagittal plane using a 3D micromanipulator (Stoelting, 

Kiel, WI). After the initial placement, acoustic clicks at various levels were presented to the left 

ear. Neural activities were monitored on an oscilloscope to confirm whether the recording is from 

individual ICC neurons. The electrode was further advanced into the ICC in steps of 400 µm until 

a single neural unit was identified. The position of the electrode was maintained for further 

measurement. 

3.8.2.2 Characteristic frequency (CF) assessments 

After a single neuron had been identified, its CF was roughly estimated using sweep tones. 

Then pure tone ranging from 2 octaves above and below the estimated CF was presented to 

accurately assess the CF. The pure tone was given at levels ranging from 0 to 80 dB attention from 

the maximum speaker output (110 dB SPL) with 5 dB step. The number of evoked action potential 

was calculated to assess the CF.   

 

3.8.3 Envelope coding remain comparable after phase shifting 

 

Figure 3-S 1. PSTHs constructed from the neural activity recorded in the ICC while the 

sentences S1 to S6 were played to the ear.  
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Figure 3-S1. Rows a-f show the results for six representative ICC neurons with different 

BFs.  

 

 

Figure 3-S 2. The similarity of the neural PSTHs for S1 to S6 was compared using CC 

index across all individual neurons.  
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Figure 3-S2. The average CC index between neural PSTHs evoked by S1 and S1 to S6 was 

plottet with its standard deviation. The time window for PSTH was 10 ms.  

 

3.8.4 The effects of the n-of-m strategy and phase manipulation on envelope, 

periodicity, and TFS within frequency bands: 

To set the ground for discussion, a comparison of unfiltered acoustic signal and the filtered 

acoustic signal is shown in Figure 3-S3 to show the frequency range from 50 to 500 Hz. The phase 

distortion approach mainly targets the frequency range from 50 to 500 Hz, i.e., the periodicity 

defined in Rosen’s 1992 paper. This terminology is also used by other studies (Rosen,1992; 

Langner, 1992; Green et al., 2005; Steinmetzger & Rosen, 2015; 2017a; 2017b). Since this range 

is most evident in low frequency bands with vowels, the voiced syllable “o” from “the silly boy is 

hiding” and a low frequency band (centered frequency of 689 Hz) was picked for demonstration.  

The speech signal was filtered into 16 frequency bands up to 10 kHz. The band-pass filters 

were relatively broad resulting from the sound level used in the experiments. The sound level used 
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for human speech perception tests was 61 dB (re 20 µPa). The sound level used for neural activity 

recordings was 80 dB (re 20 µPa). These levels were relatively high, leading to a broad tuning for 

both human and guinea pigs. Previous studies that compared the sharpness of tuning between 

humans and guinea pigs reported inconclusive results. The broad tuning evoked in our study was 

aimed to overcome the possible difference of auditory tuning between the two species as addressed 

in the discussion of the manuscript. 

The amplitude of the unfiltered signal and the filtered signal was plotted in its time 

waveform (Figure 3-S3 (a), (d)). The spectral analysis of this time waveform showed the amplitude 

fluctuation at different frequencies (Figure 3-S3 (b), (e)). The same neural response was plotted 

twice for the purpose of demonstration (Figure 3-S3 (c), (f)). The PSTH was constructed using a 

0.025 ms time window, which is short enough to capture fluctuation below 20,000 Hz based on 

the Nyquist–Shannon sampling theorem. Spectral analysis of the PSTH demonstrated the phase 

locking patterns (Figure 3-S3 (c), (f)).  

 

Figure 3-S 3. A voiced syllable “o” from “the silly boy is hiding” was selected (0.714 to 

0.914 s post the onset of each sentence).  
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Figure 3-S3. a and d showed the time waveform of unfiltered speech and band-pass filtered 

speech at the center frequencies of 689 Hz. b and f showed the spectra of the unfiltered speech and 

band-pass filtered speech. The range of envelope, periodicity, and part of the TFS were listed. c 

and g showed the same spectra of a neural PSTH. The “periodicity” was referred as the periodic 

cues of TFS in the manuscript. The best frequency of the neuron was 600. The number of 

repetitions was more than 100 for the sentence. 

 

As shown in Figure 3-S3(e), there are three components based on frequency ranges 

according to Rosen’s paper (1992): 
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1. Envelope: The low frequency fluctuation <50 Hz. The envelope was better observed in 

the band-pass filtered signal. This is because the band-passing filtering at 689 Hz emphasized low 

frequency components more compared to the unfiltered signal. 

2. Periodicity: The 50 to 500 Hz fluctuation, which is the target frequency range of our 

study. Within the range of 50 to 500 Hz, there were dominating frequency peaks in both unfiltered 

and filtered signals, i.e. the fundamental frequency and its harmonics. Due to the recognition of 

recent literatures refer TFS simply as the high frequency components of auditory filter outputs. 

The term “periodic cues of TFS” was used to substitute periodicity in the manuscript.     

3. TFS: The high frequency range from 600 to 10,000 Hz, but was not fully plotted.  

The effects of n-of-m strategy and phase distortion on the output of auditory filter at the 

center frequency of 689 Hz (Figure 3-S4) was presented. For the purpose of clarification, we use 

“envelope”, “periodicity”, and “TFS” as shown in Figure 3-S3.  

The analysis of band-pass filtering on S1 to S6 was presented in Figure 3-S4. The 

amplitude of one frequency band (center frequency 689 Hz) was plotted in its time waveform for 

S1 to S6 (Figure 3-S4 (a) – (f)). The spectral analysis of the time waveform showed the frequency 

component of the amplitude fluctuation for S1 to S6 (Figure 3-S4 (g) – (i)). The spectral analysis 

of neural PSTH in response to S1 to S6 was shown (Figure 3-S4 (m) – (r)). As demonstrated by 

the spectral analysis, the envelope was nicely preserved from S1 to S2, S3, S4, but not in S5 and 

S6. The periodicity was preserved from S1 to S2, S3, but not in S4, S5, S6. TFS was slightly altered 

from S1 to S2-S6, but there was no obvious pattern. On the other hand, normal speech perception 
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was only in S1, S2, S3. Phase locking to fundamental frequency and its harmonics was only 

observed in response to S1, S2, S3. Thus, the speech perception results and phase locking patterns 

were greatly correlated with the change in periodicity, not with envelope. In other worlds, our 

approach has isolated the effects of the targeted frequency range 50 to 500 Hz.  

The “discontinuities in the signal introduce the m-of-n strategy” could be seen through the 

comparison between S1 and S2 (Figure 3-S4 (a), (b), (g), (h)). The time waveform of original 

auditory filter output was shown in Figure 3-S4 (a). Discontinuities in the signal introduced by the 

m-of-n strategy resulted a time waveform shown in Figure 3-S4 (b). A better comparison can be 

seen in the spectral analysis (Figure 3-S4 (g) and (h)). The envelope (<50 Hz) and periodicity (50 

to 500 Hz) were very comparable between S1 and S2. The TFS range was not changed dramatically. 

More importantly, the speech perception results for S1 and S2 are very similar. Thus, the slight 

alternation in TFS (> 500 Hz) didn’t affect the speech perception results. Of note, the neural 

response and the phase locking patterns evoked by S1 and S2 were similar (Figure 3-S4 (m) and 

(n)). 

 

Figure 3-S 4. A voiced syllable “o” from “the silly boy is hiding” was selected (0.714 to 

0.914 s post the onset of each sentence) and filtered into 16 frequency bands up to 10 kHz.  
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Figure 3-S4. One frequency band was selected as an example. Panels a to f show the time 

waveform of filtered S1 to S6. Panels g to l show the spectra of the filtered signal. Panels m to r 

show the spectra of the PSTHs constructed from the neural responses of one neuron. PSTH was 

recorded with 100 repartitions of the acoustic signal. 
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4.1 Abstract  

Natural speech, like many other biological significant sounds, contains harmonic signals 

that can be characterized by their fundamental frequencies and harmonics. These harmonic sounds 

evoke strong pitch sensations and play significant roles in speech perception in both quiet and 

noisy environments. Theories regarding pitch perception have suggested a transition from the 

predominant temporal coding at the auditory periphery to a rate coding at the higher centers. This 

transition has been suggested to occur in the central nucleus of the inferior colliculus (ICC), which 

integrates information from low level nuclei and projects to the thalamus and cortex. This indicates 

that temporal coding in the ICC differs from the auditory nerve. It has been shown that the neural 

activity of most ICC single units synchronizes with the fundamental frequency (F0) when F0 does 

not change. However, if F0 changes, only ~47% of ICC units show synchronization to the F0 of 

mandarin syllables and ~5% can follow the time-varying F0. It remains unknown what’s the 

proportion of ICC units which synchronizes to F0 in response to natural English sentences with 

non-steady F0. Our study systematically characterized the firing patterns of individual units from 

the ICC in response to natural English sentences. The data showed that 74% of ICC units showed 

synchronization to F0. 48% ICC neurons can follow the time-varying F0 in natural English speech. 

The low frequency speech envelope was coded by the average rate of neural discharges in up to 

67% of the units of the ICC. 

 



112 

 

4.2 Introduction 

Harmonic signals are common features(components) of human speech, music, and animal 

vocalizations [91, 113]. In speech, they convey semantic information and are critical for speech 

perception [114, 115]. Harmonic signals can usually be characterized by the combination of a 

fundamental frequency (F0) and its integer multiples. The amplitudes and phases of these 

components contribute to the temporal features of the signal, which is always periodic at the 

frequency of F0, even if F0 is missing [133]. Harmonic signals can evoke strong pitch sensation at 

F0. The neural coding of pitch sensation has been extensively studied at the level of individual 

auditory neurons in the cochlea [98, 99, 116-119], the cochlear nucleus [120-123], the inferior 

colliculus [124, 125] and the cortex [126]. The intensity of the pure tone or complex multi-tone 

sound is typically represented by the rate of action potentials and its frequency by the place along 

the cochlea, a principle named rate-place coding [129, 222, 223]. However, experiments have 

shown that firing rate and cochlear tonotopic organization are not sufficient to code harmonic 

signals. While cochlear responses show individual peaks in response to low-frequency resolved 

harmonic signals, responses to high-frequency unresolved signals cannot be separated. The neural 

coding of harmonic sounds also requires temporal coding, which can be identified by the 

synchronization of the neural activity of the ICC units through phase-locking and pattern in the 

inter-spike interval distribution [18-20]. Phase locking refers to the timing of neural discharges 

occurring at a certain phase of cyclical waveforms in response to periodic sounds.  
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Temporal coding can process both resolved and unresolved harmonic signals. Rate-place 

and temporal coding were observed in the auditory nerve [5-10] and the cochlear nucleus [11-14]. 

However, the predominant temporal coding in the periphery degrades and changes to rate-place 

coding in the cortex [17, 21]. It has been suggested that the majority of the units in the cortex 

encode only the lower frequency range relevant to periodicity pitch [22, 23]. It has also been 

suggested that cortical units processing slow modulations with rate-coding are restricted to a low-

frequency region near the anterolateral border of the primary auditory cortex [17]. The ICC 

receives input from several peripheral auditory nuclei and relays information to the auditory cortex. 

It is likely the site where the transition occurred [24]. 

The neural temporal coding of harmonic signals has been widely examined with amplitude 

modulated sounds [113]. Phase-locked responses to low frequency modulation have been recorded 

in neurons located at the cochlea [98, 99, 116-119], cochlear nucleus [120-123], inferior colliculus 

[100], medial geniculate body [134, 135], and at various areas of the auditory cortex [136, 137]. 

The upper limit of phase locking is species dependent [140]. Auditory nerve fibers show robust 

phase locking to pure tone stimuli up to 9 kHz in barn owls [138], 4-5 kHz in cats [118], and 3.5 

kHz in guinea pigs [99, 139]. Phase locking in auditory nerve fibers also correlates with the 

neurons’ BFs: phase locking decreases for fibers with higher BFs [141, 142], and is maximal if the 

stimulus frequency is near the neurons’ BFs [97]. 

The robust phase locking degrades in units in the ICC: 60-70% units show phase locking 

responses to pure tones with a cut off at about 1 kHz in guinea pigs [100]. Similar changes in 

synchronization for units of the ICC have been observed in other species [113]. Phase locking to 

modulations was seen in 30% of ICC neurons in anurans [143]. Langner and Schreiner’s data in 
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cats showed that ~ 75% of the single units in ICC were tuned to a best modulation frequency when 

measured by their firing rate, in contrast to ~33% of the single units that were tuned to a best 

modulation frequency in their synchronization [124]. More recently, Su and Delgutte showed non-

tonotopic rating coding in the ICC using harmonic complex sounds [133]. Their results indicate 

that the temporal coding is partially transformed into rate-coding at the level of ICC. 

The neural temporal coding of harmonic signals has also been studied with speech tokens, 

such as synthesized vowels [99, 114, 139, 144, 145]. Auditory nerve fibers synchronize to F0 and 

to high-frequency formants such as F1, F2, and F3 up to several kilohertz, as well as some of the 

distortion products including 2*F1, F1+F2, etc. [97, 101-105, 146, 147]. The strength of the phase 

lock depends on the amplitude of the harmonics and the neurons’ BFs. In contrast to the auditory 

nerve fiber, the neural synchrony in the ICC is restricted to the low frequency harmonics of vowels. 

In response to a steady-state vowel /a/, most of the units in the cat ICC with a BF below 4 kHz are 

strongly phase locked to F0 and its low harmonics (<1 kHz), but not to the higher formants [37] 

This confirms the significant loss of temporal coding at the midbrain. However, for BFs below 8 

kHz, only ~47% of the guinea pig ICC units synchronize to F0, and only ~5% of the ICC units 

phase lock to the time-varying F0. This has been demonstrated in syllables of a tonal language 

(Mandarin, syllable /ba/ with four lexical tones: flat, rising, falling then rising and falling) [46].  

At present, it remains unknown what proportion of the ICC single units phase locks to F0 

in response to natural English speech sentences, in which F0 is non-steady but less variable than 

tonal language. In our study, we systematically examined the phase locking patterns of ICC units 

over a wide range of BFs with a natural English speech in guinea pigs. We also examined the 

neural representation of the slow varying speech envelope (E, frequency < 50 Hz [2]) through 
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neural firing rate, particularly identifying how each neuron synchronizes with a given integration 

period and range of frequencies.  

 

4.3 Methods 

4.3.1 Animals and surgeries  

Ten albino guinea pigs (200-800 g) of either sex were used in the experiments. Care and 

use of animals were carried out in accordance with the NIH Guide for the Care and Use of 

Laboratory Animals and the procedures were approved by the Animal Care and Use Committee at 

Northwestern University. 

Anesthesia was induced by an intraperitoneal injection (i.p.) of urethane (0.9 mg/kg) in a 

20 % Ringer’s Lactate (RL) solution. During the experiment, the level of anesthesia was assessed 

by a paw withdraw reflex at 15-minute intervals. Supplemental doses of ketamine (40 mg/kg) and 

xylazine (2.5 mg/kg) were given with RL solution when needed. The animal’s body temperature 

was maintained at 38°C with a heating pad. A BM3-Vet system (Bionet Co. Ltd, Seoul, Korea) 

served to continuously monitor the animal’s vital signs, including heart and respiratory rates and 

blood oxygen saturation. 

Surgical procedures have been routinely performed in our lab [114, 219, 221, 224, 225]. 

The frontal bony skull of the animal was surgically exposed and mounted to a stereotactic head 

holder (Stoelting, Kiel, WI) using dental acrylic (Methyl methacrylate, Co-oral-ite Dental MFG 

Co., CA). The ICC was surgically accessed through an opening in the right parietal bone just dorsal 

to the temporoparietal suture and just rostral to the tentorium. Single neuron recordings in the ICC 

were completed with a 16-channel electrode (A1x16-5mm-100-177, NeuroNexus Technologies, 
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Ann Arbor, MI). The electrode was stepped into the ICC at 45° off the parasagittal plane using a 

3D micromanipulator (Stoelting, Kiel, WI).  

After the initial stereotactic electrode placement with the electrode tip just next to the 

surface of the occipital cortex, the electrode was then advanced through the cortex towards the 

ICC in steps of 400 µm until at least one single auditory unit was identified. Acoustic clicks were 

continuously delivered to the outer ear canal while the electrode’s insertion depth was further 

advanced in smaller steps to maximize the response from the single unit(s). The optimized position 

of the electrode was then maintained for further measurement. After the set of measurements was 

completed, the electrode was retracted and reinserted into the ICC at a different site and the 

placement procedure was repeated and another set of measurements was captured. On average, 

measurements at 10 different sites were taken in one animal. 

 

4.3.2 Recording procedures  

After a single neuron was identified, its BF was estimated using pure tones sweeping from 

100 Hz to 50 kHz. To accurately determine the BF, pure tones were presented at levels ranging 

from 30 to 100 dB SPL with a resolution of 5 dB. In addition to pure tones, a 2-second long natural 

speech sentence from the HINT test “the silly boy is hiding” was delivered to the ear. The sound 

level used for neural activity recording was 80 dB SPL. This sound level provides a broad tuning 

in the ICC units and many units with different BFs respond to the given stimulus and the spectrum 

of the vowels is stable [97]. Neural activity from ICC units was recorded with a 16-channel Plexon 

data acquisition system (Model MAP 2007-001, Plexon Inc., Dallas, TX) at 40,000 Hz/channel. 
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For each unit, the acoustic stimuli were presented 100 times. The action potentials were sorted 

offline (Offline Sorter, Plexon Inc., Dallas, TX) and the timing of the action potential was 

transferred as neural pulses for analysis. 

 

4.3.3 Analysis  

Speech sentences were processed to extract F0 and its harmonics. First, the acoustic signals 

were divided into 64 frequency bands using a short-time Fourier transform (STFT) analysis. To 

achieve the best temporal resolution, the frameshift for the STFT was set initially to 1 bin, which 

corresponding to 0.023 ms at a sampling rate of 44.1 kHz. The frequency band with its center 

frequency similar to the BF of the ICC unit was then selected for further analysis. Next, a Fast 

Fourier Transformation (FFT) was applied to magnitudes of the selected frequency band and the 

corresponding periodic components were determined.  

The phase locking patterns could be derived from the spectral analysis of the peri-stimulus 

time histograms (PSTH), which was constructed from the neural responses to the acoustic stimuli 

recorded from 100 stimulus presentations to the single units in the ICC. The smallest bin size for 

the histograms was 0.025 ms, which corresponds to the 40,000 Hz sampling rate of the recording 

system. The bin size can also serve as the temporal integration period for ICC neurons, which was 

increased from 2.5 to 25 ms in steps of 2.5 ms. An FFT was applied to the PSTH and the 

frequencies of the maxima in the resulting plots were determined. The frequencies of the maxima 

are the frequencies to which neurons phase lock. If no dominating peaks could be observed, phase 

locking was absent. The strength of phase locking was quantified by the synchronization index 

(SI), the ratio between the number of action potentials that synchronize to a certain frequency and 
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the total number of neural discharges [8, 14, 56]. The SI can be calculated from the PSTH spectra 

by dividing the magnitude of the spectra at the phase locking frequency from the magnitude at 

frequency equals to zero. A one-way analysis of variance (ANOVA) was calculated to examine 

whether the SI values were different across different BF ranges. 

 

4.4 Results 

4.1.1 Phase locking responses to speech in ICC units 

A speech sentence from the HINT test was adopted as the acoustic stimulus. This sentence 

was “the silly boy’s hiding” and was 2 seconds long. The time waveform of the speech sentences 

is shown in figure 1(a). The corresponding spectrogram was extracted by applying an STFT (figure 

1(b)). The STFT separated the speech into 64 frequency bands from 0 to 22,050 Hz. The time-

varying amplitude of each frequency band is shown in the corresponding spectrogram (figure 1(b)). 

The time-varying F0 and its harmonics can be seen in the low frequency spectrogram of the speech 

signal (figure 1(c)). In response to the speech sentence, the neural response from individual ICC 

neurons was plotted as the PSTH from a hundred repetitions. A representative PSTH from an ICC 

neuron is shown in figure 1(d). The BF of this neuron was 600 Hz. 

 

Figure 4- 1. An example of the speech signal and its corresponding neural response.  
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Figure 4- 1. (a) The time waveform and the content of the speech sentence “the silly boy’s 

hiding” are shown. (b) The spectrogram of the speech signal. The spectrogram is plotted with time 

along the x-axis, frequency along the y-axis, and power/frequency shown as color. (c) The low 

frequency spectrogram of the speech signal (d) The peri-stimulus time histograms recorded from 

an individual ICC unit was plotted, showing the neural response to the given speech sentence. The 

BF of this unit was 600 Hz. The histogram was constructed from responses to100 stimulus 

presentations. 
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Single unit activity in response to pure tones has demonstrated phase locking patterns. An 

example from an ICC unit is given in figure 2. An FFT was performed on the neural PSTH to 

examine phase locking patterns. This unit, with the best frequency at 600 Hz, showed strong 

periodic firing at 600 Hz in response to the 600 Hz pure tone presented (figure 2(a)-(d)). 

 

Figure 4- 2. ICC units demonstrated phase locking to pure tones.  

 

Figure 4- 2. (a) The time waveform of a pure tone at 600 Hz. (b) The spectra of the 600 Hz 

pure tone. (c) The neural response to the 600 Hz pure tone. (d) The spectra of neural PSTH in 

response to the 600 Hz pure tone. 

 

The natural speech signal also evoked neural phase locking patterns. Due to the dynamic 

spectral transitions of speech, as shown in figure 1(b), speech phase locking was examined for 

different time sections based on the spectral properties. The voiced syllabus “oy” was selected as 

an example (figure 3(a)). This section was from 0.7 to 0.9 s in the 2-s long sentence and contained 

mainly low frequency information (figure 3(b)). The neural response from a representative unit is 

given as an example (figure 3(c)). T2he BF of this unit was 600 Hz. A corresponding frequency 
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band of the speech spectrogram was selected to match the BF of the unit (center frequency 689, 

closest to the unit’s BF 600 Hz). The time-varying magnitude of this frequency band contains the 

slowly varying envelope (E, frequency < 50 Hz) as well as the fast varying temporal fine structure 

(TFS, frequency > 50 Hz) (figure 3(a)). The TFS features were periodic, and its dominating 

frequency components included the F0 at 108 Hz and its harmonics (figure 3(b)). The neural PSTH 

evoked by the speech was also periodic (figure 3(c)). The spectrum of this PSTH shows a few 

dominating peaks that match the spectrum of the speech. In other words, the representative TFS 

frequencies were coded in the spectrum obtained from the PSTH of the neural activity (figure 3(d)), 

indicating phase locking to the F0 and its harmonics. The strength of phase locking was quantified 

by the largest SI, i.e., the ratio between the magnitudes of the largest peaks of the PSTH spectra 

over the total number of action potentials. For example, the largest peak for this given unit was the 

second peak at 210 Hz. The magnitude of the second peak was 359, and the total number of firing 

for this time section was 718, giving the largest SI of 0.5. 

 

Figure 4- 3. Phase locking response to speech signal. 
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Figure 4- 3. (a) The time varying magnitude of a selected time section from 7.7 to 7.9 s, 

which corresponds to the “oy” from the sentence. (b) The spectra of “oy” showed characteristic 

frequencies of the TFS. (c) The neural PSTH to this stimulus. (d)The spectra of the neural PSTH 

showed dominating frequency peaks that matched the spectra of the speech, indicating phase 

locking to these characteristic frequencies of the TFS. The BF of this unit is 600 Hz. The histogram 

was constructed from responses to100 stimulus presentations. 

Phase locking was observed in units with various BFs. Simultaneous recordings from 

several individual units with various BFs were achieved by using the 16-channel electrode. For 

example, three single units were identified during one set of recordings. Their BFs were 600, 1500, 

and 2800 Hz, respectively. Based on their BFs, the corresponding frequency bands were extracted 

from the speech signal. The spectra of each frequency band contained F0 and its harmonics (Figure 

4(a)-(c)). These dominating frequencies of the speech were coded in the corresponding units 

(Figure 4(d)-(f)). Of note, the absolute magnitude of F0 and its harmonics dropped with an increase 

of the center frequency, the magnitude of neural PSTH didn’t follow this trend. The absolute 

magnitude of neural PSTH depends more likely on the firing rate and synchrony of units.  

 

Figure 4- 4. Phase locking response to speech signal recorded from multiple neurons. 
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Figure 4- 4. (a), (b), and (c) The spectra of the TFS for three different frequency bands with 

center frequencies of 689, 1378 and 2756 Hz, respectively. (d), (e), and (f) show the spectra of 

neural PSTH of 3 units with the best frequency of 600, 1500, 2800 Hz. The histogram was 

constructed from responses to100 stimulus presentations. 

 

Phase locking was examined in all 93 individual ICC units tested. The peak SI was 

calculated from three individual frequency ranges, 34 to 145 Hz, 145 to 245 Hz, and 245 to 345 

Hz, to capture the F0, the 2nd or 3rd harmonics of F0. The peak SI of these three frequency ranges 

was plotted with their corresponding frequencies for all units tested (Figure 5(a)). The majority of 

the units showed peaks around the anticipated F0, the 2nd or 3rd harmonics of F0. The outliers 

indicate that no visible peak was observed at the targeted frequency ranges. It was likely artifacts 

due to spikes in the noise floor. The percentage of the single units that showed visible peaks at 

targeted frequency range was 74%, 66%, and 67% for F0, the 2nd and 3rd harmonics of F0 (Figure 

5(b)). The largest SI values among these three peaks were shown in Figure 5(c) for all units tested. 
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The averaged maximum SI was 0.24±0.16. Phase locking was observed in units with different BFs 

(Table 1). The majority of ICC units have BFs below 5 kHz. The proportion of single units that 

showed phase locking to F0 was relatively similar across different BF range from 0 to 20 kHz. 

One-way ANOVA test showed no significant difference for the SI values across different BF 

ranges (the f-ratio is 0.55 and the p-value is 0.65). 

 

Figure 4- 5. The phase locking pattern to the speech of all units tested. 
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Figure 4- 5. (a) The largest SI within three individual frequency ranges: 34 to 145 Hz, 145 

to 245 Hz, and 245 to 345 Hz. (b) Through a visual examination of the neural PSTH spectra, the 

percentage of units that showed a visible peak around F0, the 2nd or 3rd harmonics of F0 was plotted. 

(c) The largest SI among the visible peaks within three examined frequency ranges was plotted for 

each unit with their corresponding BFs. Units with no visible peaks in the PSTH spectra (26% of 

the tested ICC units) were not included.  

 

 

BF range 

(kHz) 

No. of single units phase 

locked to F0 / total units 

Proportion 

of units  SI 

0 – 1.25 30 / 34 88% 0.25 ± 0.16 

1.25 – 2.5 25 / 34 74% 0.24 ± 0.15 

2.5 – 5 13 /16 81% 0.20 ± 0.10 

5 – 20 6 / 9 67% 0.20 ± 0.06 

Table 4- 1. The summary of ICC single units tested: BFs, number of single units that 

showed phase locking to F0, the total number of single units, the proportion of single units that 

phase locked to F0, as well as the corresponding average SI and their standard deviations.  

 

To assess the temporal coding of the time-varying F0 in natural speech stimuli, the low-

frequency spectrograms of neural PSTH was calculated. Two ICC units with the same BFs were 

shown as representative examples (figure 6). The spectrogram of neural PSTH resembled the 
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speech spectrogram for one ICC units within the time frame of 0.6 to 1.7 s (figure 6(b)), indicating 

phase locking response to the time-varying F0. Such similarities between the speech and neural 

PSTH were observed in other units that showed phase locking. Temporal coding of the F0 was not 

observed in some single units (figure 6(c)).  

To quantify to which degree the ICC units follow the F0, a normalized 2-D cross-correlation 

(CC) was calculated between the spectrogram of speech and neural PSTH. The results of 

normalized 2-D CC were plotted in figure 6(d) and (e). A local peak (figure 2(d)) can be seen for 

ICC units that followed F0 (figure 6(b)), while no peak (figure 6(e)) can be seen in ICC unit that 

showed no phase locking to F0 (figure 6(c)). There were only 7 ICC units that yielded a CC above 

0.2 and 21 ICC units yielded a CC above 0.1. Although the CC values were low, 45 ICC units 

showed local CC maxima that resembled figure 6(d) based on visual examination, whereas the 

other 48 showed no obvious peaks.  

 

Figure 4- 6. The temporal coding of time-varying F0 in ICC units.  
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Figure 4- 6. (a) The low frequency spectrogram of the speech signal. The spectrogram is 

plotted with time along the x-axis, frequency along the y-axis, and power/frequency shown as 

color. (b) The PSTH of an individual ICC unit in response to the given speech sentence. (c) The 

PSTH of an individual ICC unit in response to the given speech sentence. The BF of the two units 

were 1500 Hz. The two histograms was constructed from responses to 100 stimulus presentations. 

(d) The CC between the spectrogram of the speech and neural PSTH shown in subpanel (b). (d) 

The CC between the spectrogram of the speech and neural PSTH shown in subpanel (c). The CC 

indexes for all the 93 ICC units were also compared with their BFs (figure 7(a)) and maximum SIs 
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(figure 7(a)). The CC values were relatively larger in low BF units compared with high BF units. 

The CC values also increased with the increase of maximum SI. 

Figure 4- 7. The results of normalized 2-D cross-correlation plotted as a function of ICC 

units’ BFs (a) and maximum SI (b). 

 

 

4.2.2 Neural firing rate encodes speech envelope in ICC units 

To evaluate the speech E coding in ICC units, a detailed comparison of the neural firing 

rate and speech E was carried out. The original signal (Figure 8(a)) was filtered with a series of 

acoustic bandpass filters with 9 different bandwidths (0.1, 0.125, 0.33, 0.5, 1, 2, 3, 4, 5 octaves). 

These bandpass filters were Butterworth filters with a filter slope of -30 dB per octave [226]. The 

center frequency of the filter was matched with each ICC neuron’s BF to best approximate the 

auditory filter. A representative unit with BF of 600 Hz was selected as an example, and the 
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bandpass filters were centered at 600 Hz. The lowpass cutoff the acoustic bands did not exceed 

22,050 Hz due to the sampling rate of the speech signal. The filtered signal is shown in Figure 

8(b). The bandpass filtered signal was then processed with a Hilbert transformation to extract the 

magnitude of the signal (Figure 8(c)). Furthermore, a lowpass filter with the cutoff frequency at 

50 Hz was applied to extract the slow varying speech E (Figure 8(d)). The neural PSTH was 

extracted from the single unit response to characterize the rate of neural firing (Figure 8(g)). The 

PSTH bin width serves as the temporal integration period. The PSTH was processed with 10 bin 

sizes ranging from 2.5 to 25 ms with a step of 2.5 ms. The spike count increased with the increase 

of the PSTH bin size. A visual similarity between speech E and neural PSTH could be observed 

(Figure 8(d), (e)), which was quantified by Pearson correlation coefficient (CC). CC was 

calculated between the neural PSTH and the speech E. Note that the lag of PSTH relative to the 

acoustic stimuli was not corrected when calculating CC, which might result in slightly reduced CC 

values. The combination of nine acoustic bandwidths (Figure 8(d)) and ten PSTHs bin sizes 

(Figure 8(e)) yielded 90 combinations for CC calculations, as shown in Figure 8(f). These 

correlations were above 0.5 for this given ICC unit, showing a strong similarity between speech E 

and neural PSTH. The correlation calculation was performed on all ICC units. 62 out of the 93 

tested ICC units showed at least one correlation larger than 0.5, indicating the majority ICC units 

could encode the temporal cue E through the neural firing rate. 

 

Figure 4- 8. A detailed comparison between the speech envelope and neural peri-stimulus 

time histograms was performed.  
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Figure 4- 8. The same color coding for bandwidth is used for the panel (b) to (d). (a) The 

original speech signal is plotted versus time. (b) The speech signal was filtered with nine series of 

bandpass filters of different bandwidths. The bandpass filters’ center frequencies were set as 600 



131 

 

Hz. (c) Filtered speech signals were further processed with a Hilbert transformation. (d) A lowpass 

filter was applied after the Hilbert Transformation, which resulted in the slow varying speech E. 

(e) The peri-stimulus time histograms of a representative unit were plotted with various histogram 

bin sizes ranging from 2.5 to 25 ms. The best frequency of this unit was 600 Hz. The histogram 

was constructed from responses to100 stimulus presentations. (f) Pearson correlation coefficient 

calculated between the PSTH and the speech E was plotted as a surface plot for each of the 90 

combinations of the ten PSTH bin sizes and the nine bandwidths of the acoustic filters. The color 

coding matches the correlation coefficient values. 

The value of the correlation varied with PSTH bin size, as well as acoustic bandwidths. 

The correlation increased steeply with the increase of acoustic bandwidth from 0.1 to 0.5 octaves. 

Note that the CC values for 0.1 and 0.125 octaves are overlapping (Figure 8(f)). The correlation 

increased gradually from 0.5 to 5 octaves. This indicated that a good approximate towards the 

auditory filter could be achieved with 0.5-octave bandpass acoustic filter (30 dB per octave). 

Acoustic information beyond the 0.5-octave band might not be contributing to the auditory filter 

output of this unit. The correlation also increased with the PSTH bin size. A steep increase of CC 

could be observed with the bin size of PSTH from 2.5 to 5 ms. The CC increased gradually with 

the increase of PSTH bin size after 5 ms.  

Furthermore, the minimum PSTH bin size and acoustic bandwidth that generated a large 

correlation (CC > 0.5) were examined in the 62 neurons that showed such large correlation. There 

were 61% of the ICC neurons showed that with a small PSTH bin size of 2.5 ms, the correlation 

above 0.5 could be achieved (Figure 9(a)). This was consistent with the previous hypothesis that 
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the central auditory system temporally integrates sound information within a window of roughly 

5 ms [197, 227-229]. The temporal integration time window varied with the ICC neurons’ BFs. 

The minimum PSTH bin sizes were small for ICC neurons with BFs lower than 1500 Hz but 

showed large variation beyond BFs above 1500 Hz (Figure 9(b)). 63% of the ICC neurons showed 

a correlation above 0.5 with an acoustic filter within the 1-octave band. Acoustic information 

beyond the 1-octave band might not be contributing to the auditory filter output of ICC neurons. 

The minimum acoustic bandwidths that were capable of approximating the auditory filter also 

varied with BFs of ICC neurons. The minimum acoustic bandwidths were small for ICC neurons 

with BFs lower than 1000 Hz but showed large variation with BFs above 1000 Hz (Figure 9(d)). 

 

Figure 4- 9. Analysis of bin size and acoustic bandwidth. 
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Figure 4- 9. (a) The histogram of the minimum bin size of the neural peri-stimulus time 

histograms that yielded a CC larger than 0.5 was plotted. 38 out of the 62 neurons yielded a large 

CC with PSTH bin size of 2.5 ms. (b) The minimum PSTH bin size that yielded a CC larger than 

0.5 was plotted against neuron’s BFs. (c) The histogram of the minimum acoustic bandwidth that 

yielded a CC larger than 0.5 was plotted. 28 out of the 62 neurons yielded a large CC with a 0.1-

octave band. (d) The minimum acoustic bandwidth that yielded a CC larger than 0.5 was plotted 

against neuron’s BFs.  
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4.5 Discussion  

Through an examination of neural firing rate as well as speech E, a large correlation 

between the PSTH and speech E was observed. This further provided support that the ICC neurons 

can still synchronize to the envelope of natural speech signals. The analyzed PSTH bin size served 

as different arbitrary neural integration periods. The minimum integration period that generated a 

large CC (>0.5) was mainly 2.5 to 7.5 ms (Figure 9(a)), which is consistent with previous findings 

that the temporal integration period for central auditory neurons is approximately within 5 ms [197, 

227-229]. Moreover, the integration time was small for ICC neurons with BF lower than 1,500 Hz 

(Figure 9(b)) and was variable for high frequency ICC neurons. Previous studies discussed the 

possibilities that some of the temporal cues might be coded spatially along the iso-frequency ICC 

laminae, such as periodicity and latencies under certain stimuli [124, 230-233]. The differences in 

temporal coding within each ICC lamina might be underlying the large variation in neural 

integration time across the high frequency ICC neurons. 

The neural representation of speech E was also evaluated at various acoustic bandwidths. 

An acoustic bandwidth within 1-octave could generate a large CC (> 0.5) for the majority of the 

neurons (Figure 9(c)). Also, the minimal acoustic bandwidths that gave a large CC (> 0.5) was 

small for ICC neurons with BF lower than 1,500 Hz (Figure 9(d)) and was variable for high 

frequency ICC neurons. Of note, the sound level used in our experiment was at 80 dB SPL, which 

might widely excite an auditory filter. Nevertheless, this observation indicates that ICC neurons 

could encode speech E that derived from an acoustic band within 1 octave at this stimulating sound 

level. 
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Phase locking patterns have been intensively studied in the cochlea to uncover temporal 

processing of the auditory system. The stimuli for those experiments ranged from pure tones to 

phonemes and syllables [86, 97, 106, 116, 117, 123, 234-239]. Auditory nerve fibers’ phase 

locking patterns depended on both the stimulus frequencies and the neurons’ properties [99, 101, 

240-245]. For example, synthesized vowels can evoke phase locking to the primary frequencies 

(fundamental frequency and formants). Additionally, phase locking was also observed in the 

nonlinear combination of these primary frequencies, which was suggested to originate from the 

nonlinearity of the cochlea. Furthermore, phase locking to certain frequencies could be enhanced 

if such frequencies are close to the neuron’s BF. On the other hand, our data from the midbrain 

showed a different phase locking pattern. Individual ICC neurons showed phase locking to mainly 

the F0, the 2nd or 3rd harmonics of F0. Phase locking to frequencies higher than 1 kHz was not 

observed for speech, which might explain the lack of phase locking to high frequency formants 

and distortions observed in the auditory nerve fibers. Previous studies showed that phase locking 

to the periodic cues in speech is critical for speech perception in quiet and noisy listening 

conditions [114].  

Phase locking to the F0 of speech was found in 74% of ICC neurons recorded. This 

resembled previously reported proportions of ICC neurons that showed phase locking to pure tone 

stimuli [100]. In response to natural speech sentences, the ICC neurons showed phase locking 

mainly to the F0 and its 2nd and 3rd harmonics. Phase locking was also observed in the higher 

order of harmonics (Figure 4(f)) but never exceeded 1000 Hz. This observation is independent of 

the BFs of the neurons. Note, the sound level of the speech was 80 dB SPL, high enough to 

stimulate ICC neurons with low frequency speech cues. The 1 kHz frequency limit for phase 
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locking for units in the guinea pig ICC and the finding that the ability for phase lock is independent 

of the units’ BFs were consistent with previous observations of pure tones in the ICC of guinea 

pigs [100]. The value of the SI provided the strength of the phase lock in response to the speech 

stimuli (Figure 5(c)) and was for most units below 0.5. This is different from the SI reported for 

pure tone stimuli, which was larger than 0.5 in many neurons. The smaller SI values for speech 

stimuli were likely due to neurons phase locking to multiple frequencies in the signal, reducing its 

ability to synchronize to each of the frequencies in the speech signal. Such observation could also 

be seen from the comparison of pure tone and multiple tone stimuli (Figure 2(d), (h)). This 

phenomenon also suggested that for complex acoustic stimuli, it is beneficial to have a relatively 

large number of action potentials to examine phase locking to multiple frequencies. 

4.6 Conclusion 

In summary, our study examined neural coding of natural speech temporal features in the 

auditory midbrain. Our data suggested that 67% of the ICC neurons encode the E of speech through 

its firing rate. These neurons code the speech E mainly with a neural integration period of 2.5 ms 

with a large variation for neurons with high BFs. Our data also suggested that up to 74% of the 

ICC neurons synchronize to temporal fine structure of speech. These neurons encode mainly the 

periodic components of speech TFS through phase locking to the F0 and its 2nd and 3rd harmonics. 
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Chapter 5: Conclusion 

Towards the development of an optical cochlear implant, there are two challenges that have 

been addressed in the dissertation: firstly, the design, fabrication and testing of a light delivery 

system with small optical sources that can be implanted into the cochlea and evoked auditory 

responses; secondly, the development of a coding strategy with temporal periodic cues to 

accommodate for the low rate of INS. We have also demonstrated that the temporal periodicity is 

essential for speech perception in normal hearing listeners in both quiet and noisy environment. In 

this chapter, we discuss the results shown this dissertation and provide directions for future work. 

 

5.1 The development of a light delivery system  

With our work, we have demonstrated that a light delivery system can be fabricated for 

optical stimulation for INS or optogenetics. The electrodes are small enough to fit into a human 

cochlea. The experiments have also demonstrated some challenges in using small optical sources 

for stimulation.  

 

5.1.1 Design the light delivery system 

In chapter 2, we have shown how to fabrication a circular optrode not exceeding the 

dimensions of scala tympani of the human cochlea [77, 179-181]. The most recent prototype is a 

15 channel optrode with dimensions similar to commercially available CI electrodes (Figure 5-1). 
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The dimensions of the optrode should taper from 1 mm to 0.47 mm. The length of the 

electrode/optrode should be shorter than 27 mm. This measurement served as the upper limit of 

the optrode. Of note, an optrode design that is too small would bring difficulties during the 

insertion because the tip of the optrode would curl in the base of scala tympani. Continuing efforts 

are to align the physical design of the optrode with the dimensions of scala tympani of the human 

cochlea. We have matrix printed 3-d mold based on a human and cat scala tympani for optrode 

fabrication. The physical measurement and mechanical properties are currently being tested.   

Figure 5- 1. shows a comparison between the tips of an optrode made with 15 light sources 

(top) and two commercially available electrodes. 

 

 

Future studies on LDS design can focus in the following three directions: 1) physical design, 

2) waveguides, and 3) hybrid array with electrical and optical stimulators. Firstly, the physical 

design of the LDS could be tailored to each patient in the future. An exemplary concept is given 
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here: prior to the cochlear implant surgery, a micro-CT scan could be taken to capture the 3-d 

image of the patient’s cochlea. Then, the person’s individual cochlear implant electrode would be 

created with a matrix printer to provide perfect fitting. This would allow the optimal placement 

and orientation of the optical sources towards the auditory neurons. Secondly, in addition to the 

LDS with small light sources, waveguides could be an alternative candidate towards optical 

cochlear implants. Waveguides are compliant for deep insertion into the cochlea. The challenge 

lies in coupling losses of the light source with individual waveguides. Thirdly, future LDS might 

also include a hybrid tip which includes both electrical and optical stimulators. The combined 

optical and electrical stimulation can lead to sub-threshold stimulation [184, 185]. 

 

5.1.2 Energy requirements and opto-electrical hybrid electrode. 

In a recent paper, we reported the radiant energy required for INS in guinea pigs and cats 

[77]: between 4.1±1.9 to 14.1 ± 8.1 µJ/pulse for ICC single units and 7.2 ± 4.7 to 17.2 ± 13.9 

µJ/pulse for CAP responses depending on the distance between the light sources to target. As 

reported in Chapter 2, the radiant energy of the SELDs emitting light at 1850 nm was typically in 

the range between 8 and 20 µJ/pulse, which can reach the INS thresholds and is below the threshold 

for which cochlear damage was detected [182]. Additional efforts are needed to reduce the amount 

of energy required for stimulation. There are currently a few approaches that are under testing in 

the group. One possible approach is combined optical and electrical stimulation, which can lead 

to sub-threshold electrical stimulation [184, 185]. We have also shown in deaf white cats that 

combined optical and electrical stimulation reduces the threshold for INS in the cochlea [130]. 
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Another approach to reduce the radiant energy for INS is to modify the pulse shape of the optical 

pulses. Experiments in our lab compared square with triangular pulses, indicating that triangular 

pulses evoked 5-times larger compound action potential amplitudes at the same radiant energy. 

Additionally, wavelength of the INS could be optimized to reduce the threshold. INS with 

wavelengths around 1860 nm has been commonly used in the thesis and existing literature due to 

its penetration depth in water. Other wavelengths in the infrared range that share similar 

penetration depth are around the wavelength for communication, i.e., wavelengths ranging from 

1260 to 1675 nm. The technology is more mature for these wavelengths, yielding higher wall-plug 

efficiency. Thus, infrared laser with a wavelength between 1260 to 1675 nm might serve as a 

superior alternative compared with wavelength at 1860 nm. We have explored three wavelengths 

in a recent study: 1375 nm, 1460 nm, and 1550 nm. Our results have shown that the efficiency of 

INS is the highest at 1375 nm compared with 1460, 1550, and 1860 nm. Future studies will focus 

on adopting this wavelength for the development of optical cochlear implant electrodes.  

 

5.2 Examine the function of speech temporal periodicity and its neural 

processing 

5.2.1 The neural response from individual auditory neurons can be used to analyze 

neural processing to the periodic cues of the TFS 

The neural temporal coding of is usually assessed in two measures: the average discharge 

rate (i.e., the average number of neural discharges over modulation periods), and neural 
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synchronization or phase locking. Phase locking refers to the timing of neural discharges occurring 

at a certain phase of cyclical waveforms in response to periodic sounds. The neural response from 

individual auditory neurons can reflect both “neural synchrony to the envelope structure” and 

“neural synchrony to periodic cues of the TFS”. E and TFS are essentially low and high frequency 

components of an acoustic signal within the auditory filters. Both signals are time varying sound 

pressure levels in the time domain. Based on the Nyquist–Shannon sampling theorem, E (< 50 Hz) 

can be represented by a low sampling rate (eg. 100 Hz), whereas the TFS requires a high sampling 

rate for faithful reproductions. The neural discharges in the auditory neurons could be viewed as a 

neural sampling of acoustic signals. The (peri-stimulus time histogram) PSTH serves as the neural 

representation of the acoustic signal. The bin size of the PSTH gives the time resolution of the 

PSTH, namely the sampling rate of the neural representation of the acoustic signal. For example, 

a PSTH with a bin size of 10 ms gives a 100 Hz sampling rate, which can encode a frequency 

range of 0 to 50 Hz. An example has been given in Figure 5-2. The black line (Figure 5-2(a)) 

shows the acoustic signal in the time domain. Neural PSTH with a 10 ms bin size is plotted in 

Figure 5-2(b). This PSTH has a low time resolution and reveals the “neural synchrony to envelope 

structure”. On the other hand, a PSTH with a small bin size would reveal not only the “neural 

synchrony to envelope structure”, but also the “neural synchrony to periodic cues of the TFS. The 

example is given in Figure 5-2(c). This PSTH has a bin size of 0.25 ms, which give a 4,000 Hz 

sampling rate. This sampling rate can encode frequency range up to 2,000 Hz based on the 

Nyquist–Shannon sampling theorem.  

Figure 5- 2. Speech signal and neural PSTH.  
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Figure 5- 2. The time waveform (a) was shown for the speech sentence “the silly boy’s 

hiding”. Two PSTHs (b and c) from an individual ICC neuron showed the neural response to the 

given speech sentence. The bin size of PSTH was 10 ms (b) and 0.25 ms (c) respectively. This 

histogram was acquired with 100 repetitions.  

 

A direct comparison of the two PSTHs showed that PSTH with a small bin size shows 

more fine structure information than the PSTH with a large bin size (Figure 5-3).  

Figure 5- 3. Speech signal and neural PSTH.  
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Figure 5- 3. The time waveform (a) was shown for a 0.4-s section of speech sentence “the 

silly boy’s hiding” from 0.65 to 1.05 s. Two PSTHs (b and c) from a single ICC neuron show the 

neural response to the given speech sentence. The bin size of PSTH was 10 ms (b) and 0.25 ms (c) 

respectively. This histogram was acquired with 100 repetitions. The sampling rate of the recording 

system used in the experiment was 40,000 Hz. The PSTHs used for spectral analysis and which 

results are shown in the manuscript were not binned, taking advantage of the 40,000 Hz sampling 

rate. Thus, the spectral analysis of the PSTH can reveal neural synchrony of acoustic signal up to 

20,000 Hz. Of note, there were 100 repetitions for each recording. 

 

5.2.2 Temporal features of natural speech: its neural representation and percental 

function 

Chapter 4 of this thesis focused on the neural process of temporal cues in ICC units. We 

have examined the systematically characterized the firing patterns of individual neurons from the 

inferior colliculus in response to natural English sentences. The data showed that 74% of ICC 
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neurons showed a phase locking to the F0. Additionally, the low frequency speech envelope was 

coded by the average rate of neural discharges in up to 67% of the neurons of the central nucleus 

of the inferior colliculus (ICC). The ICC neurons can follow the time-varying F0 in natural English 

speech. Our result suggested that the predominant temporal coding in the periphery degrades and 

transits to the rate coding in the cortex [130], which has likely taken the place in IC.  

Chapter 3 examined the perceptual function of speech temporal cues. Our data showed that 

that speech intelligibility in humans relied on the periodic cues of speech TFS in both quiet and 

noisy listening conditions. Furthermore, recordings of neural activity from the guinea pig inferior 

colliculus have shown that individual ICC units exhibit phase locking patterns to the periodic cues 

of speech TFS that disappear when reconstructed sounds do not show periodic patterns anymore. 

Thus, the periodic cues of TFS are essential for speech intelligibility and are encoded in auditory 

neurons by phase locking.   

Future directions lie in understanding the perceptual role and neural coding of periodic 

patterns in subjects with different levels and types of hearing loss, as well as how to encode 

temporal cues in electrical and optical stimulations for better performances. Studies have suggested 

that listeners with sensorineural hearing loss may have an increase in the perceptual salience of 

envelope structure that could adversely affect speech perception in fluctuating background noise 

through loudness recruitment[214-216]. People with moderate flat hearing loss showed a 

decreased ability to use TFS cues[195]. It has also been suggested that the temporal precision of E 

coding could be enhanced with hearing loss at an equal stimulus sensation level in chinchillas[217]. 
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In addition, pronounced distortions in the tonotopic coding of temporal cues in auditory nerve 

fibers have been found in chinchilla after noise-induced hearing loss [218].  

 

5.3 Summary 

This thesis focuses on the development of a cochlear implant (CI) that uses photons to 

stimulate surviving auditory neurons in severe-to-profound deaf individuals. The benefit of optical 

stimulation is its spatial selectivity with the potential to create significantly more independent 

channels to encode acoustic information that likely enhances the CI users’ performance in 

challenging listening environments. We have developed a light delivery system using small light 

sources that evoked auditory response. Additionally, we have demonstrated that the temporal 

periodicity is essential for speech perception in normal hearing listeners in both quiet and noisy 

environment. We have also discussed the challenges and pointed discussed research directions 

towards the optical cochlear implants.    
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