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ABSTRACT
Applications of Volume Holographic Gratings for 8&j Processing
John Thomas Shen

The work presented here represents a series @robsprojects that are unified in their
goal: to use volume holographic gratings to enhdramitional signal processing applications in
ways that would otherwise not be possible. To émd, we have completed work that can be
classified into four different projects. First, weave developed experimentally a novel
holographic medium for volume holographic gratingauture work on this material will center
on achieving greater consistency of results. S#come have studied the formation of highly
selective holographic spectral filters for opticalmmunications using the material that we have
developed. Future work will include using optindz@aterial samples and using beam profiling
and apodization to achieve the desired filter shapéird, we have studied the design of a
holographic Stokesmeter. We have determined tlopeprfigures of merit for the noise-
tolerance of such a Stokesmeter, and have shown thewobustness of this Stokesmeter
depends on the properties of its volume holograghatings. Future work will entail developing
a version of the holographic Stokesmeter for laadar. Finally, we have studied the use of a
super-parallel holographic random-access memoriAR3*M) as the database for a holographic
smart eye that can perform high-speed searcheg asneal-time Vanderlugt correlator. This
holographic smart eye has the potential to perfoigh speed, translation-invariant correlation
searches. The SPHRAM was studied theoretically the lenslet array, a key component of the
SPHRAM, was designed and tested using an industpi@tal simulation. With this design in
hand, the SPHRAM can now be completed. While agief the full SPHRAM design, we

built a real-time Vanderlugt correlator and constied a prototype holographic smart eye using a



3
disc-based holographic memory system as an alieentt the SPHRAM while the latter is

under development. Using the prototype holographart eye, a holographic data storage disc
was successfully searched for a query image inuonsted fashion. Once the holographic
smart eye is completed, it can be combined withpblarimetric LADAR system to create a
target recognition system that is capable of séagch massive database at high speed for a
given query image using visible and polarimetrignsiture data. Such a device would have a

myriad of possible applications, none of which possible using current technology.
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1 Background

1.1 Historical Background

In his Nobel Prize acceptance speech, Dennis Gedilad his invention of holography
“serendipity”. He was referring to the fact thas loriginal intention was to create a way to
magnify x-ray images. Gabor had realized thatndiog the interference between a wavefront
and a coherent wave would allow the reconstruatibthat exact wavefront at a later point in
time by applying just the coherent wave to the réicg* Although he realized at the time that
his idea of wavefront reconstruction could be agplto recording three-dimensional (3D)
scenes, it was not until the invention of the ldkat holography began to take flight.

The laser quickly became a reliable and commonptaterent source for holography,
and Leith and Upatnieks in the United States andi€yek in the Soviet Union began to create
holograms of 3D objects in 1963. They solved one of the problems of Gabor's oagin
geometry, ghost images, by moving one of the rangrdbeams off-axis. This “off-axis”
recording geometry was the result of applying comications theory to the problem of the
twin-images, and opened the door for work on tbeagfe of multiple images in a hologram.

By the early 1970s, researchers had already eshlthe enormous potential of
holographic data storage by storing multiple hadogs throughout the volume of a material, but
were unable to make the technology viable. Thilsia was largely due to the fact that the
components necessary for creating a holographe statage system—spatial light modulators,
CCD detectors, and most importantly, high qualibjographic materials—were still in their

infancy. Despite this limitation, important thetical advances were made.
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The research that was done in these early yelamseal the growth of many types of

optical processing architectures, even as hologragéita storage research dwindled with the
lack of proper technology. These optical correktand optical processors have the same
foundation as optical holography as well as manthefsame components. By the 1990s, the
growth of the silicon microchip industry and thevelwpment of new manufacturing processes
led to spatial light modulators and charged-couplettice (CCD) cameras that were finally
approaching the level required for holographic dateage. Material research proved to be more
difficult; however, with many of the other necegsalements in place, research in holographic
data storage increas&t:’ Two university-government groups in particuléwe Photorefractive
Information Storage Materials (PRISM) and the Hodgdic Data Storage Systems (HDSS)
consortiums, have advanced the state of holographthe point where several commercial
ventures are now pending.

Even as these corporate ventures seek to commmgciand bring mainstream
holographic data storage, researchers continueeto aut further exploitation of the holographic
process. High speed database searches using lopticelation and associative memory
retrieval of data, and holographic optical devisesh as polarization-discriminating sensors,
super-narrow holographic filters, and holographi@aging devices are just a few of the possible
future applications for holography.

This thesis documents a portion of the work conagpleat Northwestern University in
Selim Shahriar's Laboratory for Atomic and Photohéchnologies, focusing on four projects:
development of holographic materials, creation diocéographic “smart” eye, a polarization-
sensing element for visual and non-visual senstaméras/LADAR), and narrow holographic

filters for optical communication$:>*
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1.2 Holography

Holography has at its roots a very simple concegt is familiar to those versed in basic
communications theory: A carrier (reference) sigaahodulated with the information contained
in an information signal. In a traditional examplethis theory, an electromagnetic wave in the
~100 MHz frequency range can be amplitude or frequenodulated (AM/FM) to provide a
means of communication (radio). In the case obd@phy, the information and reference
signals are both optical frequency waves. Thewauges are directed so that they overlap inside
a photosensitive medium. The material is resp@nvthe intensity of the interference pattern,
which depends on the amplitude and phase differbatweeen the two waves.

This process of creating a hologram is illustrate&igure 1-1. We consider the simple
case of no absorption. A signal wave and refergvanes interfere coherently at the holographic
material. As we will soon see, the key to wavefroetonstruction is the recording of the
interference pattern of two beams, the signal aference. If the two beams are not coherent
with respect to each other—if the phase differdmegveen them is not constant with respect to

time, the interference pattern will be washed aut mo hologram will be recorded.

' "1\ Hologram

i
<
Signal
(image)

Reference
(plane wave)

Figure 1-1: Creating a Hologram
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Writing in complex amplitude notation, the signadwe isAle'(M_%) and the reference wave

(et-¢)

is A2ei , Whereg, and @,are the spatially-varying phase functions of thdiviual

waves. The intensity of the resulting interferepaétern is as follows:
A AL +2]A A Jeos(¢- ¢) (1.1)

The first two terms of equation (1.1) are DC (z&exuency) terms and can be ignored. The
third term is a cosine proportional to the diffezenn phase between the signal and reference
waves. For a photosensitive medium, the refragtidex will be modulated in proportion to the
interference pattern in equation (1.1). Re-writiaguation (1.1) in complex notation, it is
evident that applying the reference wave will restauct the signal wave up to a multiplicative
constant. For a plane wave reference, this conatilmot affect the signal wave.

One way to view the holographic process is viaveotional sinusoidal gratings and
Fourier signal theory? If one records a hologram of two plane wavesriating, the hologram
is simply a diffraction grating with a period equalthe wavelength of the two recording waves
divided by twice the sine of the angle between th{#n the case of both beams hitting the
recording medium from the same side). If thisigats a thin phase grating, it diffracts multiple
orders and behaves exactly as a standard sinugpiatahg. If the hologram is recorded in a
thick material, the grating obeys Bragg diffracti@amd only the first order diffracts efficiently,
with the other orders being suppressed.

With this picture in mind, the case of recording3@ scene is simple to analyze.
According to Fourier theory, the light reflected ttye image or scene is composed of an infinite
sum of weighted plane waves, and the hologramishateated is in fact the superposition of the

gratings created by each plane wave componententey with the reference wave. Thus, the
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hologram itself is a superposition of many gratimfssarying strengths, periods, and phase

shifts.  When the proper reference wave is useddiffracts from all these gratings
simultaneously and reconstructs the original image.

Holograms can be characterized by the geometry tsedite them as well as by the
properties of the recording medium. In general, wit discuss two types of geometries:
transmission and reflection; and two types of malrthin and thick.

A transmission hologram is recorded when both slgmal and reference beams are
incident on the same side of the holographic medidmthis case, the grating planes will be
perpendicular to the surface of the medium. Tlaloat beam is applied to one side of the

hologram, and the reconstructed beam exits fronogip@site side.

&

Transmission Holograms
Write Read

Reflection Holograms
Write Read

[l N
&

Figure 1-2: Recording geometries

Reflection holograms are created when the signdlraference beams are on opposite sides of

the holographic medium. The grating planes are parallel to the surface of the medium, and
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when the readout beam is applied, it reflects fribbi holographic gratings. Figure 1-2

illustrates these two cases.
The thickness of a grating (holographic or othegeyiis usually measured with the Q
parameter as defined in equation (£.2):

_2mAqd
nA?

(1.2)

Ao is the free space wavelengthis the index of refractiord is the effective grating length, and

Nis the grating wavelength. In general, a gratinghva Q parameter of less than 10 is
considered to be “thin”, or in the Raman-Nath regiof diffraction. A Q parameter of greater
than 10 indicates a “thick” or “volume” grating thigz in the Bragg diffraction regime. The
choice of boundary between these two types of malog is arbitrary, and the change from one
regime to the next is gradual.

In thin holograms, the angle used to read thedralm does not affect the diffraction
significantly, just as in a thin grating. As thgout angle changes, so does the output angle, but
the diffraction efficiency is not greatly affectém even moderately large angles (~ 30-40°). For
thick holograms, however, this is not the case.e Phase matching condition for a thick
hologram ensures that only one order of diffraciuliffracted strongly while the other orders
are suppressed. Volume holograms thus have veail angle tolerances, typically on the order
of 0.01° for a 2 mm thick hologram.

The thickness and angle-tolerance of the hologykys an important role in holographic
optical correlators. Just as one can use theemderwave to reconstruct the signal wave, the
signal wave can be used to reconstruct the referehcfact, this operation is very similar to the

mathematical operation of cross-correlation. liraage orthogonal to the original signal image
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is used to try to reconstruct the reference beandiffraction will be observed. However, if

an image is used that correlates in a non-zerowithythe image, diffraction will be observed,

and the amount of light diffracted will be proportal to the cross-correlation of the test image
with the original signal image. For thin hologranighe Fourier transforms of the images are
used instead, the correlation that is performethisslation-invariant. Thus, the test image could
be translated in its plane (but not rotated orestialand the correlation would still occur. This
property is a direct result of the angle tolerantéhin holograms. For volume holograms, the
above description is not entirely correct. Althbugn operation very similar to correlation

occurs, there is a departure from the exact cdivel@peration because of the angle restriction.
Also, translation-invariance is reduced as the kieéss of the hologram grows, and the
correlation output is convolved with a sinc-likenfition. Depending on the thickness of the
hologram and the amount of translation-invariareguired, it may still be possible to build a

holographic optical correlator using a volume mediu

1.3 Properties of Volume Holograms

Volume holographic gratings are used in many ofpghgects described here. Volume
holograms can be analyzed using coupled-wave thewsrymore rigorous coupled-wave

analyse$: % 3%
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Grating vector

4 N
Grating spacing
Ae—
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\

z=0 z=d
Figure 1-3: Grating geometry and parameters

Here we briefly review the properties of interest Yolume gratings. Section 10.1 develops the
full treatment of thick grating theory for beam daming according to couple-wave analysis.
Figure 1-3 illustrates the geometry for a volumangmission grating. The grating vectér is

perpendicular to the planes of constant index,thedgrating period is related to the magnitude
of the grating vectode‘ =271/

Volume gratings obey Bragg diffraction; that iserth exists a set of constraints on both
angle and wavelength such that only a certain coatiomn of angle and wavelength will diffract
efficiently from the grating. For example, an wamgkd volume hologram written at 532 nm with

symmetric writing angles of 30° will diffract strgly only at or very close to that angle and

wavelength. The spread in the tolerance of angl® wavelength can be approximated as

ABryum = % and A gyypm /4 =/\00t9d . Thus the thicker the grating, the more seledtive

is with respect to angle and wavelength. This detw an important parameter of volume

gratings, multiplexed holograms.
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1.4 Angle-Multiplexing in Volume Holograms

Because thick holograms are angle-selective, onemcsie multiple holograms in at the
same location and volume of the holographic medynrchanging the angle of the reference
beam before writing each new hologradin.In fact, by changing different properties of the
reference beam, many multiplexing schemes can bd asad even combined. Changing a
geometric parameter such as angle or rotation & pwmssibility, but one can also change the
writing wavelength or choose to encode each reterdseam with a specific orthogonal phase
pattern. Here we will use almost exclusively angl@tiplexing, though other methods could be
substituted or combined with this scheme.

Construction of an angle-multiplexed grating ireatimension is shown in Figure 1-4.

The first image is written with a reference beara apecific angle.

Write Grating 1 Write Grating 2 Write Grating n
P »
)?@%ﬁ% &, {“S:. l.:‘%ﬁ
= Tl

Figure 1-4: Writing an angle-multiplexed grating
To write the next image, the angle is changed 8lighThis process is repeated until all the
holograms are written. The angular bandwidth efhiblogram, as discussed above, determines
the amount of angle change necessary to ensurstaiiogloes not occur. The number of
holograms that can be multiplexed in a single spabication is limited by the dynamic range

and scattering properties of the recording medidts.many as 10,000 holograms were stored in
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a single location in LiNbg*" and 1000-2000 holograms have been stored in desspgtial

location in photopolymer material®. These parameters will be discussed in furtheaidit
Chapter 2.

Readout of angle-multiplexed holograms is showRigure 1-5.

Read with Reference Read with Image Read with Image

> @;\, &
1 N &

Figure 1-5: Reading an angle-multiplexed grating

By choosing a specific angle for the reference hearparticular image can be read out. In
addition, reading with a specific image will repuse the reference beam propagating at the
angle with which that image was written. If an iadyy image is used, an operation
mathematically very similar to cross-correlatioriltake place, and any image that matches the
input image will generate a reference beam at dngle with an intensity proportional to the

correlation.

1.5 Conclusion

This chapter is meant to familiarize the readehwitany of the concepts that are used
here, but is by no means a comprehensive revieoloigraphic data storage or holography in
general. The excellent bookilographic Data Storagend Practical Holographyserve as a

foundation for research into data storage and Visolagraphy, respectively: °
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2 Holographic Materials Development

2.1 Introduction

The idea for the hologram was developed by DenaisoBin 1948. By 1962, Leith and
Upatnieks had used communications theory to crefitaxis hologram4! and during the early
1970s, angle-multiplexing was used for holograpfita storagé. However, in the intervening
time period no holographic data storage systenbbas brought to market.

Although many factors are responsible for thispyatdy the largest is the lack of suitable
materials. The computer and electronics revolutibtandem with the huge growth of optical
fiber based communications has led to quick pragresthe technology to control and detect
light, two of the three necessary components aflagnaphic data storage system. The final key
to a viable holographic data storage system orcabinformation processing system is a means
to store data, both in a permanent and a tempoeanyitable fashion.

Many types of materials have been proposed andlame as candidates to solve this
problem, and although advances in the last twoakschave brought the possibility of success
even closer, the problem is not yet solved. Is tthapter, | will first discuss the qualities that
are needed in a holographic material. The morewereader should refer to reference 39 for
more detail. | will then review briefly the type$ materials that have been tried to date, and
finally I will detail our experiments over the pdste years with a specific class of material, the
photochromic polymer, including a technique we bdlgdevelop to determine quickly the,Nn

important figure of merit for holographic materials
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2.2 Material Parameters

The parameters of holographic materials are defimm@. Certain applications place
more or less emphasis on a particular materialacharstic depending on their needs. One of
the most important parameters of a holographic esystwhether it is for data storage,
information processing, or even for a specializetb@raphic optical element, is the diffraction
efficiency. The diffraction efficiency is a measuof the amount of incoming light that is

diffracted into the output beam. It is defined as:

p=—to (2.1)

wherely is the intensity of the diffracted light, andis the intensity of the transmitted light.
Although the diffraction efficiency is not strictly parameter of the material, there are several
properties of an optical material that affect theximum possible diffraction efficiency.

The scattering ratio for an optical medium defitles amount of light that is scattered
incoherently by the medium. If the diffractionieféncy of a hologram is low enough that the
diffracted intensity is smaller than the amounscdttered light, then that hologram is effectively
useless because no detector can resolve the tiifrght from the scattered light. In effect, the
scattered light adds to the noise floor of the ctete In addition to having a low scattering ratio
a good optical medium should be able to be polisitesholded so that it has very flat surfaces
for interfacing with optical beams. When an ogtis@avefront is incident on the surface of a
material, any pits or bumps in the surface willateea phase difference in the wavefront at that
point. This wavefront distortion leads to increhgerors in storage and readout. The scattering
ratio and surface quality (sometimes referred tthasscratch/dig number) can be described for

any optical material, and as such are not spetficolographic materials. Systems that use a
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photosensitive material bonded to a glass substfateinstance, would need to take into

account the optical properties of the glass used.

The sensitivity of a holographic material is semiln nature to the concept of sensitivity
for photographic applications. A more sensitivdogoaphic material will have stronger
gratings, or holograms, than a less sensitive nadtgiven the same amount of recording light.
The sensitivity is typically defined for holographiata storage applications as the amount of

diffraction efficiency achievable for a certain espre fluence:

s:% (2.2)

| is the intensity of the recording light, ahi the exposure time. For data storage applieatio
the individual holograms are usually weak becaulsset are so many multiplexed in one
location. For weak holograms, the diffraction @fncy 7 is proportional to a constant times
the index modulation, or modulation depth. In otiverds, the square root of the diffraction
efficiency is directly proportional to the amount iadex variation of the hologram. Thus,
equation (2.2) is simply the amount of index vammatachieved for a certain recording energy
(fluence).

The sensitivity of a material is intrinsically lial to the absorption. This makes intuitive
physical sense: when the material is very sensitivevill quickly absorb light, while an
insensitive material will not be able to utilize msich light, and so allow more to pass through.
As a material is made thicker, the effects of apison force a reduction in sensitivity. The
tradeoff between the two must be analyzed for @adikidual application.

When writing more than one hologram in the samieinae of space (spatial location),

known as multiplexing or co-locational storage, #ey figure of merit is thevl.. The My
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(pronounced m-number) is a measure of the totamym range of the materidl.?” 3 *? The

My is defined as the sum of the square roots of itfiaction efficiencies of all the holograms
that can be written in a single spatial locatidm.other words, if enough holograms were written
in one spatial such that all the sensitivity (dygbotosensitizer) in the material was used up and
no further holograms could be recorded, then the sfi the square roots of the diffraction

efficiencies of those holograms would add up toh@eM,:

M
My =D m (2.3)
i=1

TheMy can be used to determine the diffraction efficieata single grating:

2
n= (%j (2.4)

In these equation$/ is the total number of holograms that are mulkpte andris the
diffraction efficiency of a single hologram. As \see from equation (2.4), the higher Mg the
greater the number of holograms one can multiplex single location, leading to higher storage
densities. Alternatively, with a highévl; and the same number of holograis greater
diffraction efficiency for each grating is possibléAnother way of viewing thé. is that it
represents the maximum possible index modulaticailase. That is, the gratings in a
holographic material are formed by a change inrdéfi@ctive index of a material. The amount of
change is called the index modulation, and the mari value is directly proportional to tivk;
The idea of theMy is particularly important for holographic datarsige for these two reasons,
and this idea is expanded upon in Section 2.7.

There are several engineering concerns for themaht It should be easily formed into

useful shapes; for instance, a CD-ROM sized dise, syuare “coupon”. The material should be
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able to be formed into any desired thicknessesetioras up to half a centimeter or more.

Also, some materials exhibit a change of dimensituring recording or material post-
processing, commonly referred to as shrinkage s €an lead to data reconstruction loss, and so
a low shrinkage is desirable. This material srag&causes the grating periods of the holograms
stored in the material to change as well. Shriekstgpuld ideally be kept under 1% to ensure no
effect on the read out of the gratings. A matestaduld be able to store the data for as long as
required, so overall material stability is alsceguirement. Finally, some applications require a
material that is erasable and re-writable. In taise, the material should have good data fidelity
while storing data and quick erasure so that reéivgriis as quick as possible.

As mentioned previously, there is no single matethat meets all of the above
requirements. To date, much work has been doretwit classes of materials: photorefractives

and photopolymers.

2.3 Photorefractive Materials

When two coherent laser beams interfere insidecdopéfractive crystal, light frees up
trapped electrons from the illuminated regions,clilthen migrate through the crystal lattice and
are again trapped in the adjacent dark regionsis ffigration creates a space-charge pattern
similar to the interference pattern. The spatiayying electric field thus modulates the
refractive index of the crystal through the eleaiptic effect. The spatial variation of refractive
index results in the formation of a volume phasdéodp@am. Typically, this material has
resolution of about 1500 lines/mm. The hologram ba erased by uniformly illuminating the

crystal, permitting the crystal to be recycled atnmdefinitely. In this material, the optical
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readout of the stored information is destructivBlondestructive readout is possible by a

complex thermal fixing of the hologram after redard

This material has several key disadvantages. , Ehvstsensitivity is quite low - of the
order of 103 mJ/cfn Second, the maximum diffraction efficiency oé tphotorefractive crystals
is about 25-30%. Third, the diffraction efficiensyvery small at wavelengths longer than the
visible range. Photorefractive crystals are aksmsonably expensive, and it is difficult to grow
good, optical quality, defect-free crystals. Thddition of dopant materials to the crystal
structure can enhance the properties of these mimotive crystals, but at present their

volatility and the deficiencies listed above ledivem short of ideal for holographic data storage.

2.4 Photopolymer Materials

A number of organic materials are known to exhilplhotopolymerization or
photoreaction in the presence of a photosensitvben excited with an appropriate light source.
These photochemical reactions can induce refradgtidex modulations resulting in phase
holograms with high diffraction efficiency and atguselectivity. DuPont (HRF-600X001,
OmniDex, HRF-150-38}*" and Polaroid (DMP 12&) photopolymers have been designed
primarily for display holography and are currentiy most commonly used photopolymers for
thin holographic recording.

The Dupont photopolymer films consist of monomedymeric binders, photoinitiators,
and sensitizing dyes. Upon exposure, the sensgtiziye absorbs light and interacts with
initiators resulting in photo-induced polymerizatiand cross-linking of the monomer. Further
UV curing and baking processes lead to the polyragan of the residual monomer and an

enhancement of the refractive index modulation.| tAkse processing steps can introduce
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thickness variations (shrinkage) in the holograghin. An immediate consequence of this

thickness variation is the deviation of the inpetanstruction angle from the original recording
angle. A deviation up to 2%has been experimentally reported for DuPont playmper film
HFR-150-38. This angular deviation creates vemese technical problems while recording
angular multiplexed thick holograms. Diffractioffi@encies as high as 95% have been attained
for the DuPont OmniDex photopolymer. Sensitivitydamaximum spatial resolution for this
photopolymer are 30 mJ/cm2 at 514nm and 5000 limg/raspectively.

The Polaroid photopolymer system, DMP 128, utilizedye sensitized
photopolymerization of a vinyl monomer incorporaiada polymer matrix coated on a glass
substrate.  Post-processing involves a uniform suxmo to white light followed by a
developer/fixer bath. Diffraction efficiencies wp 95% are obtained with exposures of 4-10
mJ/cm2. Holographic images recorded in this phaitoper have a moderate spatial resolution
of about 5000 lines/mm. The high diffraction effiecies achieved are attributed to the high
index modulation due to the formation of alternatdid and porous regions in the processed
films. The pores created during the processing hawe filled with an index matching material,
normally a viscous fluid, to achieve stable hologsa The physical and optical properties of the
holograms are significantly changed by filling. €eTfilling causes a reduction in the refractive
index modulation and an increase in the averagaatgfe index of the hologram. The reduction
in index modulation effectively reduces the diftian efficiency and the increase in the
refractive index of the hologram alters the incidangle and the optimum wavelength of the
readout.

Polaroid recently spun off their holographic matksridivision as Aprilis, which has

developed a cationic-ring opening photopolymer (BRR@aterial in disc and coupon form up to
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400 microns thick® *° It has anM, of about 6.5 at this thickness with very high sevisy

and low shrinkage.

Recently, the Lucent Technologies spin-off InPhas®duced their own photopolymer,
whose recording mechanism (diffusion and polyméiora of monomer molecules) and
performance closely matches that of DuPont or BalarTheMy of Lucent’s photopolymer has
been reported as high as %2InPhase is reportedly close to bringing to magkémlographic

data storage system based upon this material anttiickness of 1.5 mm.

2.5 Northwestern Dye-doped Photopolymer Material

Our material is a quinone-doped polymethyl methatey(PMMA) which is essentially
light-sensitive plexiglass. This polymeric maténees the novel principle of polymer with
diffusion amplification (PDA). Exposure of this teaal to light results in the writing of two
out-of-phase periodic holographic structures ttatiglly compensate each other. One of these
is formed by a concentration distribution of dyelecoles attached to the PMMA, while the
other is formed by the migration of free radicafss a result of diffusion of the free radicals, one
grating degrades over time, and the efficiencyhefdther grating is amplified without additional
processing. The surviving grating is stored inri@ecules attached to the PMMA matrix, and
these molecules do not diffuse. Because the paositsre dye molecules simply attach to the
host polymer matrix to cause the refractive indeange, the overall dimension of the material
changes very little upon exposure and developnieading to very low shrinkage. The material
is formulated as a liquid monomer and so a mold l@amused to create samples in almost any
size or shape. Also, being a type of plexiglasss very strong and durable as well as being

relatively cheap.
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We have been developing our material for two ganapplications. The first is for

holographic data storage and information procesapplications. For this purpose, the goal is a
large area substrate with a thickness of 2 mm. rmheerial should have a higiy and good
sensitivity. The second application is highly-sékee holographic filters and holographic beam
combiners. This application is reviewed in moréaden Chapter 3, but in brief, a very thick
holographic grating can act as a wavelength fitgh a very narrow bandwidth and also as a
beam combiner. In these cases, only a few gratwvitjbe multiplexed in one location, and
many times only a single grating is necessary. this case, the more important factor is
absorption and achievable thickness.

Both types of material share the same formulataond then are processed in different
ways. The host polymer is made from 10% by weighlid PMMA added to the liquid
monomer. This mixture is stirred at an elevatedperature until the liquid is supersaturated and
clear. At this point, the photosensitive dye, mrghraquinone (PQ), is added to the mixture.
The amount of dye varies with the type of mateus¢d. For the 2 mm thick wide-area plates,
more dye is desirable to achieve highef &hd sensitivity. For the thick grating applicatio
material, the long interaction length inside thetenal dictates less dye so that absorption does
not dominate the recording process. After theidyadded, the mixture is stirred until it is fully
integrated. The final step is the addition of mitiator, azobisisobutyronitrile (AIBN), to aid the
polymerization process. Once the mixture is homogs, the solution is poured into the mold
used for the specific application that is beingyéaed. The mixture is then baked until solid, at
which point the substrate is ready for use. THatem and substrate are kept in light isolation
from the point at which the dye is first added hie tnixture until the material has been fully

used, at which point it is no longer sensitiveigit.
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2.6 Experimental Development

2.6.1 Preliminary Experiment

The initial tests for the NU material were donengsa two-piece Teflon mold. Two
optical flats with a surface flatness ©f1/5 were held in place inside the mold and screws were
used to press the two halves of the mold togetiowever, the design of the mold was such
that it was very difficult to separate the two redwithout damaging either the material or the
optical flats. Nevertheless, the first tests wdome, and a preliminary baking schedule and

material composition were determined. These resu#t shown in Table 2-1:

Material Temperature | Time (hours)
Composition (°C)

Liquid MMA 50¢g 70 6

PMMA 59 120 2

PQ Dye 0.5-0.7% by wt 20 8

AIBN 0.5% by wit.

Table 2-1: Preliminary Holographic Material Recipe

2.6.2 Large Area Holographic Plate

These results were used in the first attempt ablagnaphic plate. The mold in Figure
2-1 was the first prototype for a 4" by 4" squarecp of material. The mold was made to
specification by the machine shop, and optical ituglass was ordered from Precision Glass &
Optics in Santa Ana, CA. The mold held two gldatsf2 mm apart, and Teflon tape was used
along the edges of each flat to ensure that whesspd into the mold they would seal. It was

found that leakage still occurred, and electricapaper tapes were used to seal the edges as
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well. In this attempt, clamps were used to trkeep the glass flats pressed together in a seal.

This pressure plus the material expansion resuttezhe of the glass flats cracking. Electrical
tape was used in all future attempts to seal tthessand bottom. A slit along the top of the mold
allowed the material to be poured in while in tlypiid state, and could be covered or left open
depending on whether or not it was desired to allkhve material to interact with the
environment. This material was baked up to°C2@hich led to the patterns around the edges of

the material.

Figure 2-1: First holographic plate attempt

Although one of the glass flats cracked, there @asugh room to perform experiments with this
sample. 45 gratings were written in a single ghddication using angle-multiplexing using the
same exposure for each grating. The diffractidiciehcy of these gratings was then measured.
The sum of the square root of these efficiencieglagted in Figure 2-2. The figure shows a

linear growth inMy versus hologram number (exposure).
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M/# vs. exposure
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Figure 2-2: M, for first 4"x4" sample

A typical material will exhibit three stages of ceding dynamics. The first is the linear growth
stage, during which equal exposures will resufoughly equal strength holograms. The second
stage is the exponential stage, where an expoligrgrawing fluence is necessary to record
holograms of equal strength. At this point, thetolkensitive part of the material is mostly used,
and it requires more and more energy to activdmally, the material saturates when all the
photosensitizer is used up. At this point no amiafradditional light will create a hologram.

These three zones are shown in Figure 2-3.

Saturatec

Exponential

Linear

I Holodram Nljmber 1IEXDOSLIJI'€:
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Figure 2-3: Typical Material Response Curve

Comparing this figure to the data collected in FggR-2, we can surmise that the recording took
place entirely in the linear regime, and thus thatamal was not exhausted when recording
stopped. Because of this, an estimation oMhéor this sample is not possible.

A second sample was made using the same procesptexith no clamps so that the
glass would not crack. This attempt was successfdIthe resulting sample is shown in Figure
2-4. The sample is 3"x4" and has good opticaltgiéinroughout. The temperature schedule that
was used is shown in Table 2-2. It was necessargrhp the material up to temperature at a
very moderate rate to avoid bubble formation ingample as well as to prevent cracking in the

optical flats.

Figure 2-4: Second 4"x4" sample

Temperature Time | Action

(°C) (hr)

30 1 Ramp




30 24 Hold
35 2 Ramp
35 8 Hold
45 4 Ramp
45 24 Hold
20 12 Ramp

Table 2-2: Baking schedule for 4"x4" sample

35

The first test using this sample was to recordgh-esolution image as a hologram inside the

material. The laboratory setup for this experimesrghown in Figure 2-5. A beam from the 5.5

W Verdi laser was expanded and collimated usingia @f lenses. This expanded beam was

then split by a polarizing beamsplitter cube. é&rthe beam passed through the cube and was

directed to a stage where the holographic substvateheld in place. The final pair of mirrors

directing this reference beam was a pair of rogatialvanometric (galvo) mirrors, so that by

rotating the two in tandem, the angle of incideméethe beam could be changed without

changing the point of incidence at the material.this case, a single image was written so no

angle-multiplexing was performed (the galvos reradim position the entire time). Meanwhile

the other part of the beam was reflected off ofgpatial light modulator (SLM) and throughfa 4

imaging system to the material.
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Figure 2-5: Angle-Multiplexing Laboratory Setup
The 4f system is used to image the plane of the $adé¢ to the holographic material. This
ensures that diffraction effects will not play ecttar in degrading the image quality (see
Appendix 10.3). The SLM used was a 512 by 512Igirgice from Boulder Nonlinear Systems

(BNS) in Colorado. Using a Pulnix CCD camera, ithage at the plane of the hologram was

captured and compared to the image captured upaloue from the hologram itself.
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Figure 2-6: Comparison of SLM image (left) and holgram image (right)
Figure 2-6 displays these two images along withathginal bitmap. The SLM image is on the
top right, and the image from the hologram is oe Hottom. They are virtually identical,
illustrating that we can store very high qualityaiges in our 4"x4" plates. The distortion present
in both images is a result of the quality of théap@ation optics that were used in conjunction
with the SLM, as well as a general distortion thats present in the SLM at the time of the
experiment and that has since been fixed. Thed&uNonlinear Systems SLM operates as a
voltage-controlled waveplate in reflection mode. specially constructed baseboard allows the
application of a different voltage at each pixelte device, which in turn controls the phase
retardation of the liquid crystals at each pix@ln incoming linearly-polarized beam must first
be rotated into the frame of the optic axis of 8éV by a half-wave plate. This ensures that the

SLM can apply both the maximum and minimum retaocthatnd serves as a contrast control.
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Once rotated into the proper frame, the light ifidrom the SLM face and is phase-retarded

at each pixel according to the applied voltagee fidtardation difference between the maximum
and the minimum phase shift is equivalent to a-halve shift. When the reflected beam passes
back through the polarizing beamsplitter (PBS),irmage-bearing beam is the result, as the
negative of the image that was on the SLM facejected by the PBS. Any nonlinearities in the
half-wave plate, PBS, or SLM cause distortion ia ttmages. In this case, the half-wave plate
was non-uniform, with a pattern similar to Newteomdes on it. This causes the distortion seen
above, as parts of the image are fully rotated tinéoframe of the SLM, while other parts are not
and thus are low or opposite contrast.

To test the capabilities of the material for holyghic data storage, 80 images were
multiplexed in a single location using angular nplxing. The experimental setup was
identical to that described in Figure 2-5. Sevefahe images from the 80 that were stored are

shown in Figure 2-7.

Figure 2-7: A selection from the 80 multiplexed imges
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The images show the same ring-like distortion fribra optics but otherwise are of a good

qguality. The images on the left are from amongfitst recorded, and the images on the right
are from the last. There is no loss in qualityefiiciency between them, indicating that many

more than 80 could have been multiplexed.

2.6.3 Thick Material

At the same time as the first holographic plate ei®ig developed, the first successful
attempts at making an extremely thick material omxi The previous attempts had been
plagued by the formation of bubbles from residusdsgps of the polymerization reaction. These
bubbles would form and would then, because the niaatgiickly becomes viscous when heated,

be trapped as the material hardened, resultingusable substrates.

Figure 2-8: First thick material successes

Figure 2-8 shows the molds for the thick mater@ttwere made by the glassblowers at the
Northwestern University machine shop. Althoughiagtquality glass was used, the shop did
not have the technology to assemble the four gdgserly parallel to each other, and the molds
were prone to distortion from the heat used to fbam together. The material process involves
the shrinking of the polymer from evaporation ahé hatural shrinking that occurs as the

polymerization takes place. This is the reasonntieéds appear to not be fully filled. As the



40
process continues, the polymer hardens and tenespand enough to crack the molds. For

the samples shown in Figure 2-8, the process hanl t&fined enough to get properly transparent
material with dye (no bubbles). The differing aslemf the samples are the result of tests of
different amounts of dye.

By obtaining a strengthened cell from the maclsinep, we were able to create a sample
with dimensions of 1.5 cm square with a depth 8fdn. This sample is shown in Figure 2-9

and has good optical clarity in the center.

Figure 2-9: 1.5x1.5x1.3 cm sample

Further development of this technique resulted 818acm by 1.7 cm cell with sufficient depth
for recording. A grating was recording in this gdenusing 532 nm light, written for readout
using a wavelength-tunable Coherent dye laser. ur€ig-10 illustrates the result of the

frequency scan using the dye laser.
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Figure 2-10: Result of dye laser frequency scan

The hologram was mounted on a stable platform thedlye laser was set to 590 nm and Bragg
angle-matched to the grating. The dye laser whsosgcan at its maximum width, which was
29.999 GHz. The inset picture in Figure 2-10 shdkes material response to one full scan.
Fitting this data to an exponential distributione wan estimate the full-width half-maximum
(FWHM) bandwidth to be 40 GHz. The diffraction ieiéncy was measured to be 14.6%.
Further work in developing narrow holographic fitean be found in Chapter 3.

The idea of a PMMA-based dye-doped photopolymeterre for holographic materials
was originally proposed and studied by Veniaminbtha Vavilov Optical Instituté>>® Further

f 2% 2735 well as at the

development has continued at Northwestern Universider Shahri&
California Institute of Technology *®and at the National Chiao Tung University (NCTO$*

The work done at Caltech and NCTU suggests thatrttaterial behaves differently depending
on the baking schedule used to set the polymer.e @ussible process uses a maximum

temperature of 4&, while the other reaches 80°C. The differencéemperature results in a

different amount of PMMA and MMA groups left in theaterial. When the recording light
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interferes inside the material, the photo-activaB®@ dye groups have a preference for

attaching to MMA groups rather than PMMA groupshisTtendency, along with the difference
in the amount of PMMA and MMA between the two metbo results in different post-
processing dynamics.

In the material that was baked to 80°C, there v&ry small amount of MMA, and so
most of the PQ dye attaches to the PMMA matrix. e Thsult is the dynamics described
previously; namely, there are two gratings formmtk by the attached dye and the other grating
formed by the absence of dye that has been adlivatach is exactly out of phase with the first
grating. This leads to a very weak initial difffi@n efficiency as the two gratings negate each
other. Once baked for a period of time, the umvate#d dye can diffuse evenly, destroying the
out-of-phase grating and amplifying the desiredigga

In material that has only baked to 45°C, theransabundance of MMA groups. Upon
interaction with light, the dye molecules tend ttaeh to these MMA groups, creating a very
strong grating. However, during baking the MMA-B@ups can also diffuse, so that baking
actually degrades these types of gratings, instéadnplifying them. Depending on the desired
application, either method may be chosen. The éortype are more stable; however, the latter
are much easier to mold into thicker gratings.

The thick grating that was written for use witle tthye laser was initially baked to 45°C
before recording. After recording and testingwias baked for 4.5 hours at 45°C. The
diffraction efficiency dropped from a maximum of%8o0 2.72%. This drop in efficiency is
expected given the previous analysis.

The final improvement to the development of thigktings was the use of a new optical

cell as the mold. Type 3 fluorometer cells fronar8a Cells were used. They have optical
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quality sides all around, and dimensions of 12.5 2.5 mm x 45 mm. A sample created

in one of these cells is shown in Figure 2-11.

Figure 2-11: Sample created in fluorometer cell

These cells were used to create a set of hologrdpters, and the details can be found in
Chapter 3. Although the fluorometer cells haveiagptquality glass on all sides, as well as
stable rectangular dimensions, there can be seatttom the joints and corners of the cell. In
an attempt to gauge the impact of this scatteangpntainer cell was built and filled with index-
matching fluid. In this manner, the optical beamsuld only interact with one air-glass
interface. The glass-material interface is stikgent, but the index of refraction difference
between these two materials is quite small, antheeffects of scattering can be tolerated. The
experimental index matching setup is shown in Fagii 2.

The development of a thick photopolymer materials hreached the stage where
consistently useable samples can be constructedure~development should move towards a
fabrication method that would allow the samplesdb&removed from their molds easily. In
addition, modification of the dye profile (apodimat) will allow the creation of better

holographic filters.
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Figure 2-12: Index matching setup

2.7 A Simple Technique for Determining the M,

The dynamic range of a holographic medium is anontgmt parameter in determining
the storage density and diffraction efficiency Fmlographic memory systems and holographic
beam combiners (1-4). In these applications, nfaslggraphic gratings are multiplexed in the
medium at the same spatial location. TNheis a parameter that defines the dynamic range of
the holographic medium; it is essentiallg/2 times the ratio of the maximum achievable index
modulation and the index modulation correspondmgatunity diffraction efficiency grating.
The existing techniquésto measure théVl; require one to write many holograms on the
material. In this section, | discuss a potentiaisnpler technique to determine thM; for a
holographic recording material and present simdland experimental results for a

photopolymer-based holographic recording medium.
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Typically, illumination of a holographic substratéth a spatially periodic, sinusoidal

intensity pattern produces a periodic index moditat(x) = n, + i co§ K X
where i is the spatially averaged index of refractionh® medium,n’ is the index modulation
depth, anK represents the wave number of the grating. Whkser beam of wavelength

illuminates this grating at the Bragg angle, tHéraition efficiencyn is given by?

n:'_:sinZ(“”“dj (2.5)
lo A

where } is the input intensity 4lis the diffracted intensity, d is the thicknesghe substrate, and

o is the obliquity factor determined by the orierdatof the grating. A characteristic scale for

the index modulation isi, =1/(2ad), so than becomes:

n:sinz{g%j, n=1 for f=n (2.6)

C

In many situations the modulation depth (4) camloeleled as

n'=n, {1— exp{—gﬂ (2.7)
T

where t is the exposure time,is a time constant that depends on the matenithaty and the
intensity of the writing laser beams, anglis the maximum index modulation. A convenient

way to quantify the value ofis through the use of th,, which can be defined as

My =(7my,)/(2ne). For notational convenience, we define a scatdion of this expression:
QEn—m, o) thatl\@z(irj C (2.8)
c 2
When Q is an integer, it represents essentially mteaximum number of orthogonal, unit

diffraction efficiency gratings that can ideally bveitten in a given spatial location.
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Consider a situation wherd equalized diffraction efficiency gratings are nplkxed

on a single substrate using the Bragg (angle oeleagth) orthogonality condition. F& >>Q,
2
the diffraction efficiency for each grating can bpproximated byn D(Tf%)(%) . More

generally, if the diffraction efficiencies of theagings are not identical, it is possible to define

and measure tHd; of the material from the relation:

N
Q=>ni.n <<1 (2.9)
i=1

Although one can measure thlg using one exposure for certain cases, in generakiasure the
My using this approach may require one to write marggrams. As an alternative method, one
can also use the fact that the diffraction efficierof a single grating in the small index

modulation limit is a quadratic function (to a ficeder) of the exposure time, described by:

n(t)=Q? (i—i} [gj (2.10)

which follows directly from equations (2.6), (2.8nd (2.8). TheMy can thus be determined
from the curve that defines the diffraction effiroty of a single hologram as a function of
exposure time. This method also requires recordiagy successive holograms with different
exposures on the holographic substrate.

In this paper, we offer a potentially simpler apg to determine thél, from a single
recording on the holographic medium. To illustrttes method, we first combine equations

(2.6) and (2.7) in order to express the diffractdinciency as a function of time:

n(t) =sir’ (’—21 Q{ 1- exp{—%)D (2.11)

Now, according to the generalized optical pumpinodei®! the saturation ratet() depends



a7
linearly on the intensity of the radiation for vimg the grating:t™ =p1 , wherep is the

sensitivity of the medium, anid is the amplitude of the intensity modulation defiras:
| =T (L +cos (K x)) (2.12)
with Kg being the grating vector. For typical valuesi afised, the value @& can be assumed to

be a constant. If the value bfdepends on position as well, then we can write:

r] =sin ( Q[l— exp( [3 )D (2.13)

As a specific example, let us consider a situatitven two equal intensity, coherent Gaussian

beams write a grating in the holographic mediurhe ihtensity distribution will be:

1(F) :2|Oexp(— Z%ZJ[H Cod k| K=K-K, (2.14)

whereK, andK, are the propagation wave vectors, lo is the intgas the center of each beam,

and wo is the Gaussian beam radius of each writing be&@omparing equation (2.14) with
N 2
equation (2.12), we findt =2 Ioexp(—z%zj. When this expression is used in equation (2.13)

, the resulting diffraction efficiency is given by:
n(t, ¥)=sin ( Q[l— exp{ )¢ )D ;& f )< (2.15)
where f (r) =exp _er and 1 :}/ Across the spatial profile of the writing beams
(.l)i ’ ZB |0 . 1

the value of f(r) varies from 1 in the center for 0 to a value of O for r >&),.

Now, if %25, for example, then at=0, exp(— f( r)%)approaches zero. However, for

r>>wo, f(r)<<1/5, andl- exr(— f( r)%)approaches unity. This argument holds for largdue
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of ¥/ as well. Thus fof/ >5, the quantityl- exd— f( r)%) variesmonotonicallyfrom one

to zero. Therefore, the total number of circulandes is on the order of Q/2 f%zS.

Accordingly, we note that for the proper exposumeet one can be sure to observe the full
number of fringes. To be more precise, let usesp) as follows:
Q=2m+ n+a;a<l, = 0, or (2.16)

In this notationg is the fractional part of Q, while n determinegQifis odd or even. Consider

first the case where n=0, aoc0. In this case, fo}4 >5, the number of full circular fringes

equals m with a null at the center. Consider tlegtsituation where n=1, and=0. In this case,
the number of full circular fringes will still be ,nbut there will be a peak at the center. Finally,
for a£0, the efficiency at the center will have a dip#fl, and a peak if n=0. The actual value of
the efficiency at the center reveals the valuea.of

We studied the phenomenon using simulations. Eig2#l3 shows the result for
exposure time dependence of the diffraction efficiefor an even Q value material with a plane

wave read-out. This result shows the expected ciamter for an even Q material.




49
Figure 2-13: Simulation result showing the evolutio of diffracted pattern as a function of
holographic exposure for an even Q (m=5, n=&=0 in equation (2.16) value
material with a plane wave read-out beam. Normalied diffraction
efficiency is plotted versus radial distance.

Figure 2-14 shows the simulation result for diffraws for a material with an odd Q value plus a
fractional part. As expected there is an intengégk at the center of the diffraction pattern and
a dip due to the fractional part. The value atdéeter yields the value of the fractiowmaas 0.2,

resulting in a Q value of 11.2 which correspondarnt value of 17.584.

Figure 2-14: Simulation result for the diffraction pattern for fractional Q
with a plane wave read-out beam (m=5, n=00=0.2 in equation 10).
Normalized diffraction efficiency is plotted versusradial distance.

To show the principle of operation experimentallg, used a dye-doped polymeric Mempl&k
material. This material had a Q value of 6 asnodal by the manufacturer. Figure 2-15 shows
the combined setup for hologram writing, and readoWriting was done with a frequency
doubled Nd:YAG laserX=532 nm), and readout was performed with a He-Nerlaperating at
632.8 nm. This material required baking after godphic exposure. During the experiment, the
exposure times were gradually increased. Afteretkgosure, the material was baked until the

number of observable interference fringes reachedrtaximum.
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Figure 2-15 :Writing and Read-out Geometry

Table 2-3 shows the results for a series of ex@ssiar the holographic substrate. It shows that
as we reach the optimum limit for holographic expes the number of interference fringes
visible in the diffracted beam reach a maximunn(gis case). Thus, the Q for our materiallis

6. This value of Q yields thd of the material as 9.42.
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Table 2-3: Experimentally observed diffraction patern for 4 different

exposures. As one reaches the optimum limit for hagraphic exposure, the
number of interference fringes visible in the diffacted beam each a
maximum.

To summarize, we have demonstrated a simple apptoagetermine th&l, parameter for any
holographic recording material. This easy-to-usehhique will be very attractive for
holographic data storage, wheaepriori knowledge about the storage material is valuable i

determining the storage density and recording sadeddr the holograms.
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2.8 Conclusion and Next Steps

The development of holographic materials at Nor$tesn University has led to
processes that can create material for two sepgaés of applications. Holographic plates for
data storage applications have been successfullyrepeatedly created, and thick samples for
holographic filters have also progressed to thatpwhere application details can be considered.
In the future, work will need to be done to findh@thod of creating samples so that they may be
easily removed from their molds as well as to fnday to ensure a higher degree of consistency

between samples.
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3 Holographic Spectral Filters

3.1 Introduction

One of the unique properties of a volume (alscedadl thick or Bragg) grating is that the
diffraction efficiency has a spectral and angulandwidth that is strongly dependent on the
effective width of the gratind. In other words, the amount of diffracted lighops quickly as
the angle or wavelength deviates from the Bragglearamd wavelength. The measured
bandwidth at FWHM is approximately proportionakhe grating period over the effective width
of the grating. In addition to allowing the stogagf multiple gratings or holograms in the same
location (holographic multiplexing), this angulamdaspectral selectivity can be used to create
novel holographic elements for other purposes, utiog spectral filters for optical
communicationg’ %37

Modern optical communications networks are fibasdxl and have replaced copper lines
for almost every long-haul and high-bandwidth tmors scenario. These systems use
wavelength-division multiplexing (WDM) techniques increase the number of channels that
can be used on any given fiber link. These WDMmtegues can be classified as “coarse” or
“dense” depending on the channel spacing. Currechiniques for DWDM can provide a
channel spacing of as little as 25 GHz. Using veaagrow holographic spectral filters, one can
reduce that channel spacing by five to 5 GHz. dlhéty to carry five times more channels on a
fiber provides an important part of the solutionthe so-called “last mile problem”. As the
bandwidth needs of individual homes increase whh d@vailability of technologies like voice-
over-IP (VolP), digital video delivery systems, amtreasingly data-heavy Internet services

(such as YouTube and iTunes), the future need foigh-bandwidth link to individual homes
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cannot be underestimated. Although the problerpro¥iding this high-speed link to users

(the “last-mile problem”) is a public-policy prolleas much as it is a technological problem, the
political process will advance much quicker onogadle technology is developed. This type of
technology can also be used in a military or sdiensetting to provide a high-speed link to
multiple sites that may have differing needs amhbtiities’?

With this in mind, our laboratory has been devaigma very narrow holographic spectral
filter for optical communications. Here | will it present a physical and theoretical view of the

nature of the spectral selectivity in volume hologs, and then present my experimental results.

3.2 Theoretical Background

The spectral and angular selectivity of a voluneBragg, hologram can be derived in
more than one way.*> " Here, | will first show a simple method for deng the Bragg
selectivity that provides a good physical underditag of the process, and also draws analogies
to another type of optical device, the Fabry-Peentity. Then | will show the basic results from

the coupled-wave theory by Kogelnik and othersusitg on the most useful results.

3.2.1 Simple Bragg Method

We consider here the case where a volume hologragfating is formed by the
interference of two plane wave beams inside a -sgimisitive medium, creating regions of

varying index of refraction. The resulting gratisgshown in Figure 3-1.
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U2
Figure 3-1: Volume Holographic Grating
For this case, an unslanted grating, created bynbeaith symmetric writing angles, is used.
The grating period i\ and the angle of the writing beamsfs The complex amplitudes of the

electric field of the two planes waves that credtedgrating can be written as:

i(km)
(3.1)

i(k;m)

where k; = -Xsind+ zcosd and k, = Xsind+ zcosd. When the two waves interfere inside the
medium, the material response is proportional ¢éoitkensity of the interference pattern:

Uy +U* =U* +u*+U P+ U (3.2)
The first two terms in equation (3.2) are non-vagyDC terms, while the last two terms are the

so-called interference terms, and can be written ascosine with spacingA,
whereA = Ag/2sind, . Here, we notate the Bragg wavelength and Bragipaasig andé .

For a physical understanding of the diffractioonfr a volume grating, it is useful to

visualize the process as shown in Figure 3-2. Hegecontinue to consider the symmetric
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grating case. The grating is conceptualized asitaly thin slices of a different index of

refraction, spaced\ apart.

Figure 3-2: Multiple Reflections from a Bragg grating

An incoming beam partially reflects from each of tjrating planes it encounters as it traverses
the medium. For the case where the incoming baaat the same angle as the writing beams,
all of the reflections add up in phase to produaiffaacted beam at a specific angle. This is
called Bragg-matched diffraction, and is shown iguFe 3-3a. Each reflection is assumed to
have the same magnitudeand an integer multiple a2z phase difference. The summation of
all the reflection leads to the full diffracted bgashown by the long arrow. This is analogous to
a Fabry-Perot resonator. In the Fabry-Perot cassjngle beam also generates multiple
reflections that can interfere constructively oradastructively, depending on the path length
difference (phase difference).

When the incoming beam is no longer Bragg-matcbetté grating (Figure 3-3b.), the
phase differencé\gis no longer a multiple oR7r. When all the reflections are summed, the
resultant vector is now shorter than it would bethe Bragg-matched case. In other words, the
phase-mismatch has led to lower diffraction efficie Bragg mismatch can occur when the

angle and the wavelength (either separately or lsameously) deviate from the angle and
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wavelength at which the grating was written. Thisanalogous to changing the spacing

between the mirrors of the Fabry-Perot resonator.

A A
r
— r
= Ap# k2
—» Ap=k2m \f\w$ T
y y
|
- —>—p > >
X X

a.) k)
Figure 3-3: a) Bragg-matched and b) Bragg-mismatchevector summations

It is important to note that it is possible for thhavelength and angle phase deviations to
offset each other, so that for a certain non-Braggle, there may be a non-Bragg wavelength
that allows the diffracting beam to be Bragg-matktsnd vice-versa.

Using the idea of multiple reflections, we can gbgedict the appearance of sidebands
that will diminish in amplitude as the Bragg misofaincreases. Consider the cases shown in
Figure 3-4. For the purposes of this figure, agight reflections are used, although for a typical

volume grating the number of reflections would b&cmhigher.
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Figure 3-4: Summation showing first null

Figure 3-4 shows the resultant diffracted vectarifcreasing phase-mismatch. As the figure
shows, increasing the phase-mismatch will redueediffraction efficiency until we reach a
point where the resultant vector is null, correspog to zero diffraction efficiency. For the
example shown in Figure 3-4, this happens for a@maismatch of 45 degrees. In general, there
is always an amount of phase mismatch that willites a null in the diffraction efficiency. For

a phase-mismatch larger than this value, thereagdiin be a diffracted vector, thus creating the
first sideband, although it will be smaller tham ghrevious maximum. This is shown in Figure

3-5.
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Figure 3-5: Summation showing first sideband

Eventually the phase mismatch will again reach laeséhat will lead the vectors to form a
closed loop, creating another null. Thus, thislitatve way of examining the multiple
reflections leads us to understand how phase misnmgt in Bragg gratings leads to lowered
diffraction efficiency and sidebands in the angulaspectral selectivity.

To determine the effects of a phase-mismatch ggeetral and angular selectivity), we

first derive the path-length difference using F&Gk6.

B By

Figure 3-6: Key reflections from the grating planes

In this figure, two grating planes are shown alavith several rays &, ,y) along a plane

wave front. Their respective reflections am, (5, , ), ,arz). In this diagram, the angle of

incidence is denoted, and the wavelength of the incident beam .isFirst, we measure the
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path difference between the reflectmrandarz. The difference isata'+a")+b. Using the

geometry of Figure 3-3, we see that:

(a+a'+a") :si/\ﬁ’ b=(a+ a+ d)coq 29)=$ cof £ 966))
A _ A :
AL == (1-cos( B)) = +( & 2sif6)) (3.3)
AL =2Asing

Next we measure the path difference betw¢¢|andar2. Using Figure 3-3 along with the

results from equation (3.3):

AL =a+a'+b+10b
ata =Acosd '=Asid=b+b (3.4)
AL =2Asing

Finally, in the same manner as above, we see Hmaipath difference betweemmand y; is

(b+b'+b™)+a, and that this is again equal 24\ sin& .
The phase difference between each layer is théer@k is the wave number of the
incident beam):
Ap=kAL
A¢:27”2/\ sing (3.5)

_ 23|n9u\ 7

Ag

From the result of equation (3.5), it is obviousatttwhen fandA are equal tdgandédg,

2sing/Awill equalA, and the phase difference is simgyr(or an integer multiple thereof).
This is the Bragg-matched case. The quantideand & are now allowed to differ from the
angle and wavelength used to create the gratingy d®viation from the Bragg angle or Bragg

wavelength will result in a path-length differenoetween the multiple reflections. This in turn
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leads to smaller amplitude of the diffracted beamgce there is some destructive interference.

For the case where there is a deviation in eitherréad wavelength or read angle or both, the
phase difference may no longer be an exact multpksr. We can sum all the reflections
taking care to include the phase difference to rdatee an expression that will include the

effects of de-phasing:

Usifracted = fo +To(1=To)e @ +1o(1-1 )76 220 + 1 o 1-r )"/ ("%
L i (3.6)
— n-1 -1)A
Uldiffracted = Z o (1_ ro) el(n JAp
n=1

In equation (3.6)N is the total number of reflections, which is simpd tanH//\J. Evaluating

the sum in equation (3.6), we find:

1-(1-1ry)e'2?
2(1-ro)" cogN Aw)}
1+(1-15)° = 2(1-ro) co§Ag)

u diffracted =

(3.7)
2 [1+ (1-r)*™ -

| ditfracted =

The final expression for the intensity of the diffted beam versu&g can now be plotted and

compared with the results from theory.
The result of equation (3.7) was calculated frowm ¢comparable equation from coupled-

wave theory for non-absorbing transmission gratfhgs
sin® (\/vz + 52)
,7diffracted = 2
1+ 5/2
Vv

The variablesvand {are as defined in reference 6, whereis proportional to the grating

(3.8)

strength andf¢ is proportional to the de-phasing. Both equatiwese used to plot normalized
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diffracted intensity versusA@g=Afdusing the same parameters: an incident angle of 30

degrees, an index modulation bk10*, and an index of refraction of 1.5. The couplemise

theory result (CWT) and the simple Bragg theoryTp8re plotted in Figure 3-7.
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Figure 3-7: Comparison between the CWT and SBT foran index of
modulation of 1e-4
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For this index modulation, the agreement betweentio theories is very good, with a

maximum error of about 1.5%. The absolute valughefdifference between the two is shown in

Figure 3-8. Figure 3-9 shows the result using alemindex modulation olx10°. Figure
3-10 indicates that for smaller values of the indedulation, the agreement is even better. The

same results were obtained for the two theoriesgudig=AA, as one would expect since
equation (3.7) or equation (3.8) depend on the@l#dterence L@ and &, respectively), which

can be caused by a change in angle or wavelendgpéandently.
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Figure 3-10: Difference between the CWT and SBT ifigure 3-9

This simple method for Bragg diffraction thus pd®s a good physical insight into the
Bragg diffraction process, and compares well with more rigorous CWT as well. For our
calculations, we will use the coupled-wave thearypider to ensure a more complete match, as
well as to provide a theoretical match for certzaases such as reflection and slanted gratings that

are not covered by the simple Bragg method.

3.2.2 Coupled-Wave Theory Results

The SBT shown previously provides a good physidetupe of the nature of the Bragg
selectivity. In this section, | summarize the testhat are obtained by using the more rigorous
approach of the coupled-wave theory. For a fetitment, see reference$*or Appendix 10.1.

The coupled-wave equations are found by assunmi@gnteraction of two waves inside
the medium—the incoming waw and the diffracted wav8 All other orders are assumed to
violate the Bragg condition strongly and are igdore The slowly-varying envelope

approximation is also made, and the resulting egustcan be solved for the cases of
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transmission and reflection gratings, slanted oslamied, and with or without loss. Our

experiments use lossless gratings so | will foaushat case here. The geometry in Figure 3-11
shows the notation used in the coupled-wave resit{sperforming the same analysis as found
in Section 3.2.1, we find that the grating spacing equal toA/2sing, where @is the writing

angle for symmetric writing beams.
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Figure 3-11: Geometry for Coupled-Wave results

For a lossless transmission grating, these equafiesd to the following expression for the

diffraction efficiency:
1
sin? (v2 +g‘2)2
= >
(1+£/2j
vV

In equation (3.9),v is related to the strength of the grating compadoethe geometry of the

(3.9)

grating, while the parametér is proportional to the dephasing:
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1
v :nn'd/)l(qqcs)z
& =9d/2c (3.10)
9 =A6K sin(g-6) -AAK?/ 4
In equation (3.10)y" is the index modulation (grating strengttt)s the grating thickness, acd

andcs are the obliquity factors that take into accolnat &ngle of the input beam and the slant of

the grating. The dephasing paramefecan be related to the change in angle or wavdtengt

through the parametef?.
For an unslanted, lossless transmission grating, résults of equation (3.9) can be
simplified to the following rules of thumb:

ong, =1
17

20N,

2 = cotel
A d

(3.11)

For a lossless reflection grating, the equatioessanilar:

(3.12)

wherev has been slightly modified:

1
V=j77n'd//1(cRcS)5 (3.13)
For the transmission case it is important to reveethe grating spacing\ and note that the

angle of the gratingg, is 0 for the symmetric case. This leads to aaheg value for the

c;parameter and the relationship s now:
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A
2cost

(3.14)

Equation (3.14) is very similar to the grating Spgdor a transmission grating in equation (3.3)
except that it is the cosine of the angle thaaken. The difference in grating spacing leads to a
key difference in the angular and spectral bandwidtf these two types of gratings.

Using these results for the spectral bandwidthrasfdmission and reflection gratings, one
can predict the expected performance of volumedrajthic grating filters. From the rules of
thumb in equation (3.11), we see that one way @atera more selective filter is to increase the
thicknessd of the grating. Reducing the grating spaciglso helps to reduce the bandwidth.
For a fixed reading wavelength, this is equivakenthanging the angle to decrease the grating
spacing. These rules hold for reflection gratiagswell, and by plotting equation (3.9) and
equation (3.12) for various parameters, we canra@e several important characteristics. In
Figure 3-12, the two equations are plotted for éqeameters. The writing and reading

wavelength is 532 nm, inside a material with aremndf 1.52 and thickness of 500 microns, at

symmetric writing angles of 3@with an index modulation dfx10™.
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Figure 3-12: Plot comparing the spectral bandwidthof transmission and
reflection gratings
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From the plot it is visibly evident that the bandt of the reflection grating is much smaller

than that of the transmission grating. The redsoithis can be seen by comparing the grating

spacing to grating thickness ratio in both casé®r the transmission case, the ra% IS

approximately 0.001, while for the reflection casiee ratio is 0.00037, almost three times
smaller. In other words, by using a writing geamdhat tends to align the grating planes
parallel to the writing surfaces of the mediumagér effective thickness is obtained. That is to
say, in the reflection geometry, an incident beawsses more grating planes than in the
equivalent transmission geometry. As we showe8ention 3.2.1, the spectral (and angular)
bandwidth is dependent on the total phase differeacumulated over each reflection, and thus
a larger number of reflections means a smalleradi®ri leads to the same phase difference.
For the same reflection grating used in Figure23-d4 comparison between differing

thicknesses shows the expected trend. An incrigageating thickness is accompanied by a

corresponding decrease in bandwidth. This istiftied in Figure 3-13.
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Figure 3-13: Plot comparing the spectral bandwidthfor differing grating
thicknesses
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The equations shown here and the rules derived fiteem are useful guidelines in the

construction of holographic spectral filters, amth e compared to experimental data as well.

3.3 Experimental Results

There are many challenges in making an ultra-natolegraphic spectral filter. As |
showed in Section 3.2, the spectral bandwidthleted to the effective thickness of the grating.
More specifically, it is related to the grating joer divided by the material thickness taking into
account the angle at which the read beam is trangetise medium:

A cotHA (3.15)
A d

In other words, the selectivity increases for almagrating period {\ ) as well as for a greater
number of total grating periods, as seen by thé bemm ¢otd/d ). Thus, increasing the usable

thickness of the material can greatly enhance ¢hex8vity. However, a greater thickness leads
to increased absorption and an uneven gratingleradfie to the absorption of the writing beams
as they traverse the medium. This can be counteyelbwered the photosensitivity of the
material, at the expense of overall sensitivityjolhin turn leads to long write times or high
powers during writing. Issues relating directlythe materials are discussed in Chapter 2.

In addition to the process of creating a thick matethere are additional material-
imposed restrictions. The wavelength sensitivitynost holographic materials (the wavelength
at which they must be written) is almost alwaygha visual range because most research into
light-sensitive dyes has been done in the visiatege. This is partly due to the fact that most
commercial applications for dyes are aimed at tn@dm visual system, and also partly due to
the fact that lasers are available in mostly vesidlavelengths. Fiber optic communications is

carried out at 1550 nm, and although there are lBm@rces and amplifiers for this wavelength
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range, there are no photosensitive materials dlailget. This means that the holographic

gratings for these devices will be operated atfferdint wavelength than the one at which they
will be written.
In the following sections, | will describe the exipeents | have carried out to date along

with the challenges that have | have encountered.

3.3.1 First Test: Dye Laser

Because of its inherently higher spectral selegtivieflection holograms are desired for
spectral filtering. For the first test of the Labtory for Atomic and Photonic Technologies
(LAPT) thick material, a single reflection gratimgas written. In order to test its spectral
selectivity, a scanning laser source was neededthis test, a Coherent 800 series dye laser was
used at a center wavelength of 590 nm, which wierdnt from the writing wavelength of 532
nm. This experiment tested the optical qualitythed first thick material sample, the reflection
holographic filter geometry, and the ability to t@rgratings at one wavelength and read them at
another.

The writing geometry is shown in Figure 3-14. @ain from a 5.5W Coherent Verdi
Nd:YAG laser at 532 nm is sent through a spati&rfito create a more uniform beam profile
and expand the size of the beam. A collimatings leaptures the expanded beam, and a
beamsplitter is used to create the recording andistors are used to direct the writing beams to

the holographic material at an external angle odience off,.,=45°. The index of refraction

of the material has been measured at 1.482, atitesangle inside the medium from Snell’s law

is 8, =28.54. The holographic substrate is mounted on a stalbkéorm that can be rotated

about the z-axis. This is done so that a smalleanfjrotation may be introduced to create a
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slanted grating. The reason for using this sldghtiation from the symmetric case is that for a

symmetric (unslanted) reflection hologram, the rdiffed beam will be overlapped with the
reflected beam. By introducing a small slant antile diffracted beam may be separated from

the reflected beam, so that a direct measuremehedfiffracted beam is possible.

\Laser input X
/ zT_' y

Collimating Lens
Spatial Filter

Non-polarizing

Holographic Material

Figure 3-14: Writing setup for holographic filter

The holographic material that was used was made avibw amount of photosensitive dye to

limit absorption effects. This made the materalfly insensitive, so a 20 second exposure was
necessary. After recording, a peak diffractionceghcy of 27% was measured. The material
was then tested for spectral selectivity usingdye laser. The maximum available sweep was

29.999 GHz total. A photodiode was used to meathealiffracted power. The trace from the



72
oscilloscope is shown in Figure 3-15. The red @dhe frequency scan (29.999 GHz at 590

nm center), and the blue plot is the photodiodeadig From the figure, one can see that the full
bandwidth of the diffraction efficiency is largdran the scan width, and that the diffracted beam
was not properly centered. However, there is enaofprmation to extrapolate the full-width

half-maximum of the spectral bandwidth.
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Figure 3-15: Oscilloscope trace showing frequencyan and diffracted
power

Given that one full sweep is about 30 GHz, we estitnthe FWHM bandwidth of this grating to

be between 40 and 45 GHz. The coupled-wave thesult for a sample of the thickness used
here indicates that a bandwidth of approximatel\G* should be expected. The difference is
most likely caused by the actual grating interaciength being shorter than anticipated due to

the Gaussian nature of the writing beams and thterrababsorption.

3.3.2 Six Holographic Spectral Filters for 1550 nm

In order to test the ability to create gratingst tbeuld actually be used in a fiber optic

network, the next experimental step was to cregfteation gratings for the 1550 nm wavelength
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band. Unlike the previous experiment, where thgelngth difference between writing and

reading was small (532 nm to 590 nm), writing grgsi with a 532 nm source for use at 1550 nm
required a modified approach.

Because of the large difference in wavelength,algratings must be written at 532 nm
in transmission geometry, and read at 1550 nmflaateon geometry. The grating spaciig

for transmission geometry is:

A=l (3.16)
2sing,

In equation (3.16)A,, is the writing wavelength, ané, is the half-angle between the two writing

beams, measured from the normal to the surfacheofmedium. If the grating is being written
with non-symmetric angles, this must be taken iattmount as in Appendix 10.4. The
corresponding expression for reflection geometry is

A=_2 (3.17)
2cosh,

where the reading wavelength and angle are nowtdénath a subscript. Equating equations
(3.16) and (3.17) allows one to solve for the wgtangle necessary to create a reflection grating

at the read wavelength, using the write wavelengtransmission geometry.

g

N \

\.
n , A
b, o

A s Read
Geometry Geometry
A, =532nm A, =1550nm
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Figure 3-16: Transmission write/Reflection read gemetry

This geometry is shown in Figure 3-16. Writingd@ne in transmission, and reading is done in
reflection mode. In practice, this geometry offemsne advantages but also introduces some
problems. If beams with sharply-defined edges waed for writing, such as those that are
produced when the incoming beam is apertured, ib&sing pattern of the beams will produce a
grating profile that is undesirable. It will presean un-even front to an incoming beam in
reflection mode. This can be mitigated by usingdiped beams. Using Gaussian writing
beams, for instance, can help reduce this problgmradually reducing the grating strength at
the edges of the grating; however, the effectivegtle of the grating is also reduced. A full
treatment of apodization and apodizing methods lshbe considered necessary for the future
development of these filters.

Another problem that was encountered involved tlagenl construction. The samples
that were used in these experiments were creatBidrétwestern University and consisted of a
glass cell filled with a polymer material. The ggaof the cell and the polymer had different
indices of refraction, and both differ from the éxdof air. The glass cell was not anti-reflection
(AR) coated because of the particular process editirg these samples. Because the samples
are so much thicker than are normally obtainedtlfis type of material, the procedure for
creating them has not yet been perfected. Oftaedithe cell would crack along the edges,
leaving the sample usable for our purposes butrewggable. Cells that did not crack could be
reused by dissolving the hardened sample usinglanocethylene and cleaning the glass with
methanol. AR coatings would be prohibitively expige for cells that could only be used once,

and so it was not pursued.
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However, the lack of an AR coating led to multipilections that could then interfere

amongst themselves and create ghost and noiseggatirhese ghost and noise gratings lead to
phantom diffraction spots and lower the overalicgghcy of the desired grating. In addition, the
corners of the cell where the glass sides weredfuseated scattering surfaces that led to
scattered, diffuse light throughout the volume loé tsample. In order to reduce this noise
without resorting to AR coating each cell, an inaeatching solution was pursued. A large
glass cell of the same index of refraction as @mae cells was constructed and filled with an
index matching fluid. This effectively created ery large glass cell with the material sample
inside it. The primary reflection to be eliminated the large reflection from the glass-air
interface on the opposite side of the writing beam#/ith no AR coatings and no index
matching, the large refractive index differencewmsn the glass and air creates a strong
reflection back into the holographic material, kevgn on the left side of Figure 3-17. Only one
of the writing beams is shown in the figure, bug¢ thther writing beam will have the same
problem. Because of the large coherence lengtheoource laser, these reflections will be in
phase and can interfere to create ghost gratingaddition, the reflections may reflect from the
joints between the sides of the cell, continuingnterfere and create noise gratings as well as

use up part of the photosensitive dye in the nelteri

Glass Cell & Material Index- Matching Setup

Figure 3-17: Glass cell and index matching setupsitlr primary reflection
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On the right side of Figure 3-17, the large indeatched cell does not eliminate reflections;
however, by spacing out the effective sides ofddlg the reflections do not all reflect back into
the material. The effect of the joints is alsouset greatly. The experimental setup is shown in

Figure 3-18.

Figure 3-18: Index Matching Setup

Overall, the index-matching setup did allow a lbetpeality of grating to be written. However,
once the material creation process is perfected,ntore desirable to use AR coatings to reduce
the magnitude of the reflections rather than trgdatain them. A good AR coating can reduce
the reflections to less than 0.1%, a level at whindy will not be strong enough to create
significant ghost or noise gratings.

Once the writing setup had been tested, we atteiriptereate a set of holographic filters
for use at 1550 nm. For this experiment, six gggiwere written in separate substrates. Each
substrate was made using the LAPT PMMA materiallescribed in Chapter 2. The material
was poured into fluorometer cells and then harddmefdre use. The cells were of optical

quality on all four sides, which is important fosing the transmission write/reflection read
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geometry as beams must be incident on the mafesial all sides. The six cells can be seen

in Figure 3-19.

Figure 3-19: Six holographic spectral filters

The spectral bandwidth of the six gratings was mmeskusing an Agilent tunable source. The
source resolution was 0.01 nm, and the gratingse wezasured for efficiency and spectral width.
The results are shown in Figure 3-20. As the dhtavs, filters 4 and 5 have a larger bandwidth
than 1, 3, and 6, which are all similar, while€fil2 is narrower than the rest. This variation is
partly due to the fact that each substrate wasrifit. The differences, especially in dye
concentration, led to gratings with a varying efficy. Figure 3-20 shows the normalized

results of the test, but the diffraction efficien@ried from as low as 22% to as high as 71%.



78

Comparison of Six Holographic Filters

o
W —
-n,

=
o
T

-
~
T

o
[=2]
T

05k

Mormalized Diffraction Efficiency

02r

01F

I i | 1
1550 15502 15504 15506 15508 1551
hinnm

Figure 3-20: Comparison of six holographic filters

3.4 Conclusion and Next Steps

These six filters are the first step in realizingatnarrow holographic spectral filters for
optical communications. The best result obtained W1% diffraction efficiency and a 0.2 nm
spectral bandwidth. These results demonstratéetsgbility of holographic spectral filters using
the LAPT material. Gratings in the material haveer created at up to 99% diffraction
efficiency, which would be a requirement for minaimg insertion loss in optical
communications systems. Aside from diffractionoééihcy, the bandwidth of the filters must
also be reduced. As discussed in this sectionbaimelwidth is most dependent on the effective
interaction length between the read beam and #hiengr In order to increase this length, higher
guality material samples are required. Once higdlity, AR-coated samples can be created
consistently, beam widths can be almost as widéhadength of the sample without fear of
reflections causing an unacceptable level of noiSee promising approach to further this goal

would be to reduce the horizontal thickness ofdamples. Referring to Figure 3-16, in read
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mode the small angle means that a wide gratingti:i@cessary; it must simply be long in the

y direction. A thinner sample will require lessteral which will allow easier processing. In
addition, less material in the x direction will vétsin less distortion of the writing beams due to
absorption.

In summary, the preliminary work for holographi@atyngs for optical communications at
1550 nm has been performed. Further developmetiteofiolographic material will allow very
narrow spectral filters that in turn can be usedsigper-dense wavelength division multiplexing,

a key enabling technology in solving the "last-rhpeoblem.
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4 Holographic Stokesmeter

4.1 Introduction

Polarimetric imaging ™"’ takes advantage of the fact that a given objeitseand scatters
light in a unique way, depending on its polarimetsignature. Identifying the polarimetric
sighature is equivalent to identifying the scatle®&tokes vecto *° An active polarimetric
sensor is used in applications such as target néomg vegetation mapping, pollution
monitoring, geological surveys, and medical diagioe&

Current polarization imaging systems include med@nquarter-wave plate/linear
polarizer combination® photo-detectors with polarization filtering gragi etched onto the
pixels, and liquid crystal variable retarders. Tdpeed of the mechanical sensor is limited
because each Stokes parameter is determined sidjyerind the wave plate/polarizer
combination must be re-oriented precisely betwesmampeters. At this time, the etched photo-
detector systems cannot resolve the complete Stodéet®r at this time. The liquid crystal
retardation is very similar to the mechanical sermd has a liquid crystal display that replaces
the wave plates and polarizers. This method iks&quential and is restricted by the time it
takes the display to re-orient itself, typically tre order of 100 ms per scan. This limits the
throughput to ~ 10 Hz.

To examine the advantages of the proposed arahmiteeind to quantify its speed, we
examine each component (see Figure 4-1). A tygliak hologram (~1 mm) has a channel
bandwidth on the order of 1 nm (and an angular Wwait of ~1 mrad), corresponding to an
optical response time of ~10 ps. The signal mdaimn can be accomplished with pre-

calibrated field-programmable gate arrays (FPGA)rogrammable logic arrays (PLA) and does
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not require real-time processing. These devicefmme at roughly the speed of the logic

gates, typically on the order of 1 ns. The deteatoay response time is determined in part by
the desired signal to noise ratio (SNR). The SNRprioportional tq/717 , where i7is the

guantum efficiency, | is the intensity, ant the average time. For a typical SNR of 10, the
response time is then given by the detector-spepdrameters and the amount of light reflected
by the target. It should be noted that the comggamposed by a given SNR and the detector
array are common to all of the methods discusseel h&he advantage of our design is that it
can determine the complete Stokes vector in paratieghat the detector and not the sensor is the

limiting factor in determining the speed of the wev

4.2 Basic Architecture

The architecture is shown in Figure 4-1. The ing@nimage is split into two copies using a
beam splitter. The first beam is diffracted intetbeams using two multiplexed holographic
gratings. The second beam passes through a guarter plate before diffracting from a similar
set of multiplexed holographic gratings. The @iffied beams are projected onto four CCD
arrays. Their intensities are summed with prefdateed weights to compute each component
of the Stokes vector. These weighting factors @eeermined by using the parallel and
perpendicular polarization components of diffractito formulate the Mueller matrix that
describes the transformation of the initial Stogasameters by grating diffraction. This design
takes advantage of the fact that a hologram isiteens$o the polarization of the incident light,
and the weighting factors can be determined amaljyi by using a Mueller matrix analysis of

the architecture.
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Beamsplitter Holographic substrate
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Figure 4-1: Holographic Stokesmeter Architecture

For an arbitrary image pattern, the diffractionicécies depend also on the range of
spatial frequencies. Here, we restrict our analigithe simple case of a plane wave incidence,
which can be extended easily to analyze the gewass. Figure 4-2 illustrates the progression

of the light through a thick hologram.

Ii ><\ It Ii
_|Q 1Q_,1Q

Front Holoaram  Exit

M, =Mgg M . M
Figure 4-2: Mueller matrix representation of holographic diffraction
This process is represented mathematically byiassef Mueller matricéé' # that describe the
transformation of the input Stokes vectgr The Stokes vectobes of the transmitted beam

through the front surface of the hologram is:
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(42,42 2 2
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whereMs is the Mueller matrix for the transmission frone tinont surface, and|and t; are the
Fresnel transmission coefficients correspondinght components of linearly polarized light
parallel and perpendicular to the plane of inciden©ne can describe the Mueller matrix for the
exit surface of the hologram in the same manner.

In order to construct the Mueller matrix for theating itself, My in Figure 4-2, we
describe the amplitude of the diffracted beam farapfel and perpendicular incidence in a
manner analogous to the Fresnel reflection/trarsanscase. For our purposes here, we need to
describe only the diffracted beam and not the traitsd component. The relevant parameters

are illustrated in Figure 4-3.

Figure 4-3: Volume grating diffraction

U; is the input beam, andy, is the output beam, whetgand (i, are the respective polarization

vectors normal to the direction of propagatioi.is the grating vector, which makes an angle

with the z axis. We recall that the amplitudehs diffracted beam is given BY:
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2
Yo _ig sin \/(K(ui.uo)d)
Ui y

= /COS@' y=cosf cog, xk=rm A
cosb,

Here, n' is the index modulation depth. For the specedes of polarizations parallel and

(4.2)

Q

perpendicular to the plane of incidence, the dotlpct in (4.2) can be simplified as:

k°d?
y

b(d)n =4 :—iasin[\/’(zcosz 46 -¢)d? J

b(d)D =U,=-— iasin[

4.3)

U, y

The Mueller matrix for the hologranM() and the transformation of the Stokes ve&oare

given by
u|2|+ué ué— u|2| 0 0 I, »
2 2 2 2
Su=My S _ljug-up vty 0 0 1[92 @ (4.4)
2l 0 0 2yw 0 [[Ui] [Un
0 0 0 2y Vil [VH

For the architecture proposed above, we must desdhie diffraction amplitudes from two
multiplexed gratings. These gratings must be sfigcdesigned so that they have the same
Bragg angl@y . Following our previous analysiSwe can design two orthogonal gratings such

that they each share the same Bragg angle. Thétaaepof the diffracted beam from th8

grating is given as:
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(4.5)

éo=

We can evaluate the parallel and perpendicularrizaléon cases as in (4.3) and obtain the

proper coefficienta), and u;.

The proposed architecture can now be completelfyae@ using the Mueller matrices
found above. The Mueller matrix for one gratingleé hologram is:
Mi=Mgs M . M s (4.6)
whereM g is the matrix for the front surface, a¥igg is the matrix for the exit surface. Using

(4.1) and (4.4) in (4.6) we find that the transfatimn of the input Stokes vector is given by:

A+B A-B O 0 i, I,

1|A-B A+B 0 0 Q| |

2| o o 2/AB 0 ||U | |y 4.7)
o 0 0 2/aB|lVi] [Vi

A=tfspUiteg,  B=thg 4 15
Equation (4.7) shows the Stokes vector that igatited from one grating. The second grating
will produce an equation of the same form but wdifferent grating coefficientsl. Both
eguations have the same Stokes vector as inpubegrause the grating parametediffer, they
will produce different output. Note that by usimgensity detectors and given the form of the
Mueller matrix in (4.7), we can only determine tlest two Stokes parameters. In order to
determine the other Stokes parameters, we must haMeieller matrix with non-zero off-

diagonal elements in the third and fourth columhhis can be achieved, for example, by a
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rotation of the holographic grating about the zsaad by a similar rotation of the polarization

axis of the incident light. This simple rotatiandescribed by the following Mueller matrix:

1 0 0 0

M=) o S0 438)
0 siny cosy
0 0 0 1

This is the optimal choice because it can be redlizy simply rotating the device when in use.
This rotation allows us to find two equations foettwo beams diffracted by the first set of

multiplexed gratings:

ln =1 (Al +Bl)+(Q cos(J, U, sin(, )(Al_ Bl)

(4.9)
leo =1 (Az +Bz)+(Q cos(d2 )Y sin(g )(Az‘ Bz)

where the subscripts 1 and 2 denote the two sepgratings. The angjgdenotes the angle of

rotation for gratings 1 and 2. The next set ofatigmms comes from the beams that pass through
the quarter-wave plate and diffract from the thartd fourth gratings. The quarter-wave plate
adds arr/2 phase shift that interchanges the U and V parasei€ the Stokes vector:
COSE ) cosg+7 2)= —sine) andsin(¢€) - sin(c+7/2)=cos). The second set of

equations is rotated an angieand is thus:

lis =1 (As +Bs)+(Q cos(@1 Y sin(@; )( As- Bq)

(4.10)
lea =1 (A4 + B4) +(Q cos(F, 1\ sin(, )( Ay~ B4)

Because the quarter-wave plate has changed U intweévnow have four equations
involving all four Stokes parameters. We are reggito measure the four diffracted intensities

in order to determine the Stokes parameters. Téeng coefficientss and the Fresnel reflection
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coefficients can be measured to find the coeffic&€8 and B’s, which in turn can be used to

pre weigh the detector arrays for the imaging pgece
To determine the constraints on the device parameteat are required for fully
determining the complete Stokes vector, we writeatiqns (4.9) and (4.10) together in matrix

form asl; =M'S;. M' is the so-called measurement matfixis the input Stokes vector to be

solved for, and; are the four measured intensities. For our nat@arameters, an example
measurement matrix is given:

0.24320 -0.04187 0.23746 0

0.68596 -0.03614 0.00637 0

M = (4.11)
0.28996 -0.04897 0  -0.277

0.21291 0.11626 0 0.0205

We have verified numerically that this matrix detéres the Stokes vector robustly for a range
of input values. In the next sections, | show hbe optimization of the conditi6h ® of the

matrix affects the robustness of the Stokesmeter.

4.3 Volume Grating Requirements

In order to realize a practical holographic Stoketsmn the performance of the
Stokesmeter must be characterized as a functias parameters. The polarization dependence
of the diffraction efficiency is the most importgoirameter (and depends itself on many other
factors), but others include the type and orieotatiof the holographic material, the
characteristics of the waveplates and other opisexl, and the sensitivity, or desired signal-to-
noise ratio, of the detectors. In this sectioghdw the results of work done to understand the
various factors that affect the noise tolerancé¢hef Stokesmeter. In pure mathematical terms,

the requirement for robust operation in the presasfanoise is simple: the measurement matrix
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must be well-conditioned. One requirement is tim&t matrix must be invertible. Other

figures of merit have been defined and used toacherize the condition of a matfi%,® but for
our purposes it is enough to simply try to maxintize value of the determinant of the matrix.
Using the Mueller matrix calculus described abowve,can combine the effects of the

Fresnel reflections, hologram diffraction, and drdis rotate angles into one measurement

matrix:
lu| [A+B (A-Bjcos(d) (A-B)si{Z) 0 |
2| | A+B (M- Beod 7)) (A B)sif 2) S T
lig| |As+By (A~ Bycoy ) 0 ~(A- By sif 29 ||U |
el [A+By (A Byood 29 0 ~(A-B)si{z)|v

The coefficientsA; and B; depend on perpendicular and parallel componentheofiffraction
efficiency for theith grating andy; are the angles of rotationl;;_, are the four measured

intensities that are required, ah®, U, andV are the four Stokes components to be determined.

d®” 8 the diffraction efficiencies of the

In order for the matrix in (4.12) to be well-condite
four gratings need to be chosen properly along i other parameters. Given that the
coefficients of the matrix in (4.12) depend on piakaion-sensitive diffraction, it can be seen
that in order to design a robust system, one meistble to control the amount of diffraction for

each polarization very carefully. For examplanéy be desirable for A-B to be a large negative
guantity, which requires a grating that ideallyfidi€ts only p- polarized light. One might also
require A-B to be a large positive quantity, remgra grating that ideally diffracts only s-

polarized light. We demonstrate preliminary resulbor such gratings and show that the
polarization dependence of these gratings can dwately described by coupled-wave analysis.

The derivation of the coupled-wave equations foiteary polarization is straightforward

and can be found in reference 17. Here we présentsult:
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0 . g oA
cos — U =-ix (G = G )

: (4.13)
COS@d E Ud = —iK(lji 4 ':Id) Ui

Note that fory, » Oy =1, the equations reduce to the case of perperdiqdlarization. The

diffraction efficiency for general polarization fols from equation (4.13):

) IR d
=sin”| k(U * —_— 4.14
yi ( ( i Ud)\/m] ( )
For the case of parallel polarization the dot paidue 0y = —cos( 2(6?, —qa)) and the equations

for the diffraction efficiency of each polarizatiane as follows:

o = sin? m d
A Jcosg coy

. o m' d
= 26 —
=30 [ 7 Joosg comy %\ X ¢)]

(4.15)

One can observe what can be considered a hologr&rewster angle for geometries such
thatgd —p=45°.

Studies of the polarization dependence of thealiffon efficiency have been carried out
for the case of achieving elimination of one unweadnpolarization, using the holographic
Brewster angle method, for the purpose of creatiolpgraphic optical elements.?® We are
interested in establishing the precision with whilcl observed polarization diffraction contrast
matches the analytic theory. In particular, tlaguires an indirect determination of the index
modulation amplitude from the diffraction efficignof one polarization. This value is then used
to predict the diffraction efficiency at the othpolarization, in order to compare with the

experimental value.
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The Memplex material we use is a dye-doped phoyopet with an index of

refraction of 1.482 and a sample thickness of 2 ntaiven the index of this material, it is not

possible to achieve the requiréd- = 45° condition using beams incident on the same surface.

However, if one were to use a cubic geometry, thadition is easily achievable. The gratings
used here were written at 532 nm with writing aege52.5 and 57 degrees to produce a slanted
grating. Reading was done at the same wavelengtrat57 degrees. Six individual gratings
were written using different exposure times. Thféattion efficiency was then measured for

various angles of the polarization of the incidesstd beam. The readout setup is shown in

Figure 4-4.
Holographic
% Substrat
|_| 6 > Transmitted Beam
I—I Diffracted
Beam

Detector

Figure 4-4: Readout setup

Theoretical results were calculated using equa#obs). The value of' was calculated using
equation (4.15) with measured values of the diffoacefficiency and compensating for Fresnel
reflection loss.

The gratings were read at the Bragg angle, so nigées: of the incident and diffracted
beam are known and were used to determine Fresfiettions. These reflections were taken
into account, and equation (4.15) was used to uhiter the theoretical diffraction efficiency.
The theoretical and experimental results are mlatteFigure 4-5 without using any free fitting

parameter.



91

el &
015 ‘%&% r';Ef OOOM
&

0.1

Diffraction Efficiency

0,

0.05

0 15 30 45 60 75 920

Half-wave plate angle

O Grating 1 A Grating 2 OGrating 3

Diffraction Efficiency
o
o
w

0 15 30 45 60 75 90

Half-wave plate angle

O Grating 4 © Grating 5 A Grating 6

Figure 4-5: Theoretical vs. Experimental polarizaton dependence of the
diffraction efficiency

Note that the experimental deviation from the cedplhave theory is very small. These results
also demonstrate a high degree of contrast inadifivn efficiency between the s- and p-
polarizations, greater than 70% in some cases.

Two separate numerical simulations were performeatder to simulate the performance
of the holographic Stokesmeter in the presenceosen The first case considered the effect of
additive white Gaussian noise (AWGN) added to tbar fintensity measurements. The
measurement matrix is assumed to be known withwat.eThe second case considers no noise
in the intensity measurements, but includes noighe measurement matrix itself. For each of

these cases, a variety of Stokes vectors weredtess@own here are the results for the Stokes
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vector [1 -06 O 0.8] averaged over 200 runs. Percent error is platéesus the contrast

ratio of the gratings. The grating parameters ugseithe simulation were in favor of stronger
diffraction of perpendicular polarization for thiest and fourth grating and in favor of stronger
diffraction of parallel polarization for the secoadd third grating. The rotation angles used
were 5 and 40 degrees. Using these grating pagasnétads to an improvement of the
measurement matrix; however, these parameters tdoecessarily represent the optimal set. A
more exhaustive search through the entire paransgi@ce is required to fully optimize the
measurement matrix. The variance of the noise wsad-25, -30, -35, and -40dB compared to a
maximum normalized intensity of 1.

The results for case one are shown in Figure 4A& see from the figure that as the
contrast ratio increases, the average percent afegreases, with limiting gains in the
improvement past 50% contrast. These error resubisspecific to the chosen input Stokes

vector, but the general trend is the same for hitrary input.

Percent Error versus Contrast Ratio, AWGN in intgrmaeasurementg
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Figure 4-6: Percent error plotted versus contrast atio for each Stokes
parameter for the case of AWGN in the intensity mesurements. The
separate lines in each graph represent the differémoise levels: +=-25dB,
0=-30dB, x=-35dB0=-40dB, *=no noise
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The results for case two are shown in Figure 4Fiis case shows the same trend of

decreasing error as the contrast ratio increases.

Percent Error versus Contrast Ratio, AWGN in messant matrix
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Figure 4-7: Percent error plotted versus contrast atio for each Stokes
parameter for the case of AWGN in the measurement atrix. The separate
lines in each graph represent the different noiseelels: +=-25dB, 0=-30dB,
x=-35dB, 0=-40dB, *=no noise

Note the unusually large error for contrast ratdues less than 50% in this case. This is due to
the fact that the noise is added to the measurematrix in this scenario, and for average noise
values that are larger than the difference betwbenparallel and perpendicular polarization
components of the diffraction efficiency, the siginthe termsA+B; in equation 1 will change.
This can lead to very large errors in the calcafati As the contrast ratio increases, this effect
lessens and the percent error rates approach noatugis.

As we can see from the data in Figure 4-6 and Eigd¥, for contrast ratios of greater
than 50%, a relatively noise-tolerant holographickBsmeter can be constructed depending on
the noise level and the desired percent error. gragngs shown here demonstrated a contrast
ratio of above 70%, indicating that they will beegdate for use in constructing a preliminary

version of the holographic Stokesmeter.
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If a further improvement in signal-to-noise rat® desired, a heterodyne receiver

configuration can be easily added to the hologm@fokesmeter architecture. This architecture

is illustrated in Figure 4-8.
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UM N\ ﬁ‘\\ . H o > 140)
> raks 12(s)
Hd > 1)
T PBY &y 1(S)
L Ha Y 1p
— PBY 1o 14(S)
‘/T (1) /

Figure 4-8: Heterodyne receiver for holographic Stkesmeter

The four diffracted beams represent the four interssto be measured. These beams are mixed
with a strong local oscillator using polarizing besplitters. The local oscillator is chosen to be
linearly polarized at 45 degrees so that both #rpgndicular and the parallel components of the
diffracted light will be mixed with the local oskEtor evenly. Each of the eight beams is then
sent through a standard heterodyne receiver acthiige and the value of the perpendicular and
parallel components of each of the four diffradbedms is recovered. These can then be used in
conjunction with the measurement matrix to deteamthe four Stokes parameters. The
heterodyne architecture is advantageous becausanithelp overcome the system noise and

improves the signal-to-noise ratio by providing iéiddal input intensity.
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4.4 Holographic Beam Combiner for an Active Holographic

Stokesmeter

In addition to the heterodyne receiver architectiorethe holographic Stokesmeter, an
active source configuration can also improve tlgaaito-noise ratio. In a passive holographic
Stokesmeter, the ambient light reflected by thgdiis used to generate the polarimetric image.
If an active source is used to illuminate the tgrgdarger amount of light can be captured. A
holographic beam combiner can be used to creatghaplower source by combining several
lower-power sources. In principle, an Nx1 coherbem combiner (CBC) system with
amplification can be implemented with a tree ofventional beam splitters as shown in Figure

4-9%

PHASE LOCk

:
LASER &

LaseR i
]

Figure 4-9: Conventional phase-locked beam combinesystem

At every node of the tree there is a 50/50 beanttepl The same tree of beam splitters
operating in reverse combines the beams. Maximutpub is ensured by phase locking, which
can be implemented with, for example, electro-@btimodulators (EOMs) with feedback.

However, a much more robust system that requingsrfeptical components can be constructed

with coherent holographic beam combiners (CHBQtemwvn in Figure 4-10.
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Figure 4-10: Holographic beam combiner system

In addition, we will show that a CHBC in our expeéntal setup can be used as a high precision
surface sensor. A CHBC is a holographic structwith N superimposed common-Bragg-angle
gratings that can be prepared by recording thegnatos sequentially, with the reference wave
incident at a fixed angle and the object wave iecidat a different angle for each of tNe
exposure§l 34 92,93

In this section, we demonstrate a CHBC using volumenultiplexing of gratings in a
thick polymeric substrate. Our experimental resglbmpare well with the theoretical model
based on the coupled-wave theory of multi-wave ngjxin a passive mediufn® 3% % we

assume that the gratings are recorded in a dieléosisless material that is infinite in the x and

directions, and that all waves are propagatinghi@ x-z plane and are polarized in the y
direction. A grating is described by the gratirector K_ with an amplitude|Km| =2mIN,,
whereAnis the period of then” grating. Propagation of monochromatic (angulagfiencyc)
scalar plane waves in the gratings is governed Ihe tHelmholtz equation
0°E(x, 2) + K’E(X, 2) =0, whereE(x,z)is the scalar field assumed to be independent ahgk

is the wavenumber. The total electric field in gratings can be written as:

E(x, 2= R 3expt pOX)+>. S( yexpt &, 0 X (4.16)
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whereR andS, are the amplitudes of the reference afftdiffracted waves anK = (x,y,z .)

—

The wavevectors of these beams are related vighlase-matching equatiod,, = o - K,,.
Assuming that p is the input wavevector, we defihe|= 5, Where,é’:(a)/c)\/g_O is the
propagation constant in the medium. We restrictanalysis to the Bragg-matching condition,

according to which|d,, | 8. Using phase-matching terms, in the slowly vagyanvelope

approximation (SVEAS? the wave equation reduces to:

CroR/0Z== P K, S,

) (4.17)
C,,0S,/0z=- k ,R

We define the obliquity factorGg for the reference an@sm for the m™ diffracted waves

as C,=p,/B and C,, =0,,/B, and the coupling constany; =m,,/A, where n_ is the
amplitude of spatial modulation of the refractineéex defined byn(x,z) =n, +an cosK,, X).

Them™ grating is characterized by the grating strength= mmd/()l(CRCSm)W), whered is the
thickness of the material. We define the diffranti efficiency of the m" grating
M = (Canl/Ca)S(@)S,) ().

In the beam splitter mode, the input waRelluminatesN superimposed gratings at the

common Bragg angle and couples into diffracted w&e . . & The waves produced by the

CHBC have equal and maximum diffraction efficiescvehen theN grating strengths satisfy the
condition(z V,i)l/z =72. Therefore, the  optimal grating  strengths  are
V=V, =..=V =V = /2:/N . From time-reversal symmetry of Maxwell's equasp it

follows that a beam combiner must show maximumraktion efficiency for the same grating

strengths that would yield maximum diffraction eiéincies for the beam splitter mode. The
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boundary conditions for the gratings in a beamttgplmode az=0 can be written aR(0)=1,

S(0)= S(0)= . . . =5(0)=0. The solutions of the differential equations ztd are

R(d):cos(\/ﬁv) and Sm(d):—j(il/\/ﬁ)sin(\/ﬁv). We see that whemMN superimposed

holograms are considered as a single hologrameffeetive grating strength i N times the
individualm™ hologram grating strength.

In the beam combiner mode the wa&s . . & illuminate the superimposed gratings,
each at the corresponding Bragg angle, thus produgicombined diffracted wavR In the
presence of a linear phase delay betweerNtimput waves, the boundary conditionszaD are
R(0)=0, Si(0)=1, $(0)=€% S(0)=€?%, 4(0)=e % . . . §(0)=e N"V? wheregis the phase delay.

Definingy:Z(HCSm)K,i/CSm, we obtain the solution atz=d to be given

by R(d) = —j[n CSm/(CRy)]M[ZKm exp(j(m—l)qa)]sin((y/n CSm)]/zd). The intensity of the
output wave of a beam combinerliss R(d)R' (d . )

Our holograms were written and read with a freqyetmubled CW Nd:YAG laser
operating at 532 nm. We recorded six angle-maltiptl holograms in the photopolymer-based
MemplexX’ thick holographic material developed by Laser Bhims Technology, Ing’ %%
The incident angle of the reference wa&@/as held constant during every exposure. The beam
S . .. $ were recorded at fixed angular intervals. Durihg readout, the reference be&mn
illuminated the holograms at the common Bragg gngled the beams, . . . § were
reconstructed simultaneously. The numerical sittafdaresults for beam profiles are presented

in Figure 4-12(a). Figure 4-12(b) and (c) show ¢xperimental transmitted’( and diffracted

beam profiles.
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Figure 4-11: a) Numerical simulation b) Transmittedbeam c) Diffracted beams

We estimated the value of= 0.23t1 by fitting the numerical simulation curves to the

experimentally observed beam profiles. This valie only slightly larger than

V= 77/2\/5 = 0.204r7, at which the maximum diffraction efficiency ishaeved.

The optical setup for demonstrating a six-beam doarhs presented in Figure 3. The
input beam from the laser illuminates the holograrthe direction of referend®. The gratings
act as a beam splitter, producing six diffractedregaindicated by solid lines in the diagram.
The six waves are collimated by a lens, and redtbdty a tilted mirror. The lens is placed a

focal length away from both the CHBC and the mirrororder to create a diffraction-free 4f

imaging system.
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Figure 4-12: Experimental setup for holographic been combiner

The mirror was rotated with a piezoelectric elemepta small angle to vary the phase delay.
The angle was small enough so that the reflectachbavere Bragg-matched. The bed&ns. .
S were recorded at fixed angular increments; theegfthe phase delagbetween the adjacent
waves is a constant for a given angle of the mirfbne six reflected waves represented by the
dashed lines illuminate the hologram in the beammlioer mode. The combined beam is
partially reflected by a 60% reflecting beam splitand monitored by a photodetector.

Figure 4-13(a) shows the numerical simulationshaf &bove equations for the output
intensity of a six-beam combiner with unit integsiiput beams as a function of the phase delay

gfor three different values ®=0.204t, 0.123t and 0.08.
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Figure 4-13: a) Numerical simulation b) Experiment&result

We see that the intensity profile obtained by suivithe coupled wave equations
resembles the familiar multiple beam interfereneétgun. We estimate the finess$e ©f the
CHBC's by dividing the peak-to-peak angular bandtvi(talled free angular range (FAR)) by

the half-peak intensity angular bandwidth¢,,). While the maximum intensity varies as a

function ofv, all three cases have the same finesse valke®f Note that this value is the same
asN, the number of beams combined. This is to be @eple since the finesse of any resonator
is directly related to the number of beams thatirdoute to the peak of the interference curve.
Indeed,one can also show analytically thEt= N for N coherent oscillators. Figure 4-13(b)
shows the intensity of the partially reflected caneld beam measured by the photodetector. We
estimate the finesse of this six-beam combineretd ¥, which is very close to the theoretical
value of 6.

We denote byolthe sum of the intensities of the diffracted be&ns. . S measured just
after the CHBC when it is operating as a beamtsplitSincev=0.23t for our CHBC, the peak
of the output intensity of the six-beam combinecadculated to be 0.9¢| Because we used a

60% reflection beam splitter (B.S), the detectadnnity of the output beam from the six-beam
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combiner, corrected for the Fresnel reflection fritra hologram’s surface, was expected to

be ~ 0.5. However, the height of the largest peak in Fegdb) was measured to be about
0.4lh. The discrepancy with the theoretically expectadue is perhaps attributable to the
residual imperfections in the experimental proassvell as to the inherent assumptions in the
coupled-wave theory analysis. For example, whiketheoretical model assumes the use of the
plane waves, the actual beams employed had trasgsugensity distributions that are Gaussian
in nature. In addition, the analysis assumes peBeagg matching which is difficult to achieve
experimentally.

To summarize, we demonstrated a CHBC for six beatms32 nm using volumetric
multiplexing of gratings in a thick polymeric sukst. Our experimental results compare well
with the theoretical model based on the coupledeataeory of multi-wave mixing in a passive
medium. This work could be used to create a higlvgr source for an active holographic

Stokesmeter, creating an all-holographic activepphtion imaging system.

4.5 Conclusion and Next Steps

The work that is documented here represents thela@wment of a fundamental concept,
the holographic Stokesmeter, towards a usefuljzaale device. Work has been done to show
the limitations and requirements of the device umibése, as well as to improve the performance
of the device by adding an active light source.is™Mwork helped to form the foundation of our
group’s efforts in developing a holographic Stokesmn, and my colleague Dr. Jong-Kwon Lee
has continued this work and developed the imaginggrties of the holographic Stokesmeter, as
well as a spectrally-resolved Stokesmeter and dopimbandgap-based Stokesmeter that has

the potential to operate at many wavelengths anldetéhe key component in a polarization-
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discriminating laser radar (LADARY: '° 2! This polarization-discriminating LADAR could

be used to add polarization sensitivity to a haphic smart eye, which is itself described in
Chapter 8. Future work on the holographic Stokeemill center on the development of a
Stokesmeter that operates in the same band as LAD&WRh a polarization sensitive LADAR
could then be used to acquire query images forlaghaphic smart eye. This application is

discussed in more detail in Chapter 8.
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5 Super Parallel Holographic Architectures

5.1 Introduction

In many situations, it is necessary to identifyaeget rapidly’>® For DoD scenarios, a
target is typically detected using a synthetic aperradar (SAR). This image is then compared
with images stored in a database in order to asodtie identity of the object in question. There
are many techniques for performing this task. @ménique employs digital signal processing
(DSP)!* wherein a DSP chip or a dedicated electronic itiiswsed to compare the images bit-
by-bit serially, thereby identifying the image wittie highest degree of correlation to the target
image.

An important alternative to this approach is aolohphic optical correlator (HOC),
which takes advantage of the inherent paralleli$mptics. Specifically, the images comprising
the database are stored in a hologram, via anguldtiplexing. Using a spatial light modulator
(SLM), the target image is transferred to an optieam, which in turn illuminates the hologram
while scanning its angle of incidence. If a maglfound, a bright correlation beam is produced
in a pre-specified direction, thereby identifyirtettarget-matcf? > HOCs are employed for
many optical signal processing applications, ingigdn pattern and character recognition, in
computer/robotic vision for object tracking, and ithe implementation of artificial neural
networks!%31%

HOCs can perform correlations nearly three ordérmagnitude faster than typical DSP-
based correlators. This increase in speed refults the fact that in the HOC the bits are

compared in parallel. However, the HOC is limitederms of the number of images that can be

gueried at one time. Specifically, the maximum bemof images that can be stored in a single
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spatial location via angular multiplexing is typigalimited to a few thousand®: 3" This

problem can be overcome by spatial multiplexingereby different sets of images are stored in
different spatial locations. Using a large holgdma substrate, it may be possible to employ
more than one thousand different spatial locatioAsdisadvantage of this approach is that the
substrate must be translated in two dimensionsrderoto provide access to each location,
thereby slowing down the effective speed of cotretasignificantly.

We have developed an architecture that overconisdittitation® % Specifically, we
propose a design wherein the query image is smiit many copies. This is performed by a
highly efficient holographic multiplexer/demultipler (HMDX), which is produced by writing
multiple high efficiency Bragg gratings in a thiskbstrate, with a common reference beam and
multiple object beams at varying angles. Thus,tiplel query images are formed, and each is
presented to a different spatial location in théogaphic memory unit (HMU). A series of
optical elements are then used to decipher thetiregdliffraction patterns. The net result is that
the images in all the memory locations are quered, a potential image match is achieved in
the same amount of time it takes for the convemli®fOC to query the images at one location.
This super-parallel holographic optical correlatePHOC) exhibits a parallelism beyond that of
conventional optics.

In addition, the SPHOC can be employed as a sugedipl holographic random-access
memory (SPHRAM) by reversing the direction of threaims inside it. By running the SPHOC in
reverse, a high-speed holographic memory can ba&tecte Both the SPHOC and SPHRAM
require a specialized optical component, the lersiay. In this chapter, | summarize the work

that has been done to realize this component atidtbe SPHOC and SPHRAM architectures.
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5.2 Super Parallel Holographic Optical Correlator

5.2.1 Architecture

The architecture of the super parallel holograpiptical correlator is designed to allow
the correlation operation to take place at eachm@ny of) the spatial locations in a holographic
database. Specifically, we propose a design whéhei query image is split into many copies.
This is performed by a highly efficient holographieiltiplexer/demultiplexer (HMDX), which is
produced by writing multiple high efficiency Braggatings in a thick substrate, with a common
reference beam and multiple object beams at vargimgles. Thus, multiple query images are
formed, and each is presented to a different dplattation in the holographic memory unit
(HMU). A series of optical elements are then usedecipher the resulting diffraction patterns.
The net result is that the images in all the menlocgtions are queried, and a potential image
match is achieved in the same amount of time iesalor the conventional HOC to query the

images at one location. This SPHOC exhibits a fgisth beyond that of conventional optics.
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Figure 5-1: SPHOC Architecture

The architecture of the SPHOC is shown in Figute 5Fhis figure is a schematic only,

not a representation of the actual dimensions gteanof the components or system. A laser
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beam is sent to a SLM to pick up the query sigr@hce the query image is imprinted on the

optical beam, it is directly by a beamsplitter thgh an image flattening beam reducer (IFBR)
which resizes the image and directs it towards #ogdnaphic multiplexer/de-multiplexer
(HMDX). This component of the SPHOC is responsitale splitting the image into multiple
copies (one for each spatial location). A hologiapedirector (HR), which can also be a prism
or other angle-changing optic, directs the beantiedholographic memory unit (HMU). Each
spatial location of the HMU has many holograms exslousing angle-multiplexing, and each
location is being addressed simultaneously. Anyetations produced will exit the HMU at the
angle at which they were recorded. A lenslet athey collects these correlation beams which
are then split into two components using a beantitespl One component gets focused by
another lenslet array (LLA) onto an array of CCBrmeénts (CCDA). ldentifying the position of
the detector element that sees the highest sigalalsythe information about the spatial location
of the matching image. The other part of the bgaes through another HR. This HR redirects
all the incident beams to a central point, withfmausing the beams coming from the same spot
with respect to one another, as shown.

These beams are now passed through angtMBxx, which is identical to the one used at
the input, but now operating in reverse. Howeuse, reverse operation has the potential problem
that additional beam patterns (weaker than the gemerated along the axis) will also be
produced. A simple aperture can be used to elitmitieese unwanted beams. After the aperture,
a beam expander is used to match the size of teendeCCD array. The position of the element
of the CCD that sees the brightest signal yiel@sitiiormation about the angle of the matched
image. Data obtained from both CCD arrays, propenigsholded, can be sent through a digital

logic circuit to identify the image that is matched
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5.2.2 Preliminary Experimental Data

Our experimental results were obtained using Merifflenaterial produced by Laser
Photonics Technologies in Amherst, MA. This maleaad variant thereof have been used
previously for memory storage and non-spatialritig applications. The substrates were 3.7 cm
x 3.7 cm in lateral area and 2 mm thick. Our hadogs were written and read using a frequency

doubled Nd:YAG laser operating at 532 nm.

a.

Figure 5-2: HMDX test

Figure 5-2 displays experimental images from two B4 that we produced. Figure 5-2
(a.) is a schematic of the 3x3 HMDX working as & plitter. Figure 5-2 (b.) is a CCD capture
of the SLM image that was used to illuminate thittep, and (c.) is an image of the resulting
output. The irregular bright spots in the backgwh Figure 5-2 (b.) is due primarily to dust
contamination of the SLM surface and imaging optiEke irregular spacing of the far right
column of images in Figure 5-2(c.) is a result loé imaging optics and was not due to the

HMDX. Figure 5-2 (d.) is an image of the outputaoix20 HMDX when it was illuminated with

a plane wave beam.
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Figure 5-3: SPHOC Initial Results
Figure 5-3 displays experimental images obtainagthduesting of the HMDX and HMU
components of the SPHOC architecture. The SLM quergge was routed through a 1x3
HMDX. The three resulting images were then used toygieee separate HMU locations, each
containing an identical set of images. The columrthe far left displays the query image used
during correlation. The other three columns in Fegb+-3 display data collected using each of the
three query beams. The eight images in each cohmCCD captures of the diffracted beams
that emerged from the HMU during correlation. Théels at the bottom of each column indicate
the location of the diffraction spot that corresgerio a stored image. Taking the top image in
column I. as an example, we see that image (a.pkeised a diffraction spot in position (a.)
which is the matching image. The data clearly shdwas the appropriate diffraction beam, or
spot is being excited by each query image which daestnates the way our architecture will

identify the target images.
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5.2.3 Conclusion

Although the SPHOC architecture showed great promisie & ability to correlate in
multiple locations at once, there are fundamestales with the architecture that will most likely
prevent it from maturing. One drawback of the desggthat the correlation is performed in a
thick media (the HMU) so that the correlation is m@nslation-invariant. A more serious
problem is encountered when multiple partial cotrets are considered. In the architecture
described here, a number of partial correlationddcpossibly cause a false positive, or outweigh
a true correlation. Although there may ultimateéy & viable solution to these issues, we have
instead focused on the very interesting system ithaibtained by running the SPHOC *“in

reverse”.

5.3 Super Parallel Holographic Random Access Memory

5.3.1 Architecture

The principle of operation of Super-Parallel Holggrie Random Access Memory
(SPHRAM) is similar to that of an SPHOC operated inersg. The SPHRAM is shown in

Figure 5-4.
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Figure 5-4: SPHRAM Architecture

During the SPHRAM operation, shutter S1 is open anté $bsed. The HMU is recorded with
the database of interest, using multiple spatiedtions, each of which contains a set of images
that are angularly multiplexed in two dimensionshaff operating the RAM, the user enters the
coordinates corresponding to the spatial positiod the angle of storage for the image of
interest. The position coordinate is used to ajpencorresponding element of a shutter array.
The number of elements in the shutter array isstiee as the number of spatial locations in the
HMU, and the locations are matched. Shutter arrdythis type are available commercially,
using individually addressable ferroelectric liquiystals or MEMS based microdeflectors that
can have fast switching times. Alternatively, one eme a two photon memory, such as
bacteriorhodopsin, as a shutter, in which only theation of interest is illuminated by the
activation laser frequency. These types of shaittan be stacked serially to provide the desired

suppression ratio.
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The angular coordinate for the image is sent toeanb deflector (e.g., a pair of

acousto-optic deflectors), which orients the readnbet the desired angle, which in turn is
translated to a specific position by the redirectdx combination of the reducing telescope,
holographic multiplexer, redirector, and the lehsleray produces a copy of the read beam
simultaneously at each of the locations on the HMIthe image stored at this angle would be
recalled from each spatial location. The shuttesyawould block all but one of these images,

and the redirector and the de-multiplexer would gbedlesired image on to the CCD camera.

5.3.2 Experiment

To demonstrate the feasibility of an SPHRAM, we usesimplified geometry as shown
in Figure 5-5. A pair of galvo-mounted mirrors wased for deflection. The database

comprised of an HMU with images multiplexed at 9 tomas in a 3X3 arrangement.
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Figure 5-5: SPHRAM Feasibility Experiment

Each location contained 8 images multiplexed in @amgular dimension. A holographic

redirector and a multiplexer are used in the sé&ugroducing the read beam. The bottom of
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Figure 5-5 shows a typical set of 8 image dataeedd from the spatial location (3,2) using

this setup. Similar data were also retrieved fromdther locations.

5.3.3 Conclusion

The SPHRAM architecture has the same potential paebce enhancements as the
SPHOC; namely, that by bringing the read beams tb spatial location simultaneously, a large
speed advantage can be realized. However, becaube IBPHRAM a single image in one
spatial location is desired, a set of electro-ophintters can eliminate the unwanted interference
that plagues the SPHOC design. In addition, becaassorrelation is being performed in the
holographic memory unit, the thickness of the makes not constrained to be small enough to
allow translation invariance.

The SPHRAM has the potential to be a high-speed meffioo any type of all-optical
processor. In Chapter 8, | discuss the specifgliegtion of the SPHRAM as the database
source for a real-time optical correlator. In arttefully explore the potential capabilities okth
SPHRAM, the full architecture must be developed. Tédwusibility experiment demonstrated
approximately half of the architecture: readouttttd HMU to the CCD camera. However, a
non-trivial optical element, the lenslet array,ygla crucial role in allowing theimultaneous
access to each spatial location. | will examine ttdmponent in greater detail in the next

section.
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5.4 Lenslet Array

5.4.1 Introduction

Here we examine the key component of the SPHOC/SPHRANItecture, the lenslet
array”® Although in our original design a single lens waedito represent the functionality of
the lenslet array and bulk optics were used for ékperiment, for a demonstration of the
complete architecture a more complex structuregsired.

In the case of the SPHOC, a single lens placed #feeHMU in Figure 5-1 would be
able to resolve any of the diffracted correlati@aims. Each beam has a different angle, which
would lead to an array of possible correlation spotdhe focal plane of the lens. However, in
order to determine the angle and location thatagched, the diffracted beams must pass through
the rest of the architecture as shown in Figureahid described in referent®.For this, a more
complicated lens structure is needed. For theatiper of the SPHRAM, a single lens is not able
to translate position to angle without also focudimg beam. Because spherical wave readout is

not desired for the SPHRAM, this also indicates ghatore complex optical device is necessary.
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f; f, f,

Figure 5-6: Details of a “unit cell” of the lensletarray

Figure 5-6 illustrates one unit of the LLA that m@B8ponds to one spatial location of the
HMU in an SPHRAM. The array of the lenslets izat 0, and there is a collection lenszat
f;+f, to collect and collimate the reference beams aadstate each beam’s position into an
angle. The optic axis is shown as a dashed lireugh the middle of the figure. The large
collection lens will angle the beams accordingheirt individual spatial frequencies as well as
collimating them. On either side of the opticalsai-axis), each angle must differ from its
corresponding angle on the opposite side by an atrgreater than the angular bandwidth of the
HMU to avoid Bragg degeneracy. In other words, tfee two beams shown in Figure 5-6 as
solid lines, the lenslet on thexside of the optic axis must be at a differentatise than the
corresponding lenslet on th& side of the optic axis. In this manner, no anglékbe repeated,
and any two angles are at leaS8 apart, whereAd is chosen based on the Bragg angle

selectivity of the HMU.
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Each spatial location of the HMU has a correspopdinit of the LLA to redirect and

collimate the possible correlation beams. An eXangd a three spatial location HMU and

corresponding LLA is shown in Figure 5-7.
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Figure 5-7: LLA in a 3-spatial-location HMU SPHOC/SPHRAM
architecture. Beams propagate left to right for SPIOC operation, and
right to left for SPHRAM operation.

5.4.2 Phase Transformation for Plane Waves

We use Figure 5-6 to analyze the phase transfoométie diffracted beam undergoes as
it propagates through the PCLLA. We consider glsigpatial location with diffracted beams in

two dimensions. The analysis proceeds left totrigthez-axis =0, y=0) is presumed to run
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through the center of the lenslet being analyZEde beam path is shaded in the figure. The

lenslet is allowed to be positioned anywhere inxtygplane, although the figure shows only the
x-z plane. A plane wave is incident on the lenslehva focal lengthf;. This lens imparts a

guadratic phase to an incoming beam:

tiens (X) = exp{—i%(xo2 + YOZ)j (5.1)

1

The field just before the collection lers< f+ f,) is given by*?

ikz .

e |%(x12+y12) i%(%2+y02) i%T(X1X0+Y1yO)
Nz ” Uo( % %) & e dx Q) (5.2)

U, (%, 1) =

After completing the integration, we find that tied distribution is:
— Koo o
U, (x, y,) = ex I (x1 + yl) (5.3)
2
The collection lens imparts another quadratic pHastor; however this lens is off-axis with
respect to the lenslet and so the modified phaderfes:
.k 2 2
tlens(XZ) zexp(_ly[(xz_dx) +(y2_ dy) :U (54)
2
whered, andd, are the displacement from the optic axis in then® y directions respectively.
Expanding the quadratic term in equation (5.4)finve that the lens imparts a quadratic phase, a
linear phase, and a constant phase:
.k 2
tIens(xz) = exp(_lﬁ[(xf - 2X2d>< + dxz) +( y22 - 2% q1 + qz) jD (55)
2
We ignore the constant phase term, and the quadsatn exacts cancels the quadratic phase

from the incoming beam in equation (5.3). Thedfiafter the collection lens is:
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u,= exp(i fﬁ(olxx2 + dyyz)j (5.6)

2

We can express the complex amplitude of a planeewteaveling at an angl& by
U =exp(i 2w,X) ex{i 2w,y), wherey, =sing/A, v, corresponds to the spatial frequency
(angle) in the x direction, and, represents the spatial frequency (angle) in thrgction.

Using this result, we recognize the phase distioiuin equation (5.6) as a plane wave traveling

at an anglesing, =d,/ f, with respect to the x-axis arging, =d,/f, with respect to the y-

axis. In the paraxial approximation, this meara the beam from the lenslet will be collimated
by the collection lens and angled so that it padsesaxis atz=f,+2f,.

For an ideal thin collection lens with a parabgtibase delay, every beam will be
redirected to the same spatial location. Howefagra real system, any deviation from the thin
lens idealization may introduce undesired effecidle have used a ZEMAX simulation, as

described next, to study effects of such imperéedi

5.4.3 ZEMAX Simulation

Using the ZEMAX optical simulation program, we deyed a custom surface type that would
allow a lenslet array. We chose to design a lérstay of 33 lenslets, each with a diameter of
30 microns and an F/# of approximately 10. Forsiheulation purposes, we used lenslets in one
dimension only. The first simulation was donengsihe lenslet array and a collection lens
with a diameter of 2 mm and a focal length of 4861 using the paraxial surface type in
ZEMAX. This allowed greater than 15x magnificatiohthe input reference beam for a final
spot size of 0.5 mm and simulated an ideal thirs.leithe second and third simulations were

done with a spherical bi-convex and plano-convekection lens, respectively, of the same
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diameter and focal length as the paraxial casenallyj the fourth simulation used an

aspheric lens.

Because the collection lens is used to collimatehebeam to the same on-axis spatial
location, the primary imperfection is due to spb&riaberration. A plot of th&h4o Seidel
aberration coefficient for spherical aberration &s@ed in units of the tested wavelength, 532
nm) is shown in figure 5. As shown in the figui@, the paraxial lens case, spherical aberration
is essentially zero, as expected. For bi-convek @ano-convex lenses however, it is nonzero
with little difference between the two. Using aspheric surface can virtually eliminate
spherical aberration, and the aspheric collectiems |clearly offers the best design. With
aspherical lens shaping techniques becoming modespread, this design is also feasible for

implementation.

Collection Lens Design Case Study
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Figure 5-8: Seidel spherical aberration coefficienfor each of four designs

5.4.4 Conclusion

In conclusion, we have proposed a design for an tha# will play a key role in super-

parallel architectures for a holographic correl®®#&M. We have performed the analysis of the
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required phase transformations of the beams udiey Rourier optics approach. A

lithographic LLA coupled with aspherical collectitans will provide the required performance.
Current commercially available micro-optical maraiaing techniques can produce closely-
packed lenses as small as 20 microns in diameter tze industry is moving towards even
smaller feature sizes. Techniques are availabieaice refractive and diffractive micro lenses in
one- and two-dimensional arraf€*** Using an aspheric lens as the collection lens can

eliminate the problem of spherical aberration.

5.5 Conclusion and Next Steps

The super-parallel architectures described hereoffan a huge performance gain to any
spatially-multiplexed holographic memory. The keymponent is an LLA with an aspheric
collection lens. This component has been fullycdbsd here and can now be implemented.
Lenslet arrays and aspheric lens can be ordered tise data analysis performed in ZEMAX
and shown here. Once the LLA is manufactured asded, the full architecture of the
SPHOC/SPHRAM may be implemented.

Because of the lack of translation-invariance dredcomplex problems facing accurate
correlation when non-orthogonal images are searcthedSPHOC will not likely be a useful tool
for high-speed database search. However, the SRHR#&s the potential to become a very
high-speed holographic memory. This type of mentany be used as the source database for a
real-time optical correlator. Because the holograpatabase is separate from the correlator, the
correlator itself can use a thin material and thedorm translation-invariant correlations. This
“holographic smart eye” can be used for the sanpdiGgtions as described here for the SPHOC.

A working prototype of the smart eye was develoged is discussed in Chapter 8.
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6 Disc-based Holographic Memory System

6.1 Introduction

The SPHRAM can be used to create a high-speedinealholographic smart eye. The
SPHRAM serves as the high-speed image databasthifosearch system, while a real-time
Vanderlugt correlator performs the translation-meat correlations. Chapter 7 details the
efforts to develop the real-time correlator, white SPHRAM s still being developed, as
described in Chapter 5. Concurrently with the dmwement of the SPHRAM, we have
constructed a disc-based holographic memory sydterfulfill the needs of the real-time
correlator.

Several institutions and corporations, most notabé/ PRISM and HDSS consortiums,
have already created read-only holographic memysiems:> " 122118 Their body of research
is extensive, and we have tried to incorporate @nomethods and techniques where resources
permitt? 1% 1638105, 117138 15 yever, the focus of this project was not toateea state-of-the-art
holographic data storage system—the SPHRAM campatly exceed the performance of those
systems once it is complete. Rather, it is to ri@tee the viability of a real-time correlation
system using a variety of materials and techniqubs.order to advance this goal, we have
created a disc-based holographic memory. Theviallg purposes are served by this: First, it
serves as a holographic database providing imageside in the real-time correlator. The
SPHRAM design has a higher potential performanaebkfore the SPHRAM can be built, the
LLA component must be built and tested. During time, the real-time correlator can be tested

using a simpler disc-based holographic memory.
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Second, the disc-based holographic memory systemsathe exploration of various

materials available for usage as HMUs. The systexs designed with three materials in mind:
the Aprilis CROP media, the Memplex polymer mediag our own LAPT disc media. Any
media that can be mounted onto a standard CD-R@&Insount can be used in the system.

Finally, the system allows for the testing of diffiet holographic multiplexing
techniques, most notably angle-multiplexing andtshultiplexing. The system described here
uses angle-multiplexing, but can be easily expanedhclude shift multiplexing with the
addition of a few optical elements.

The holographic disc memory is a read-only memoryhere is currently active
development of erasable, read-write, holographiterreds. However, at this time there are none
that are commercially available, nor are the dgwalental materials ideal for a robust
holographic disc-based memory system. Althouglead+write holographic memory system
would add a certain degree of engineering complexitthe system, the bulk of the research

issues and performance benchmarks can be accoewlgth a read-only system.

6.2 Design Overview

6.2.1 Write Architecture

The holographic memory disc writing architecturst®wn in Figure 6-1. The system is
controlled by a computer program running on a saathgersonal computer. The user interface
is at the left of the diagram. Positioning offsets be set to control the exact position of the
disc relative to the writing beams. The user cksoshich image data is to be written in which
locations, as well as the number of locations @ndisc to write and the start and end locations.

In this way, portions of the disc may be writtepa®tely. An exposure schedule can also be
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specified. Once the user parameters are setetoeding may begin. The write architecture

is composed of a rotation stage to spin the dis@greslation stage to move along the axis of the
disc, two galvanometer mirrors to change the anfjiacidence of the reference beam for angle

multiplexing, a spatial light modulator, and a $buto control the exposure times.
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Figure 6-1: Block Diagram of the Write Architecture

\

A typical recording would proceed as follows. Afentering the required user data, the
computer control program automates the rest ofeéberding process. The rotation stage spins
the disc to the firstd position, and the translation stage moves to itst If position (each
recording location is specified in polar coordirste At each recording location, the control
program sets the galvo mirrors into their startifpms. Image data is sent to the SLM, and after
a short delay to allow the electronics to preskat3LM screen with the image data, the shutter
is opened. The amount of time for each exposucensrolled by the computer control program,
which reads the exposure data from the file pravibg the user and sends the correct exposure

time to the shutter. When the shutter is openeall,di the laser light illuminates the SLM and
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carries the image data to the disc, while the otiadf traverses a path through the galvo

mirrors and creates a reference beam. Both beaesneident on the disc at the writing

location, and a hologram is created. The controbgmm then closes the shutter, moves the
galvos to the next location, changes the data enSiiM screen to the next image, and then
opens the shutter for the next exposure. Thisga®ds repeated until all the images for the
location are written. The translation stage isntimeoved to the next axial position, and the
process is repeated. When all axial locationsanmepleted, the rotation stage moves to the next

@ position, and the entire process repeats untiteherding is complete.

6.2.2 Read Architecture

The read architecture of the disc-based holograpleimory system is described here. A
block diagram of the system is shown in Figure 6¥2e read architecture consists of a control
program running on a personal computer. The cbptagram has a user interface from where
the user may select a location at random to re&al déhe control program takes the location
information (angle, position, and galvo angle), aswhds the appropriate commands to the
motion stage hardware and galvo controller. A C&idnera captures the image output and

sends it to the control program.
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Figure 6-2: Block Diagram of the Read Architecture

The memory may be operated in random-access mokerewthe user selects any memory
location to read, or it may be operated in a setigliemode, where all memory locations are read
out sequentially. The latter mode is useful fag ttolographic smart eye system, described in

Chapter 8.

6.3 LAPT Disc-based Holographic Memory System

6.3.1 Overview

The disc-based holographic memory system was desitp provide as much flexibility
as possible. The system can use a projector-lshgedl light projection (DLP), an SLM, or a
ferroelectric liquid crystal-based SLM (FLC-SLM)The HMU is mounted on a motorized
rotation stage, which is then mounted on a motdrilieear translation stage. Additional
micrometer-driven stages between the componentsvathe precise positioning of the
holographic material at the recording plane (thanplwhere the image and reference beams
overlap). The rotation stage allows shift-multipieg to be used, while a pair of galvanometer

mirrors placed in the reference beam path allowsafogle-multiplexing. The HMU mount
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allows for one of three different types of mategitd be used: an Aprilis holographic media

disk, a Memplex holographic coupon, and a LAPT-nfiactured square holographic plate. The
system has so far been successfully tested witthade material types, both SLM types, and
angle-multiplexing.

The implementation of the LAPT disc-based hologr@phemory system is shown in
Figure 6-3. The media in use are all sensitivblte-green light, so the chosen light source is a
frequency-doubled Nd:YAG laser at 532 nm with &é#rly-polarized output. The laser beam is
sent through a spatial filter to expand the bear2"tmd to create a uniform beam profile. A
polarizing beamsplitter cube is used to divide fleam into a reference beam and an image
beam. This is done so that a half-wave plate @nded to control the amount of light that is
directed to either path, which is necessary torobthe ratio of power between the reference and
image beams. To ensure that both beams are fathe polarization at the holographic disc,
another half-wave plate is used.

The reference beam is bounced off of two galvandmg@alvo) mirrors. The two galvos
are placed in an equilateral triangle with the rdow spot at the holographic disc. This is done
so that when one mirror is rotated, the other dan be rotated to change the angle of incidence
at the recording spot without displacing the refieeebeam from that spot. This is the principle

of angle-multiplexing. If shift-multiplexing is d&ed, the galvo mirrors can be held in place.
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Figure 6-3: Disc-based Holographic Memory

The image beam is sent to an SLM. Pictured in feigit3 are both the DLP projector
SLM and the Boulder Nonlinear FLC SLM. Both SLMe reflection type and a series of flip
mirrors can be used to select one or the otheter Aéflecting from the SLM carrying the image,
the beam is sent through & @ptical imaging system to the recording spot. #heystem is
designed to reduce the image size by half. Afterhtolographic disc, another set dfoptics is
designed to bring the read out image to a CCD camer

The galvos, SLM, translation/rotation stages, #mel CCD camera are all controlled
through a LABVIEW-enabled PC. A shutter for thesda is also controlled by the PC.
LABVIEW programs were written to control writingeadout, and correlation search of the

holographic disc.
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6.3.2 Beam Conditioning

The laser used for this system is a Coherent V&#®li5.5 W frequency-doubled
ND:YAG laser. It is linearly polarized verticallyith respect to the optical table, which is s-
polarization in the plane of rotation of the opticBhe beam at the laser output is only 2.25 mm
in diameter, so before it can be used with eitheMSr as a reference beam, it must be
expanded so that it covers the entire frame ofeeiLM. The beam is expanded using a
microscope objective. A pinhole aperture is plaaethe focal spot to perform spatial filtering
of the beam to remove any artifacts and leave atistorted beam. The spatial filter is from

Edmund Optics and is shown in Figure 6-4.

Figure 6-4: Spatial Filter

A 2" lens is used to collimate the expanded bedsr #fhas passed the spatial filter. 1" optics
are used throughout the rest of the architectureusing a 2" lens to collimate the beam allows a
more uniform beam distribution and allows us to js# the center of the collimated beam,
avoiding the diffraction effects from the edge lo¢ tcollimating lens. The spatial filter must be
checked for alignment before proceeding each timeeause even a small shift in the beam’s
position as it enters the microscope objective lead to a large reduction in output power and

beam quality.
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After passing through the spatial filter, the bepasses a 1" square mask, and a

polarizing beamsplitter cube splits the beam imfierence and image beams. The mask shields
unwanted stray illumination from reaching the rebtthe optical system. A half-wave plate
placed in the optical path prior to the polarizibgamsplitter allows the rotation of the
polarization of the beam, which in turn determiles percentage of light that is passed and

reflected from the splitter.

Figure 6-5: PBS cube, Mask, and Half-wave Plate

The polarizing beamsplitter cube reflects s-poktizight and transmits p-polarized light. In
other words, it breaks the linearly polarized ligit into its component vectors with respect to
the optical axis of the beamsplitter. So thatgbtarization of the reference and image beam is
the same, a half-wave plate is also used aftetod@nsplitter, in the path of the transmitted
beam, so that both beams are s-polarized. The,npadkrizing beamsplitter cube, and half-

wave plate are shown in Figure 6-5.

6.3.3 Image Beam: Spatial Light Modulator

After the light is split into image and referencealns, the image beam falls on one of

two possible spatial light modulators. The SLMtth& used is many of the experiments



130
described here is a modified DLP projector. DLPht®logy uses a Digital Micromirror

Device (DMD) to create an image. Each pixel isiaramirror mounted on a silicon backplane.
Each pixel can be set to a voltage that causemitrer to rotate towards or away from the exit
aperture, thus either showing a light pixel or &kdaxel in varying degrees.

The DLP SLM was created by removing the DMD chipl gubstrate from the body of a
projector, and mounting them on a suitable supplmstead of the light bulb from the projector,
the laser light is reflected off the DMD chip arne treflected light carries the image. Just like a
normal projector, it displays whatever is connedted. The SLM is connected to a PC, and to
display an image on it, the desired image is singblgwn on the PC screen. The DLP SLM is

shown in Figure 6-6.

Figure 6-6: DLP SLM

This SLM works as a reflection device. A small lengf incidence is necessary, and apertures
are necessary to block multiple orders. Compubetrol of this SLM is performed by using a
section of custom C code in LabVIEW to display tesired image full-screen on a secondary
display. The computer system has a video card dlatvs multiple displays, so while the
primary display shows the control program, the sdeoy display is connected to the projector
body and can display the image data. The dispay800x600 pixels and can display 256 values

of grayscale.
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The holographic memory can also be used with dd&WNonlinear FLC SLM. This

SLM is shown in Figure 6-7. It is a 512x512 pixidvice that can display in 256 values of
grayscale as well. It uses a ferroelectric ligoigstal screen as a voltage-variable polarization

rotator. Because of this, it also requires sorpe ©f polarizer to display proper images.

Figure 6-7: FLC SLM

The FLC SLM operates in the following manner. TeC display acts like a half-wave plate
that can rotate its fast axis. In other wordss & variable polarization rotator. Any given gixe
in the display will rotate the polarization of tirecident light in proportional with the applied
voltage, with a maximum rotation of 77/8or —77/8 . A half-wave plate is used to orient the
incoming linearly polarized E-field at 77/8 with respect to the normal fast axis positiontht
fast axis is shifted-77/8, the fast axis will be in line with the E-field da uniform half-wave
phase modulation will be applied to the E-fielddamo change will be observed through a
polarizer. However, if the fast axis is rotatedr/8 instead, it will now be aligned with the y-
component of the E-field and perpendicular to theomponent. This will cause the y-
component to see a phase shift while the x-comgasamchanged, leading to a rotation of 90

degrees of the polarization of the reflected lighhis is shown in Figure 6-8.
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Figure 6-8: FLC SLM Polarization Rotation

When viewed through a polarizer, pixels that hawal hheir polarization rotated can be

discriminated from those that have not. A voltust causes a rotation between plus and minus

% will lead to grayscale values. The architectanetfie FLC SLM is shown in Figure 6-9.
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Figure 6-9: FLC SLM Architecture

The FLC SLM has its own control program and conb@érd inside the PC. The control board
is a PCI board that also has two signal lines famtiwlling an external shutter. Because the

device is an FLC type SLM, it must be DC-balancef.negative image must follow each
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positive image in order to avoid any net voltagéjol could damage the display. The PCI

board control lines output a square-wave signalesponding to the positive and negative image
timing, so that a shutter may be used to allow amyg or the other. The control lines are
connected to the data acquisition board of thed?@,LabVIEW is used to control the timing of

the shutter, opening the shutter for each posithage and closing it during the negative image.

This way the holographic material sees only thetpesimage.

6.3.4 Image Relay Optics

Both SLM's have displays that are made of discetgenents, or pixels. Because these
pixels have a finite size with some small spackdtween them, they act as a diffraction grating
when light is incident upon them. They are desigtereflect most of their light into the*1
reflected order; however, the other orders aremtisent along with the main order as the image
propagates away from the screen. These ordersbméiitered out, but they carry a significant
portion of energy with them (~%20 for the BNS SLM) addition, the small pixel size means
that diffraction affects the image quickly. Towelboth of these problems, a set of image relay
optics are used to transport the image beam frensttM face to the holographic disc. This is a
common optical system called aichaging system (see Appendix 10.3).

In fact, at any point where an image is being ti@med optically from one location to
another, we make use of this image relay systepraweent diffraction effects from blurring and
distorting the image. Such points include from 8ieM to the holographic disc during writing,
from the holographic disc to the CCD camera dureadout, from the holographic disc to the
optical correlator as part of the holographic snege device, and from the SLM to the optical

correlator in the smart eye device.
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The 4 system is also useful because it can reduce ttee ofi an image without

introducing distortion. The system is shown inufgy6-10.

Figure 6-11: 4 System to reduce/expand image size

Figure 6-11 shows the configuration for reducingxpanding the beam. Théirhaging system

consists of two lenses spaced apart by the distahttesir focal lengths. The image and object
are also a focal length away, so the total imaglisgance is four focal lengths. If the focal
lengths differ, as in Figure 6-11, then the imagenagnified or de-magnified by the ratio of the

focal lengths.

6.3.5 Reference Beam Optics

As described in Section 6.3.2, the polarizing begditter cube divides the conditioned
beam into reference and image beams. The refeteara is directed to the holographic disc by
a set of galvanometer mirrors (galvos). The gahnors are from GSI Lumonics. They can be

controlled through a LabVIEW interface. One of th mirrors is shown in Figure 6-12.
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Figure 6-12: Galvo mirror

The two galvos are arranged in a roughly equilaterangle with the recording spot on the
holographic disc. Changing the first galvo by aigla & and the second by an andgé@ will

result in an angle change at the recording spohowit shifting the recording spot. This

arrangement is shown in Figure 6-13.

Figure 6-13: Equilateral Triangle Arrangement of the Galvo Mirrors
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The galvos have 32768 different addressable pasitand a total angular rotation of 20

degrees. The galvos are accurate to 0.01%, whadhslto a minimum resolvable angle of about
0.1 mrad. For a 1 mm thick holographic materiag Bragg angular selectivity for 30 degrees

angle of incidence is about 0.5 mrad.

6.3.6 Exposure Schedule

As discussed in Chapter 2, the response of a phmsdsre medium to light is a
nonlinear-shaped curve. At first, the materialpmsse is roughly linear while the light is
absorbed by the photosensitive agents. As the ammfuphotosensitive agent decreases, the
amount of absorbed light also decreases until tliereone left and the material becomes
transparent. This is shown in Figure 6-14, whishaiplot of the cumulative grating strength

(sum of all grating strengths) as a function of thanulative exposure (sum of grating

exposures).

Saturated

Exponential

Linear

L 1

1 1 1
Cumulative Exposure

Figure 6-14: Typical Material Response Curve

For co-locational holograms, the dynamic rangehefmaterial must be divided up amongst all

the holograms. If the holograms are all writterthweéqual exposure energy, the amount of
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dynamic range given to each hologram will vary tlgioout the recording process, and the

diffraction efficiency of the holograms will diffegreatly. This is shown in Figure 6-15 using the
material response curve for the Aprilis CROP materiThe vertical dashed lines represent the
exposure value for each hologram. Each hologragivisn an equal exposure of 50 mJfcm
The horizontal dotted lines intersect the exposataes at the material response curve and show
the amount of dynamic range allotted to each halmgr For example, the first hologram is
allotted just over 4 units of grating strength, lehhe second receives only 2, and the third uses
less than 1. The equal exposure value of 50 nfJiErohosen to exaggerate the effect of this
problem, but it would be apparent even if the egxglosure value was chosen to be smaller.
The solution to this problem is to implement a reaty schedule such that each
hologram receives an equal portion of the dynamuge (grating strength). This is shown using
the same Aprilis material response curve in Figi#i66. Now the usable amount of the dynamic
range is decided, and then this amount is dividethb number of holograms to be written. In
this example, seven holograms are multiplexed i@ logation. The usuable dynamic range is
determined to be 7. Although the material curvevehthat the cumulative grating strength runs
all the way to 7.5 or so, the amount of energy ireguto achieve the extra dynamic range is
deemed unnecessary. A series of long exposurdd bewsed to take advantage of the entire
dynamic range, but this would have two negativea$f. First, the writing time for each spatial
location would increase drastically, as would thréimg time of an entire disc. Second, because
it is impossible to keep adjacent spatial locaticospletely protected from stray light during a
disc recording, these long exposures would pre-ex@oadjacent areas, de-sensitizing them.
We divide the dynamic range equally among the halmg: the horizontal lines are

equally spaced to divide the dynamic range amoeggtiatings, and then the vertical lines are
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drawn to show the different exposure values. Tiaré shows that the initial exposures will

be shorter than the later exposures to compensatthé nonlinear response of the material

curve.
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Figure 6-15:; Equal exposure holograms
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Figure 6-16: Equal grating strength holograms
The recording schedule can be calculated graphiealshown above or analytically. If the

cumulative grating strength (M/#) of the mater&Ai,, andA(E) is the function describing the
curve in Figure 6-16, then each hologram shouldivecAsat E whereM is the total number of

holograms to be multiplexed. Then it is evidemttth

A= p(,)- A(EL)

oA(E,.) e
A(E) = A(E,)+— 2 E
and so:
ﬂ=a—A . E (6.2)
M OE|eSe

i=1

Equation (6.2) can be re-written in terms of thpasure time;,:
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t = AB; 6.3)
M= OB
0. 5.

wherel is the total intensity of the writing beams.

Equation (6.3) provides a recording schedule fghatosensitive material. However,
this method ignores the fact that in some recorduagerials, subsequent exposures can partially
erase previous exposures. To take this effectantount, the procedure above (either graphical
or analytical) can be iterated, using the new camng grating strength versus cumulative
exposure curve each time. For writing the hologramthe Aprilis discs, a recording schedule

was provided by Aprilis.

6.3.7 Holographic Disc Material

The holographic disc-based memory was designedctonamodate any holographic
memory that could be formed into or mounted on@asized disc (120 mm diameter with a 1
cm mounting hole). The system was tested with different materials: the Aprilis Cationic
Ring-Induced Photopolymer (CROP) material and tteselt Photonic Technologies (LPT)
photochromic polymer, Memplex™.

The Memplex photochromic polymer is a dye-dopely(poethyl methacrylate) material.
It is formulated as a 1.5" by 1.5" square coupat th 2 mm thick. The thickness makes it an
excellent candidate for high-density storage, aitiothe sensitivity of the material is quite low.
The Memplex material is mounted in an aluminum faior mounting as a disc. The material

and mount are shown in Figure 6-17.
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Figure 6-17: Memplex™ in Disc Mount

The Aprilis material is a 400 micron thick photbpuer pressed between two anti-

reflection coated glass substrates. The matesimbhsensitivity of 1.5 cm/mJ and ap ™ 6.8.

Figure 6-18: Aprilis CROP Media Disc

The Aprilis disc is shown in Figure 6-18. The hggnsitivity of the Aprilis material required a
series of baffles and masks to ensure that no Esay light would hit the disc during the
writing. Further improvement could be gained bilizibhg optics that are anti-reflection coated

for 532 nm.

6.3.8 Writing Procedure

The writing of the holographic discs is controligdough a LabVIEW program running
on a standard personal computer. There is a datasition and control card that can control

multiple digital outputs and read multiple analagdadigital inputs. The LabVIEW control
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program controls the shutter for exposure contta, SLM display, the galvo mirrors for

angle-multiplexing, and the translation and rotatistages. The images to be written are
collected ahead of time and an exposure schedutal@ilated as shown in Section 6.3.6.
Offsets for the rotation and translation stagesval as the galvo can be entered to precisely
align the recording. This is done in a test recmydvith a dummy media disc prior to the actual
recording. The intensity of each beam is measusaty an iris diaphragm of a set diameter with
the detector perpendicular to the beam. For mewgtine SLM beam, a blank white image is
used to measure the maximum intensity in the SL&hbe

The disc is mounted to the rotation stage usimgisgom-built shaft. Once mounted, a
series of baffles and masks are positioned todhind disc from stray light. After this step, the
optical table is allowed to settle. It is mounted vibration isolation legs, and the air pump is
switched off to prevent it from operating duringttvrite. The holographic write program is

shown in Figure 6-19.
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Figure 6-19: Holographic Disc Write Program

Once the writing process begins, it is fully autéesla The program automatically looks for
images and exposure schedules in a pre-set diyestiarcture. Each rotation angle is indexed
from 0-31, and each rotation angle directory carsta sub-directory for each spatial location.
An example location for a set of images would bedlirce\O\3\. This folder would reference
the third spatial location in the 0 angle directoigside this directory would be a list of bitmap
images, also indexed from 0. In addition, an eyposchedule file is contained in the directory.

This allows each set of images to use a differepbgsure schedule if desired.
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The writing process can be paused and restartezhropleted in increments. Once

the disc is finished, it can be left on the mountemoved. A helium neon laser aimed at the

edge of the disc allows re-alignment.

6.3.9 Results

There were several problems with the first Aprilisc that was written. The mask that
was in place in front of the disc did not adequatainstrain the horizontal width of the beam.
Therefore, portions of the adjacent spatial locetiovere pre-exposed, leaving images that were
unevenly exposed on the sides. In addition, incti@sen geometry the reference beam clipped
part of the rotation mount during some angles asattared stray light into the disc. These
problems were corrected by adjusting both the mest the writing geometry so that the
reference beam did not clip on any part of the m@md was the proper size. Because the
reference beam angle changes with respect to stediliring angle multiplexing, so does its
horizontal size. The maximum angle has the maxiroamesponding width, and this width was

used to calculate the proper spacing between $pataions.

Figure 6-20: Image from the first disc
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Finally, a miscalculation in the actual angleshd teference beam led to an incorrect angular

bandwidth calculation. Images exhibited crosstatkse as shown in Figure 6-20. Beyond
correcting these problems, the laser power wagased to reduce the write time of the disc.

In the second disc, a series of different typesnafges were stored and retrieved. These
are shown in Figure 6-21. They show the rangenwges that were stored. Binary data,
silhouettes, aerial photographs of buildings am#fi$gapes, and resolution charts were all stored
in the second disc. Comparing Figure 6-21 and reigi+20, we can see that most of the

crosstalk noise has been eliminated from the images
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Figure 6-21: Data Retrieved from the second ApriliDisc

6.4 Conclusion and Next Steps

The disc-based holographic data storage systemmildeghere was designed and built as

a first generation system. Further improvemerh&system to increase read and write speed as
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well as image quality can be achieved by a comhmnaif additional hardware and software.

Here, | describe some of the limitations of therent system along with possible solutions.

In general, with highly-sensitive media such as Alprilis CROP media, stray reflection
can reduce the available;Mf the material in addition to causing readoutseoi Anti-reflection
coatings for all optics would be a significant siapreducing these reflections. Most of the
optics used in this system have a broadband ARngpawhich reduces reflections to less than
1%. A V-coat designed specifically for 532 nm abrgduce the reflection to less than 0.05%, a
20x improvement.

For greater image density and a faster write tithe, preferred SLM is the Boulder
Nonlinear SLM. This SLM has a smaller pixel piechwell as the ability to display images at up
to 1 KHz. Currently the SLM is not controlled thetLabVIEW software. The BNS software is
used to load the desired image sequence, and thedP control lines are used to time the
shutter and galvo movement so that the holograpfaterial is only exposed to the positive
image. This has several drawbacks. The most sése¢hat no recording schedule can be used
because this feature is not available in the BNfBvape. This becomes an issue when many
images are recorded, which is the case in manyatdsi applications. In addition, faster
recording times can be gained when using this SIIMe SLM is capable of a 1 KHz refresh
rate, which would lead to a 500 Hz (because ofpibstive-negative image) writing operation.
However, because the control lines must exit theda@l and be re-acquired through the DAQ
card, the software cannot accurately control thdtshand galvo timing this precisely. In the
future, obtaining the source code from BNS wouldvala custom C module to be written and
used in LabVIEW to access the timings directly.isTWwould allow for the implementation of

both faster writing and an exposure schedule usia@@NS SLM.
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Currently the lenses used in the disc-based hapdgec memory are all spherical

singlet lenses, usually in & donfiguration. No aberration correction has badgempted. In
order to provide a higher quality beam, aberratontrol should be implemented using pairs of
positive and negative lens for beam expanders,aghdomat doublet lenses for all 4f imaging
systems. Precision achromats are corrected fatyneero spherical aberration and coma, and,
although designed to offer good performance atngeaf wavelengths, work just as well at a
single wavelength. In addition, a pair of achrordatiblets with a low F/# could be used to
replace the pair of galvo mirrors with just onevgamirror. This could allow a larger total angle
range for angle multiplexing.

These improvements along with adjustments to thee cshould allow a much higher-
speed operation of the holographic memory hardwaferther test the real-time correlator until

the SPHRAM is ready for use.
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7 Real-time Vanderlugt Correlator

7.1 Introduction

The idea of correlation, or of a correlator, is nedtricted to holography or even optics.

Correlation is a mathematical operation that cadddaed as:
j f (x)g(x-y) dx (7.1)

The correlation operation determines how similar filnctionsf andg are to each other. The
autocorrelation is the correlation of a functiorthwitself, and has some usefulness that | will
describe later. In any type of random search, @/iogre is trying to match a given set of data
with something that may or may not be in a databidseecorrelation function can be used. For
instance, if one has an image (really just a twoettisional bit pattern), the correlation operation
can be used with that image and every image irssitigtabase to try to find a match. If there is a
similar or exact match, the result of the correlatifunction is 1 or close to 1 (assuming
normalization). Otherwise the correlation openatrall return a value less than one, depending
upon the similarity between the images.

This type of correlation operation is extremelyefu$ in applications such as face
recognition, fingerprint identification, target ikdication and tracking, and visual navigation
and machine vision. Current techniques for cofiaarely on electronic microchips to process
the information serially and compare the imageshlyitbit. On the other hand, an optical
correlator offers the ability to perform the coatsbn in parallel and can be constructed in a very
simple and straightforward manner. This type ofiagb correlator was first described by

Vanderlugt in 1963, and is known appropriately as Vanderlugt correlatd?® A similar
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method was described by Weaver and Goodman in &866is called the joint transform

correlator**® These two configurations for optical correlatoemain the most popular and used

today41154

7.2 Vanderlugt Correlator

The traditional Vanderlugt correlator proceedswo steps. In Step 1, a filter is created
by recording the interference pattern formed betwaeaeference beam, usually a plane wave,
and the Fourier transform of a signal beam, theyjumage. These two steps are shown in

Figure 7-1. The Fourier transform of the signahrbeis obtained using a lens (see Appendix

10.2).
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Figure 7-1: Vanderlugt Correlation Steps

Mathematically, we represent the reference beampane wave traveling at an angle

U f :e—jksin(g)x (72)
wherek is the wavenumber2gz/A). This can be re-written in the ford :exp(—j me)

where a =sin(8)/A. The signal beam image is representechby, y) and is presumed to be
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traveling normal to the holographic filter mediumhe Fourier transform df as obtained by

the lens isH (X, y) .

At the holographic filter in Step 1, the interfiece ofU,e andH is formed. The material

records the intensity of the interference pattand the transmittance of the filter becomes:

t =

filter

Uref + H (X’ y)‘2

2

tfilter = ‘e‘JkSi”(g)X +H ( X y)

(7.3)
— 2 — jksin(8)x _y* jk sin(6) x
toe =1+[H| +e H (xy)+¢€ H( %y
In the second stage of the Vanderlugt correlatimtgss (Step 2 in Figure 7-1), the filter created
in Step 1 is read using the Fourier transform ofeaond signal. If the second signal is

represented agand its transform &S, then after the filter the field is:

Uafter = [1+|H |2 +e—jksin(€)>< H* + ejksir(H)x H} G
(7.4)

U =G+ G| H|2 + e—jksin(é))x H G+ éksir(&)x HC

after
The final lens in the correlator just before théedtor performs a final Fourier transform on the
field in equation (7.4). Ignoring the two termatlappear at O degrees, the field that is seen at

the detector is:

U

wer =FT{e?"H G + FT{ & Hg (7.5)

Using the convolution theorem transforms along withe Fourier transform pair
F.T.{ o(f- a/z)} = &™, we see that the two terms in equation (7.5) are:

h(xy)D o(x YyOI( xa, y

W (-x-y)O go(x YO I( xa, Y (7.6)
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The first term is the convolution of h and g, ahd second term is the correlation of h and g.

The two terms are separated from the O degree terrtiee plane of the detector hy. The
detector can be moved and fitted with an apertortaat only the correlation term is seen.

The Vanderlugt correlator as described has thenpial to be useful as the key element
of an optical database search, but the need ttecacdter for each new query severely limits its
application. However, if a material can be founleve the filter can be refreshed dynamically,
then after one query is finished, the filter candrased, a new one created, and the process
started anew.

In the Joint-Transform correlator, the Fouriernsfarms of both functions to be
correlated are used to create a holographic filkeplane wave beam is then used to record this
filter and the diffracted beam is again proporticethe correlation. This architecture is shown

in Figure 7-2.
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Figure 7-2: Joint Transform Correlator
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In both cases, a lens is used to transform the esagfo their Fourier transforms.

Although these figures show the architecture in tiroensions, the signal beams and reference
beams extend in the third dimension. That is, eagptal beam is a 2D “page” of data. Thus, the

optical correlation operation processes the eptge of data at once. For a typical data page of
1024x1024 bits, this is equivalent to about 1 MBlafa that can be correlated in parallel, in the
time it takes light to traverse the system. Fa type of optical correlator described above,

either the Vanderlugt or Joint-Transform correlatan be used with no significant advantage to
one or the other. However, in real-time correlatithe Vanderlugt architecture has a benefit, as

discussed below.

7.3 Real-time Correlation

In a real-time holographic material, the nonlinezsponse of the medium is fast enough
to response to the intensity of the fields presdttiin milliseconds. The nonlinear response of
the material creates an index of refraction moduhatwvhich creates a temporary hologram.
While the beams are present, the grating is stroBgon after the beams are removed the
hologram decays. The response time and decaydimeharacteristic of the specific material
being used.

For most materials, the response time is slowotd?bfractive crystals typically have
response times of the order of seconds, while na¢égesuch as the NDT photorefractive polymer
can have a response time of up to 15-30 ms. Duga@time correlation, all four beams are
present (two beams writing the filter/grating, aead beam, and one diffracted beam). If we
choose to use the Joint-Transform correlator achite as shown in Figure 7-2, each time the

guery image is changed, a new grating is writtentiea material. This would lead to
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unacceptably slow performance. If however, we skothhe Vanderlugt configuration, the

guery image can be used with the reference bearetde a holographic filter (in the form of a
real-time grating) that can then be used to searckntire database. Once every image in the
database has been correlated with the query inthgequery can be changed and the search
started anew. In this way, the response time @fntlaterial only plays a part in determining the

speed of switching query images, not the speeleofiatabase search.

7.3.1 Vanderlugt Configuration

Figure 7-3 shows the architecture for the real-tivanderlugt correlator. The plane
wave reference and signal beam #1 are both pothiizehe same direction, ideally polarized
perpendicular to the plane defined by the anglevéetn them. The signal beam #2 is polarized
in the plane of the figure, orthogonal to the refe and first signal beams. The material
responds to the intensity of the interference patbetween the reference and signal beam #1 to
create a grating. The signal beam #2 is incidenihé opposite direction as signal beam #1 and
diffracts off the grating along the same angleresreference beam. A polarizing beamsplitter
can be used to pick out the diffracted beam, wisabrthogonal in polarization to the reference
beam as well. The signal beams are chosen to Unetergpropagating so that their respective

Fourier transforms can be precisely aligned.
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Figure 7-3: Real-time Vanderlugt Correlator

Once the grating is written by the reference beatthe signal beam #1, it need not be changed
until a new query image is desired. For instancee the grating is written, the reference and
signal #1 beams can remain constant while the k#fhdeam is changed at high-speed and the
correlation is measured. The correlation operatseif proceeds in the time it takes the light to
traverse the grating and lens, so the operatidimited only by the detector and signal-to-noise

ratio requirements.

7.3.2 Phase-conjugation Configuration

Figure 7-4 shows an alternative configuration tbah be used to test the real-time
material before its use in the correlator. Thisfiguration is known as phase-conjugation. By

counter-propagating the reference beam using aomitine diffracted beam becomes a phase-
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conjugate of the original signal beam #1. The tmravave plate receives two passes and

acts like a half-wave plate to rotate the polarmmabrthogonal to that of the writing beams. The
phase-conjugate readout can be seen by examingngystem as follows. The signal beam is
denoted byh and the reference beam hy The intensity pattern at the holographic matasia
then:

r+H[ =]

+H|*+rH +rH ° (7.7)
where the capitol lettetl is the Fourier transform dfas obtained by the lens. Counter-

propagating the reference beam is akin to applghedieldr*:

R = (R )+ )R R 79)
The result is a term traveling along tfiedirection, a term along th(efD)zdirection, and finally a

term traveling along théd " direction. This last term is the one of intereNlibte that this is not
a mirror image, but a phase-conjugate image thhtawive at the signal beam’s origin with
none of the defects of the optical system. Phasg@igation is itself a subject of much research
with many applications in signal processing andgimg, but here it is used to experimentally

determine the parameters of the real-time material.



157
Plane Wave Holographic

Reference \ Material

Fourier Transform
Lens

Signal
#1

Polarizing 4
Beamsplitter

Diffracted Phase
Conjugation Beam —

INJ P

()

Detector

Figure 7-4: Phase-conjugation

7.3.3 Photorefractive Polymer

The photorefractive polymer used in these experimesas provided by the Nitto Denko
Corporation. The samples are 30 microns thickraqdire a voltage of approximately 50-75 V
per micron. The samples also require operatingeargf more than 45 degrees to properly align

the optical fields with the crystal axis of the ev&l. The material is shown in Figure 7-5.
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Figure 7-5: NDT Photorefractive Polymer Material

The material was tested in the phase-conjugate gepito establish the proper intensity balance
between the three beams. Because the ultimatevgamlto establish a correlator with this
material, the phase-conjugate geometry was usettlgys shown in Figure 7-4 with a Fourier
transform lens in place to transform the signalnbed he Fourier transform of most images has
a large DC component, which presents a challenge pooper phase-conjugation because the
dynamic range of most materials is not large endogtroperly record both the DC component

and the high-frequency components. For examplgieal image is shown in Figure 7-6.

Figure 7-6: Image and Fourier Transform

Note that the extremely bright center (DC) spotrshadows the higher-frequency components

spread out along the axes. If the reference bsasetito an intensity that will record the DC
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component well, the high frequency components Wwdlve a very low fringe visibility

because the reference beam will be many timesgagronHowever, if the reference beam is set
to an intensity that is proper for recording thghar-frequency components, the DC component
will be overexposed and may become partially dyflalrned out and blocked.

In fact, blocking the DC component is a desirdeéafin performing optical correlation
and is typically referred to as “edge-enhancemerm&cause many images have a strong DC
component, they will all have a significant amoohtiffraction from the grating produced by
the DC component. Removing the DC component presllen edge-enhanced image and
provides a much cleaner correlation. For exangaasider the two images shown in Figure 7-7.

The images are clearly different (rotated), buttaoman equal DC component.

Figure 7-7: Two Dissimilar Images

We performed a self-correlation of the image onléieand compared it to a cross-correlation
between the two images without using edge-enhantenieis is shown in Figure 7-8. On the
left, the cross-correlation still produces a sigmaiit amount of light, and although the self-
correlation on the right shows a strong center pdak peak is broad. For translation-invariant
correlation, the exact position of the output peak be used to determine movement for target
tracking, and the broadness of the correlation maa@kobscure movement. Also, the amount of

light present in the cross-correlation can interferth thresholding algorithms.
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Figure 7-8: Cross Correlation (left) and Self Corrédation (right)

After blocking the DC component, the edge-enharioehe will look similar to the image in

Figure 7-9.

Figure 7-9: Edge-enhanced Image

The self- and cross-correlations between the imafies edge-enhancement is shown in Figure
7-10. The cross-correlation is almost zero, ardstif-correlation is a bright sharp peak in the

center of the frame.
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Figure 7-10: Cross Correlation (left) and Self Corelation (right) with Edge-
Enhancement

In practice because the materials rarely have yhardic range to record all the frequencies, it is

a simple matter to set the reference beam to tred td the higher frequencies, which causes the

DC component to be saturated and blocked, effdgtpr@viding an edge enhancement.
Experimentally, the phase-conjugation configuratieas used to test the proper level of

the reference beam for edge-enhancement.

7.3.4 Experimental Results

The phase-conjugation and correlation configuratisad in the experiment is shown in
Figure 7-11 and Figure 7-12. The NDT material sumted on a Teflon™ stage, which is then
mounted on a conventional optical stage.

This is to electrically isolate it from the resttbe table. A voltage amplifier provides up to 3kV
across the material to provide the proper biasagelt The laser beam from a Coherent Verdi
frequency-doubled ND:YAG (532 nm) laser is usedh&scoherent light source. The beam is
expanded and divided into reference and signal bedrhe signal beam reflects from an SLM to
pick up the signal image. Two Pulnix CCD cameras wsed to capture the phase-conjugate

image and correlation image.



Figure 7-11: Phase-conjugation/Correlation Experimat
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Figure 7-12: Diagram of Phase-conjugation/Correlattn Experiment
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Both the reference and signal beams are s-polarizbdy arrive at the NDT material spaced

30 degrees apart from one another and another §@ete from the normal to the material.
These angles satisfy the material restraints aodge a good diffraction efficiency.

In self-correlation mode, the signal beam #1 @®a grating with the reference beam,
passes through the NDT material, and is retroctdte by a mirror and through a quarter-wave
plate. After the reflected beam passes througlrtheier transform lens, a Fourier transform of
the reflection is incident on the NDT material ahd grating that is being written by the two s-
polarized beams. Because of the symmetry of thei€otransform, this beam incident upon the
gratings is exactly equal to the signal beam #1 reuersed in direction. When the retro-
reflected beam arrives at the NDT material, it edapzed orthogonal to the beams that are
writing the grating. The correlation beam thafrdifts from the grating is also polarized in the
p-plane and diffracts in the direction of the refese beam, as shown earlier. It is separated
from the reference beam by a polarizing beamspliide and is focused by a lens onto one of
the CCD cameras. Because the signal beams #1 Zrade#identical, the self-correlation is
obtained.

In phase-conjugation mode, the same grating stedebetween the reference and signal
beam #1; however, in this mode the signal beamoiskbd after the NDT material so that no
retro-reflection occurs. Instead, a mirror andrtpravave plate combination placed after the
NDT material in the path of the reference beanoregflects the reference back to the material.
The reflected reference is p-polarized and diffactthe direction of the signal beam. As shown
above, the diffracted beam is the phase conjudatieecsignal beam #1 and is also polarized in
the p-plane. A polarizing beamsplitter cube sslé¢lcé phase-conjugate beam and directs it to a

CCD camera.
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Experimentally | proceeded in two stages. Fitls¢ phase-conjugation experiment

was run to evaluate the material and to find thraper reference beam intensity level for edge
enhancement. Second, the self-correlation expetinvas run to determine if the experimental

correlations matched the predicted correlation enpgtterns. Table 7-1 shows the results for
four different images. Row 1 of the table shows fthase-conjugate image. The phase
conjugate images in la and 1lb are only mildly eeilgjganced. Compared to their original

images 2a and 2b, the phase-conjugates show sesmeflthe DC component but not enough to
render them completely high-pass filtered. Thesph@onjugate images in Cell 1c and of the

airplane in 1d both show edge-enhancement.
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Table 7-1: Correlation and Phase Conjugation Resust

Row 3 of Table 7-1 shows the MATLAB computed selfrelation of each of the images shown
above it in Row 2. Row 4 shows the experimentdi-csarelation result for each of the

corresponding images in Row 2. The experimentaletation results are in good agreement
with the predicted correlation results. Thereame distortion present, which is caused by the

thickness of the material and the lack of antigetibn coatings. Each of the beams in the
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material reflect from the opposite surface and bag&in. The reflections are generally not

large, but the first reflections are significanioagh to create secondary gratings that can add
noise and distortion to the readout. Also, theloed beam will bounce inside the material and
readout multiple copies of the correlation, spasigghtly apart. This problem can be eliminated
by adding AR coatings to the glass substrates ®NDT material. Because we operate at a
single wavelength, it is possible to suppress #ileations at better than 500:1, which is more
than enough to eliminate this problem. The NDTenat is still in the development phase and
the cost of adding AR coatings is not justifiedras point. However, it is a simple matter to use
AR coated glass in subsequent experiments.

In order to further test the alignment of the mateand the beams, another self-
correlation test was run, this time using a pairFell6 airplane images in a top-bottom

configuration. The result is shown in Figure 7-13.

Figure 7-13: Correlation of a Pair of Jets

It was found that in order to have robust correlatithe alignment of the two Fourier

transformed signal beams needed to be precise.tWwihhbeams needed to be as nearly counter-
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propagating as possible to achieve clean correlaignals. It is possible that if the material

were thinner, the alignment may not need to bescastprecise. The alignment issue can also be
mitigated somewhat by using a longer focal lengtis|for the Fourier transform operation—a

longer lens spreads the transform over more araking it more tolerant to misalignment.

7.4 Conclusion and Next Steps

The real-time Vanderlugt correlator shown here bancombined with a high-speed
holographic data storage system to perform higledpatabase searches. This has applications
ranging from target detection to robot vision. Tdiemate goal for the high-speed holographic
smart eye system is to combine this type of caiwelaith a super-parallel holographic memory.
However, while the SPHRAM is under development, tiobographic smart eye concept has
been tested using a more conventional disc-badedraphic memory.

Several improvements could be made to the rea-toorrelator system. First and
foremost, the material itself has several undelgraharacteristics. It is typically made no
smaller than 30 microns thick while anywhere betweae and five microns allows enough
translation invariance to cover the entire SLM sare This material requires a high (2-3 kV)
voltage to operate, which makes it impracticaldorompact system. The material also has the
tendency to develop semi-permanent ghost gratirgmwised for long periods of time. Also,
the maximum diffraction efficiency of the materiat 532 nm write and read is only about 50%.

Besides improving the material itself, the reatdicorrelator could be improved by using
higher-quality AR-coated optics, along with highmecision polarization optics (half/quarter-

wave plates, polarizing beamsplitter cubes). Tolanzing beamsplitter cubes in particular are
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designed for broadband applications, and as suaiotprovide a high level of polarization

suppression.

These steps will increase the fidelity and strer@ftthe correlation and ensure that the
real-time correlator can handle an extensive seasaig a high-speed holographic memory as

the input database
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8 Holographic Smart Eye

8.1 Introduction

Many applications require rapid target identificati Defense applications include target
tracking, friend or foe identification, and visuedvigation for unmanned aerial vehicles (UAVS).
Other applications include fingerprint identificati, vegetation and pollution mapping, and robot
vision. These applications all have the same wsirac A target, or query, image has been
acquired by a sensor. The query is to be idedtibg comparing it to a database of known
images. Currently, these types of searches arforpeed by conventional or specialized
electronics, while the databases themselves aredston hard disks or optics discs. This
processing is serial in nature, and the databasdsrated in size by the storage medium.

A holographic optical correlator utilizes the gdielgssm that is inherent in optics to
perform this type of search much faster than a entienal microchip. Because the input to an
HOC is a two-dimensional data page (either binadgéd data or actual images) and the
processing itself takes place at the speed of,lahtHOC can offer speeds that are not currently
possible with current systems.

However, an HOC requires a database that can loeatea very high speed in order to
meet its full potential. A holographic databass h@o key advantages: one, the data is stored
and read optically, thus eliminating a digital {atio conversion step. Two, holographic storage
density is many times greater than current optilis¢ or hard disk technologies and the read
speed can also be high, of the order of gigabytesgcond.

In this chapter, | will describe how a holograpkimart eye can be constructed for a

variety of applications. | then show experimemeaults for a functional holographic smart eye
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constructed in our laboratory. Finally, 1 will ddtthe next steps to be taken in the

development of the holographic smart eye.

8.2 Holographic Smart Eye Overview

Suppose a query image is acquired by some typmading sensor, as demonstrated in
Figure 8-1. An image might be acquired by a UAMrtoto identify a landmark on the ground
for visual navigation, or a fingerprint could beptared by a fingerprint scanner, or the image
might be acquired by a visual targeting system abaa aircraft or helicopter. Once the image

has been captured, it can be sent to the correlagistem.

Figure 8-1: Image Acquisition

Shown in Figure 8-2 is a conceptualization of tégraphic smart eye system. A diode laser
(purple) beam is expanded, collimated, and seoutiir two different beamsplitters. One sends
a portion of the beam to an SLM (shown in red aalil)gwhile the other splits the remaining

beam into two reference beams. One reference zedimected through two galvo mirrors to the
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holographic disc for readout. The other is dirddbg a mirror to the holographic optical

correlator material (purple square).

Holographic Disc

Database Image Beam
¢

| Galvc |
&

Query Image Beal

' RT Materia

Figure 8-2: Conceptualization of the Holographic Srart Eye

Meanwhile, the beam from the SLM is relayed toltbgraphic correlator material from the
left, and the holographic disc readout is transditb the correlator material from the right in a
counter-propagating geometry. The diffracted bestmown in red, is separated from the
correlation reference beam by a beamsplitter antiteea CCD camera or other sensor.

A compact geometry similar to the one shown hetkeailtimate goal for the
holographic smart eye project. In compact fornepitld be deployed in all of the applications

discussed here.
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8.3 Experimental Design

8.3.1 Introduction

The holographic smart eye combines a disc-baseajtegphic memory and a real-time
Vanderlugt correlator to form a high-speed datatsessgch system. This implementation has
been done at a prototype scale on an optical table.

The disc-based holographic memory system was idescin Chapter 6, and the real-
time correlation system was detailed in ChapteHeére, | will show how the two systems were
interconnected and how the holographic smart eyerabgs in search mode. | present the
experimental results for the holographic smart sgarch and describe the operating software.

Finally, | discuss how the system can be expandddraproved in the future.

8.3.2 Experimental Setup

The experimental setup is shown in Figure 8-3. th&t bottom of the figure, the beam
from the Coherent Verdi laser is sent through dialpfiter to homogenize the beam. After the
beam is re-collimated, it is split into three pattsee un-deflected section continues forward to
form the reference beam for reading from the hapbic disc. Two polarizing beamsplitters are
used to divert portions of the beam into the catieh reference beam and the correlation signal
beam #1.

The first PBS deflects a portion of the beam to gpatial light modulator. There is a
half-wave plate placed prior to the PBS that caruged to control the amount of light that is
directed to the SLM. The SLM used in these expenits is the projector-based digital light
projection SLM and is a reflective type. After kileg up the signal image from the SLM, the

signal beam is directed through a seriesfafmaging systems to the real-time correlator. The



173
image plane of each 4f system is marked by a daghedcross the image plane. A Fourier

transform lens presents the Fourier transform ef fthal image plane to the NDT real-time
holographic material.

The second half-wave plate-PBS combination splitetteer portion of the beam to
become the correlation reference beam. The umaefl portion continues to a pair of galvo
mirrors which can direct the beam at the propereatg read out the holographic disc. The
stored image is read out and passed through sedfenahging systems to bring the image to the
real-time correlator. In Figure 8-3, the dashed ba the left denotes the components of the
real-time correlator while the dashed box on thghtricontains those of the disc-based

holographic memory.
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Figure 8-3: Experimental Design of the HolographicSmart Eye

The holographic smart eye system is controlledabyabVIEW program that is a
modification of the code used to control the hosgodric disc memory. The program interface is

shown in Figure 8-4. The user controls the offsetd initial positions as well as the disc
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geometry first. Then they can adjust the writiraggmeters for that particular disc, such as

the number of multiplexed images and the angulacisg between them. The user can also
choose the portion of the holographic disc to deaf€inally, the user must select a query image.

In this control program, the query image is sel@étem among four pre-set images.

Figure 8-4: Smart Eye Control Program

However, the program is easily extendable to s&agcith any query image. The user must
also select a threshold level. As the programcbesr;, any correlation images with a peak higher
than the threshold will register a correlation.eearch proceeds automatically, with the data in
Box 3 shown to provide the user with an update lictv location and angle are currently being

searched.
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8.3.3 Results

The holographic smart eye was tested with one efAprilis holographic discs that had
been written to test that media. The query imags image number 3 in Figure 8-4. The search
was run three times to ensure that the result wasistent. The results of the correlation search

are shown in Table 8-1.

Search #1 Search #2 Search #3

Table 8-1: Results of the Holographic Smart Eye Seeh

In order to produce consistent correlation resitltwas necessary to ensure that the query image
and the holographic database image beam paths aligreed exactly counter-propagating to
each other. If this is done properly, inserting/laite card at any of the image planes in the 4
imaging systems in Figure 8-3 should show both esagxactly in focus and aligned, one on
each side.

In addition, it is necessary to have the propeensity level ratio between the three
beams interacting at the real-time holographic nadte The query and reference beams must
combine to create an edge-enhanced grating at #teriad, as described in Chapter 7. There
must be enough intensity left in the holographiscdieference beam to read out the database
image with enough intensity to register the cotretaimage. Because this reference beam is

diffracted twice—once at the memory and then agdirthe real-time correlator, this beam
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typically carries the bulk of the power. When tkieg the intensity level ratios, it is also

important to ensure that the intensity of the quergge beam does not rise too high. Because it
has such a strong DC component, the intensityaatsipot can cause a breakdown in the material
if it is too intense, causing the voltage to burihade through the material and rendering it
useless.
The grating formed in the NDT material is unstablébration carried through the high-voltage
cables to the material causes the grating stretogtiicker, and, as a result, the correlation must
be performed with an intense reference and queaynbeThis causes the material to carry a
ghost grating, so that even when the grating iswea@®ut by vibration, the residual ghost grating
is enough to continue the operation. This makesry difficult to perform multiple consecutive
searches. If the grating could be maintained stable fashion, less power would be required,
and ghost gratings would not be as much of a prnoble

Stabilizing the grating is also important for makithe correlation search as robust as
possible. Currently, because the grating strefigtkers, so too does the diffracted correlation
output. This makes it difficult to set a threshtdgel that will give accurate results, especially

when comparing similar images.

8.4 Conclusion and Next Steps

The holographic smart eye is made of two composgsitems—a real-time Vanderlugt
correlator and a disc-based holographic memory.thit point, the system is limited in search
speed by the disc-based holographic memory. Tdletiree correlator can support any increase
in speed that can be obtained in the database imesgout. Careful optimization of the

LabVIEW control program should yield improvements the galvo mirror seek time and
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translation stage movement time. The CCD contaftware can also be improved.

Currently it is a custom code module using a TWAerface to the Epix software package,
which in turn interfaces directly to the captureatmbin the computer. Source code can be
purchased so that a custom code module could ljiractess the capture board, bypassing the
slow TWAIN interface. The speed at which the CGID capture correlations is the current limit
on the overall search speed. Even without anygdmito the translation stage and galvo code,
an increase in the CCD access time can be usedrease the search speed of the system.

The search fidelity, on the other hand, is limitgdthe real-time correlator. Consistent
and accurate results will require both an improweterial as well as a better mechanical and
optical system. Tests can be done to isolatedhsecof the grating flicker in the NDT material.
The likely cause is the high-voltage amplifier thatrequired to produce the 3kV bias. The
generator itself has two large fans that distugbai around the real-time correlator, which may
be enough to cause the vibration effects we seeddlition, the wires that connect the voltage
amplifier to the material may also transmit viboatidirectly to the sample. A system to isolate
these cables from the vibration of the amplifiemed as a shield over the system to prevent any
turbulent air from disturbing it may eliminate tiggoblem. These improvements to the real-time
correlator will ensure that when the SPHRAM is rgatle search speed will be limited only by
the SPHRAM.

In addition to the improvements of the real-timwrelator and disc-based holographic
memory, the holographic search eye itself can bgraged. The system hardware has the
capability to receive wireless transmissions fromemote-guided helicopter mounted with a
wireless CCD camera. This camera can transmit ésag the host computer, which can then

process the image and send it to the SLM as a queage. This capability could be
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encapsulated in a custom code module and embedttetlabVIEW. This would allow the

use of on-the-fly capture of query images for seiaig the database.

In summary, a functional holographic smart eye wasstructed using a real-time
Vanderlugt correlator and a disc-based holograptemory system. The system uses a real-time
holographic material from Nitto Denko Corporationdaa holographic data storage disc from
Aprilis. | have described several improvements ti@ be made to the existing system without
adding new hardware. In addition, once the SPHR#&RbNstructed, it can be added to the real-
time Vanderlugt correlator to demonstrate very Fegbed database searches. Finally, this
holographic smart eye can be combined with a pra#idn-discriminating LADAR using a
holographic Stokesmeter to create a polarizatioisiige search system. The massive storage
capacity of a holographic database makes it anllerteandidate for storing both visual and
polarimetric image signatures, and the SPHRAM mesi high-speed access to the data.
Combined with the holographic smart eye, the SPHRASEE can search a large database and

compare with the signatures acquired by the poktrimLADAR.
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10 Appendices

10.1Coupled-wave Theory

The coupled-wave theory approach to volume holdgcagratings has been pursued by
several authors. This Appendix shows an additomthe theory when more than one grating
(multiplexed gratings) is considered, and derives tondition necessary for 100% efficient
diffraction from all gratings.

Figure 10-1 illustrates the basic model used ia #malysis. For simplicity, we consider
first the combination of two read beams incidenadmlogram with two gratings. We will then

extrapolate the result f&f beams andll gratings.

Figure 10-1: Two Multiplexed Volume Gratings

A further simplification is the assumption that theex of refraction is the same throughout the
system. This model is used merely to simplify tiegation. In reality the input and output
angles would have to take into account refractiath@entrance and exit surfaces.

The scalar wave equation for this system can ligewras:
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0°E(x, )+ KH x 2=0 (10.1)

wherek is the wavenumber, artelis the electric field describing all the oscillatdields at the
degenerate frequencyy Here, we assume the field to be TE polarized. eftension to TM or
arbitrary polarization can be made in the same miaas illustrated in reference 13. We also
assume that the field does not vary inyltkrection, and express the field as the sum ofrtpat
(RrandR,) and the outputS) waves:
E(x2)=R(} &%+ R z ¥+ (57'¢ (10.2)
The wavevectors for each of these beams are assiorbedof the same magnitude:
o’ =p, =p° (10.3)
o’ =p° (10.4)
We also assume Bragg matching for each input beam:

o=p-K =p,-K, (10.5)

where E and E are the grating vectors. Using phase matchimgdem the slowly-varying

envelope approximation (SVEA) [22], the wave equatieduces to:

ch‘Z—Fj = -ik,S (10.6)
Cma—Rl =-ik,S
VA
(10.7)

0S ) .
CSE =-ikR - ik,R,

Where
C, =cosQ (10.8)

C, =cosQ (10.9)
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K, =%, (i=12) (10.10)

Here,n, andn, are the amplitudes of the index modulations, @efiby:
n(x, 2= n+ ncos KOx+ p cos K (10.11)
Using boundary conditions thd, (0) =r, (complex), R,(0) =r, (complex), andS(0) = Othe

solutions to these equations, evaluated at thesaxiice, become:

R (d) =k, A+ k; G, Bldos@ ( d) (10.12)
R(d) = k At k1 Gy, BIGOS@ o ) (10.13)
S(d) = - iCSin(a, d) (10.14)
Where

=Skl = CokT, (10.15)

CRlKZ + CRZKl
p=_fahtAL, (10.16)

CR1K2 + CRZKl

C C 1/2
C=(kn+Kr ALk 10.17
s Z)EECS(CRLKS + CFQKDJ .
C K2+C 2 1/2
S oo 039
R1~R2 ™S

These equations are formulated in a way such tmatenergy flow is conserved in the z-

direction:
CalR[*+ C|RI'= G| § (10.19)

The intensity of the diffracted beamlig = F|S|2 , Where the obliquity factoF, is given by:
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R0 R
(4]

(10.20)

The diffraction efficiency,, is given by:n = Id/(r12 +r22), where 7 = 1corresponds to the

situation where the intensity d®, and R, fall to zero at the output, indicating that all the
incident power has been transferred to the diféddéteams.

One possible condition for achievimg= ist d = 77/2a, and

b K fre (10.21)
r2 KZ CRl
b Kfee (10.22)
r2 KZ CRl

For symmetry, one can then infer that the genemadiition for 7 = 1with n input beams is:

..... = ~Rn—n (10.23)

And:
1
T n K212
d=-n/c, > - (10.24)
2 =1 CRj
This result shows that it is possible to comb\heutually coherent beams with 100%

efficiency, provided some constraints are met.

10.2Fourier Optics and the Lens

The application of Fourier theory to optics is aire field of study in its own right; here, | show

a few results that are often used in optics andtalptiesign. For a complete treatment of the
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subject, | recommend Goodmairisroduction to Fourier Opticswhich is the source for the

material reviewed here.

The basic tenant of Fourier theory is that any fmm\cg(x) can be represented as a
weighted sum of complex exponentials:
g(x)=[_ G( f) & df (10.25)

Of course, there are criteria that must be meefpration (10.25) to be true, but without delving
into the detalils, it is sufficient to note thatat the cases dealt with in this thesis, the cooils

are satisfied. Although some readers may be famwith the Fourier transform as a one
dimensional relationship between time and frequetioy transform can also be defined in two

dimensions relating space and spatial frequency:
g(X, y):J'J- G( f) fy) ei2n(fxx+fy)/) of dl; (10.26)

How does the Fourier transform apply to opticspdse that we consideg( X, y) to be

the electric field amplitude distribution of a ptawave:
E(xyz)=d xy & (10.27)

By plugging equation (10.26) into equation (10.2@}l considering the complex amplitude only:
U(xy.d=[]q f. )& e af g (10.28)

Thus, we can consider an image-bearing plane wg{re y) €* to be made up of a infinite
weighted-sum of plane waves, each traveling in aection 6, :sin’l()l fx) and

8, =sin(Af,).
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Many optical systems can be considered to be liaedrinvariant and because of

this, the input and output of an optical system lsamelated by the so-called impulse response of

the system:

00

o(xY) =[] a(én) H(x& yn) & g (10.29)

The form of the integral in equation (10.29) isledlthe convolution integral, and (10.29)
represents the convolution of the input functign with the impulse response of the systam
and the output of the systemgs.

By using the convolution theorem of the Fouriemsfarm, we can instead relate the
functions G, and G, by using the transfer function of the systeth;

G, = HG, (10.30)

Many times it is easier to calculate the FouriansformsG, andH, perform the multiplication
to find G,, and then inverse Fourier transform to obtapn rather than to calculate the

convolution integral. Also, it can be more phy#icantuitive to view an optical system in the
spatial frequency domain—the form fcan reveal the effect that the optical system haNe
on an incoming beam of light. The multiplicatiohband G, shows the effect th&t can have:
for eachfy andfy, a complex numbeH is multiplied with G; to obtain the resulting spatial

frequency distribution. We can calculate the tfanfunctionH for an optical system, or even

for free space. The transfer function of free spagiven by:

.o Z 2 2 > > 1
H(f f): exp[l 277;\/1—(/1@) —(Afy) } JECHT, <3 (10.31)

X!y

0 otherwise.
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The transfer function is split into two parts, doe traveling waves and one for evanescent

waves. By applying this transfer function to a wdunction, one can propagate the wave from
one location to another. For optical systems whieeetransfer function is known, the result of
the entire system can be calculated by takingrpatifield pattern, Fourier transforming it and
then multiplying by each of the transfer functionghe order they are encountered. One of the
most common and useful optical elements is the kmd here | will review the salient points of
the lens under Fourier optics.

A simple lens is two refracting surfaces (surfaska differing index of refraction than
the host material, usually air) separated by aktlg@ss. In this section, we will make several
assumptions about the nature of the lens. Firstmake the “thin-lens” approximation. This
assumption means that we ignore the effect of tbimrmte between the two refracting surfaces.
In effect, the lens is assumed to be infinitelytlso that the front refracting surface and thekbac
refracting surface act simultaneously on the waref that enter the lens.

The lens is also assumed to have a quadratic cur®th sides, although not necessarily
the same curve on each side. This quadratic aamebe thought of in two ways. Because we
are choosing the parameters for the lens, we datraaily choose the surfaces to be quadratic in
curvature. However, the curve can also be se¢heagesult of the paraxial approximation of a
spherical lens. Although it is now possible toateeaspheric optics (like a parabolic lens),
spherical optics were the original choice for lenbecause they are much easier both to make
and to measure and correct for errors. The pdraproximation considers only rays that lay
on or near the optical axis of the system. Theygal approximation of a spherical lens is a
parabolic lens, where the approximation is valityam the paraxial region around the optic axis

of the system.
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Finally, we assume that the lens is completelydparent (non-absorbing) and so the

lens affects only the phase of the light. Usingsthassumptions, the phase transformation of the

lens is given by:

(= exp{—ik (n-9% : y’ (% _éﬂ (10.32)

Using the well-known Gaussian optics formula foe focal length of a lens, equation (10.32)

can be re-written as:

2 2
t, = exp[—ik X 2+fy } (10.33)

wheref is (n—l)(i——lj andn is the index of refraction of the lens materiblow we can see

what happens when an image beam of light is seotigih a lens under a specific condition: the
image is placed a distante front of the lens, and the output is viewea@ alistancd in back of

the lens. Under these conditions, the output is:

00

Uout (XZ’ y2) :J- J- Uimage( Xi’ yl) eX[{— 1/12_7:( X2X1+ y2 M)} d)g d) (1034)

—00

This can be recognized as the Fourier transfornthefinput imageU. with the spatial

image

<

frequencies f, :i, f, =
Af

y Thus, a simple lens performs a two-dimensionalrier

.

A

transform on any input placed in its front focanq, with the output appearing in the back focal
plane. This is a key result in optics, and alldkes construction of optical correlators such as the

Vanderlugt and Joint-Transform correlators.
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10.34f Imaging Systems

The 4 imaging system is commonly used in laboratoryagpéxperiments to transfer an
image-bearing beam from location to location, togmgy/de-magnify an image, or to perform

spatial filtering. A standardf4onfiguration is shown in Figure 10-2.

Figure 10-2: 4 System

Two lens of equal focal lengthare separated by a distande Zhe input to the systetd; is
presented in front of the first lens, and the outgug is measured at a distanfcaway from the
second lens. Therefore the total length of thécapsystem is # Using the results of Section

10.2 the field az=2f will be:

éx _(x vy
U (xy,z=2f1)= Ul— — 10.35
(Y ) jAf '()If Afj ( )
In equation (10.35),U, [if%j represents the Fourier transform Of, scaled by the

wavelength and the focal length of the lenses. sTatuhe middle of thef4ystem, the Fourier

transform of the input is obtained. This allows flee opportunity to perform spatial filtering as
follows. Consider a transparency placedz=22f with a transmittance function(x, y). This
function may be purely real, as it would be for astual transparency with an absorbing or

reflecting pattern etched into it, or it may behage-only function, which could be accomplished

using a liquid-crystal screen. Finally, some speSiLM’s can achieve an amplitude and phase
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modulation simultaneously. In any case, the trarespcy function is multiplied by the field

obtained ar=2f, and the resulting field passes through the setemxlof the system. It is simple
to see that the second lens should perform in dngesmanner as the first lens, since it is also
presented an input in its front focal plane andthassame focal length. Therefore, the output of

the system is simply the Fourier transform of tieédfat the middle of the system:

i 4kf

U,(x,y,z=41)= —(e;| 7 F.T.[ (%) u(% %ﬂ (10.36)

If the transparency is absent, that(isy)=1, then the result of equation (10.36) is simplg th

functionU; from the input, with no phase variation normakgaciated with diffraction, only the
constant phase accrued from traveling a distarfce ¥ spatial filtering is desired, the
transparency provides a simple means. For examapglansparency with a dark pinpoint spot in
the center of the Fourier plane will provide a z&smuency block. A larger dark circle could
provide a high-pass filter. An aperture would pdeva low-pass filter, and so on. In fact, the
common spatial filter is af4ystem with a very narrow low pass filter. Alltbe high frequency
noise is thus filtered out of the beam, providingl@an, uniform profile. Spatial frequency
filtering and diffraction-less propagation are tiweo principle uses of thef4ystem, and are
covered extensively in Goodmanristroduction to Fourier Opticsas well as the EECS course

382.

10.4Common Holographic Calculations

For experimental holography using thick gratinggré are several common calculations
that are used. These are used to calculate thpeprariting angles in order to ensure certain
readout properties. For instance, a common tagk mrite a grating using a laser of one

wavelength for readout with a laser of a differer@velength. In this task and others, it is
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important to calculate the grating period and sladere, 1 show how this may be done for

the general case of an asymmetric (slanted) grating

Figure 10-3: Asymmetric Grating

Figure 10-3 shows the geometry used to analyzectsis. The two writing beams have
k-vectorsk, andk,, which are incident to the holographic materiaéxternal angles,, and 8,,
respectively. Note that the asymmetric writing roea(differing angles) leads to a slant in the
grating. The material has an index of refractign while the surrounding material (usually air)
has an indexn,. In the figure, the material is shown in two smts$, with a larger block of

material surrounding the grating portion in the dbéd This is a useful construct for visualizing

the process, but does not represent the actualgalhysality. The incident beams are refracted

according to Snell's layn, siné, = n, sing,) to produce two beams inside the material at angles

6, and 8,. Once inside the material, the beams interfere the material responds to the

intensity of this interference pattern. This ifeeence pattern is represented by the k-vector of
the grating:

K=k -k, (10.37)
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where the magnitude ‘K‘ = ZZTIT’ and Ais the grating period. The angdeis the angle

of the grating vectoK . The value ofk, andk, inside the material is:

k, =k, (zcosg, - ksing,)

A ) - (10.38)
k, =K, (zcosg,, + Xsing,)

where k, is the wave-number inside the medium for the wgitbeams (the subscript w

indicating a write parameter):
k,=—n, (10.39)

In order to analyze this case further, we firstsider the symmetric case. If the angles of the

writing beams were equal, equation (10.37) woudddyi

K =-%2ksing
10.40
=2—ﬂ=|—§<2ksin6?| ( )
AN
This yields the grating spacing for the symmeteasec
= A/, (10.41)

" 2sind

Now, we can reduce the asymmetric case to the symnenoase by choosing a new axis

that is rotated from the z-axis by, wherea':%. By doing this, we are choosing a new

axis where the writing angles are symmetric insisiemedium. The symmetric anglegs.

6,=0,-5=0,+0 (10.42)



201
Using this information and the result of (10.41¢ tave all the information for this grating.

In order to determine the result of readout frons gjrating using a different wavelength, we
must set the readout angle such that the perigdidithe grating matches that of the reading
wavelength. In other words, changing the wavelerggtthe read beam requires changing the
angle of the beam so that the periodicity matchéss is expressed by:

= Aw/nz = Ar/nz
2sing, 2sing

(10.43)

Equation (10.43) can be solved for any angle githen other angle and two wavelengths, or

solved for a wavelength given two angles and a Veangh.
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