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ABSTRACT

X-ray Reflectivity Study of Ionic Liquids at Electrified Surfaces

Miaoqi Chu

Room temperature ionic liquids (RTILs) are molten salts at room temperature, con-

sisting purely of anions and cations, with many potential applications in energy stor-

age, electrosynthesis, electrodeposition, green chemistry etc. The solvent-free and highly

charge-concentrated novel liquids possess many unique properties that are not seen in

conventional dilute electrolyte solutions. Among them, the structures and dynamics of

anions/cations next to charged surfaces are especially important because of their direct

relevance to energy applications. Numerous theoretical studies based on mean-field the-

ory and computer simulations predict that when a surface is not highly charged, RTILs

form alternating layers of anions/cations to screen the surface charge; when it is highly

charged, a crowded layer of ions with like charge forms. The alternating anion/cation

layer structure has been observed experimentally, but not the crowding effect.

In this thesis, studies of the interfacial structures and dynamics of RTILs with syn-

chrotron based specular X-ray reflectivity (XRR), a non-contact, non-destructive probe

of structure, are described. This powerful technique measures the electron density profile



4

at the interface, from which one can infer the molecular ordering of anions/cations. In-

situ XRR is measured on a conductive silicon substrate, which also serves as the working

electrode, in a transmission cell filled with RTIL. The selection of experimental material

and the design of the cell, made it possible to directly observe the crowding of anions.

At low voltages, the XRR curve is featureless, indicating that the interfacial structure

(if any) is too thin to be detected. Above a certain threshold voltage, fringes develop

in XRR scans, which are due to the electron-dense anions aggregating at the silicon

surface, or in other words the crowding effect. The thickness of this layer is found to

be proportional to the square root of the voltage minus an offset voltage. The origin

of the offset, which is not predicted in theories, may be due to an alternating layer or a

diffuse Gouy-Chapman double layer. The composition of the crowded layer is roughly 80%

anions and 20% cations, while theories predicate 100% anion. Furthermore, the charge

carried by each anion/cation is less than unit charge, in agreement with the predictions

of quantum-chemical calculation.

By measuring the time dependence of the crowded layer, ultraslow dynamics with

timescales of 400-1100 sec. is found. This time scale is at least 5 orders longer than the

RC constant, but 10 times shorter than the time needed for ions to diffuse freely across the

entire electrochemical cell. These significant differences mean that the crowding cannot

result from just the local reordering of anions/cations but is due a collective reorganization

that happens across the whole electrochemical cell.

This thesis reveals some of the complex properties of RTILs. It provides fundamental

information that may motivate and promote research and applications using RTILs.
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CHAPTER 1

Basics of X-ray reflectivity

1.1. Introduction

X-ray reflectivity (XRR) is a powerful technique that measures the electron density

profile (EDP) perpendicular to the surfaces. It’s widely used to characterize surface

properties including thin-film structures, molecular arrangements and ion distributions.

XRR was first observed by Heinz Kiessig[1] in 1931 and the conceptual idea was developed

by Layman Parratt in 1954 [2]. Since then, XRR has been developed into a successful

technique used in physics, chemistry, biophysics and material science, thanks to the advent

of synchrotron X-ray source, advanced photon detector and developments in computer

technologies. Each year, more than 250 papers and thousands of citations are attributed

to XR, according to WebofScience.

As the name suggests, an XRR experiment shoots an X-ray beam onto the sample

surface and measures the portion of photons that are reflected in the specular direction.

If the surface is ideally sharp and without graduated electron density (structures), the

reflectivity will follow the Fresnel form. Deviation from Fresnel reflectivity, on the other

hand, suggests surface roughness and/or non-uniform surface layers. With proper ana-

lyzing procedure, the EDP in real space can be reconstructed from the reflectivity data.

XRR can detect structures from a few angstroms to a few hundred angstroms.
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Excluding the synchrotron X-ray source, the rest of experimental setup is quite straight-

forward. It only requires a diffractometer, a detector, and other accessories like motors

and slits. The non-contact and non-destructive (let’s not worry about beam-damage for

now) nature makes it possible to perform XRR measurements in-situ. The samples can

be measured under the desirable conditions, such as temperature, humidity, pressure, pH,

electric field and magnetic field.

Every technique has its advantages and disadvantages. Unlike many spectroscopic

methods, XRR is only sensitive to the electron density (electrons per unit volume). If

the X-ray energy is close to the absorption edge of elements presented on the surface,

resonant anomalous XRR can be employed to study the system. But this luxury isn’t

always available for studies with soft-matter, which largely consist of elements (C, O, H,

N) with absorption edges far below the X-ray energy. Unlike neutron reflectivity (NR) in

which the scattering length density (SLD) can be tuned by replacing a certain portion of

hydrogen to deuterium, electron density can be considered as a constant once a sample

is prepared. Nevertheless, one can optimize the electron density contrast by choosing the

material/substrates wisely.

XRR only measures the electron density perpendicular to the surface (out of plane),

while the details parallel to the surface (in plane) are averaged. Thus, other techniques

which can characterize the in-plane structure, such as grazing incidence diffraction (GID)

and small angle X-ray scattering (SAXS), are required as complementary tools to reveal

the 3D structure.

Also, beam-damage effect from X-rays cannot be neglected. An intense X-ray beam

ionizes the medium in its path, releasing free radicals that are highly active[3]. Molecules
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with certain chemical structures, for example carbon double-bonds, are especially vulner-

able to the free radicals[4]. Thus measures should be taken to mitigate the beam-damage

effect. For example, take the measurement under cryogenic conditions; fill the experimen-

tal chamber with inert gas; perform beam-damage test at the beginning of the experiment;

move the scan spot constantly; prepare a new sample frequently.

Due to the fast decaying nature of XRR as a function of wave vector transfer (which

will be elaborated in the next section), finite photon flux (even with synchrotron sources)

and slow motor control, the resolution of XRR is limited both in terms of space (a few

angstroms) and time (tens to hundreds of seconds). This puts a hard limit on how small

a structure and how fast a time scale XRR can distinguish, clearly not a single chemical

bond or a chemical reaction that takes a femtosecond.

Finally, the reconstruction of XRR data (as well as NR data) for real space information

is an inverse problem[5]. The X-ray detector is able to record the number of photons but

not the phase. Cares must be taken in order to achieve robust and physically reasonable

conclusions.

A typical XRR experiment and its data analysis process is shown in Figure 1.1. The

details will be described in the next few sections. Briefly, the raw data from XRR exper-

iment are corrected for geometry, attenuation in the X-ray path, transmission factor of

filters, scan time and background, before being finally normalized by the incoming beam

flux. Meantime, a method to model the EDP in real space must be developed. Several

schemes are proposed, such as Fourier series/Chebyshev polynomials, distorted crystals,

and slab (box) model. In this thesis, the slab model, which divides the EDP into separate
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Figure 1.1. Scheme of X-ray reflectivity data analysis procedure. For each
step, the highlighted option is used in this research and will be explained
in details in the following sections.

slabs and characterizes the interfaces with an error function, is the primary model due to

its simplicity, clear physical picture and easy Fourier conversion. From the model whose

parameters (profile) are within proper boundaries imposed by physical reasonability for

the real system, reflectivity curve can be calculated with different formalisms. A merit

function which describes the goodness of fitting compares the experimental data to the

calculated reflectivity curve. Then an optimization algorithm steps in to navigate the
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profile which can have a highly non-linear merit function value though high-dimensional

parametric space, until the merit function reaches the fitting tolerance (which means a

satisfactory profile is found). The fitting result with error-bar and correlation between

fitting variables is reported to support the scientific conclusion. In this thesis, a scheme

which generates simulated reflectivity data is also proposed, which can be used to cali-

brate the fitting program and test experiment ideas. A systematic summary of the fitting

result of reflectivity data either from experiments or from simulations, also serve as a

good guide on how to design an XRR experiments that optimize the output.

1.2. Modeling the electron density profile

XRR has a finite spatial resolution limit, and electron distributions, smaller than

this limit can’t be distinguished. In other words, the EDP is averaged over this length

scale, which is usually larger than the length of chemical bonds. Thus, the EDP should

be considered as a continuous, differentiable function of z, where z is the perpendicular

position. This differs from crystallography in which the distribution of atoms is treated

as a superposition of delta functions.

In this thesis, the primary model is the slab model,

(1.1) ρ(z) = ρ0 +
N∑
i=1

ρi − ρi−1

2

(
erf(

z − hi√
2σi

) + 1

)
, hi =

i∑
j=1

dj

In this model, there are N slabs apart from the semi-infinite substrate which is con-

sidered as slab[0]. ρi is the electron density from the ith slab and σi is the interfacial

roughness between slab [i − 1] and slab [i]. hi is the location of the ith interface (the

electron density on the two sides are ρi and ρi−1 respectively). The first interface is set
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as 0, h1 = d1 = 0. di is the distance between the interface i and i − 1. It can be easily

verified that limz→−∞ ρ(z) = ρ0 and limz→+∞ ρ(z) = ρN . This model is intuitive that each

variable (ρi, di, σi) has its the physical counterpart (density, width, and roughness). It’s

also easy to convert the EDP to reflectivity curve with the master’s formula due to the

fact that the derivative of an error function is a Gaussian function. The Master formula

for XRR is

(1.2) R(q)/RF (q) =

∣∣∣∣∫ dρ(z)

dz
exp(iqz)dz

∣∣∣∣2
Pluging in the EDP characterized by slab model,

(1.3) R(q)/RF (q) =

∣∣∣∣∣
N∑
i=1

(ρi − ρi−1) exp(−q2σ2/2) exp(iqhi)

∣∣∣∣∣
2

Several points are worthy to note. The master formula only works for q >> qcritical.

By setting the roughness (σi = 0) to be zero and the all width (di = 0) to be a constant

value that is below the spatial resolution of XRR, the slab model is converted to a new

form that’s widely used for model independent modeling and fitting. In some cases, a slab

can be very thin while it’s very rough on its two surfaces (di < σi and/or di << σi−1).

Though it’s totally valid mathematically, the EDP will have a bump / dip which seems

to be unphysical.
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1.3. Calculating X-ray Reflectivity

Fitting XRR data requires many iterations of the reflectivity calculation. Thus, the

calculation procedure must be fast and reliable. Parratt’s recursive method can be imple-

mented to easily achieve this goal. A N-layer film can be represented with scattering length

density (SLD) as ρ = (ρ0, ρ1, ρ2, · · · , ρN), thicknesses of the layers as d = (d1, d2, · · · , dn),

and roughnesses σ = (σ1, σ2, · · · , σN). ρ0 is the SLD for the substrate while ρN is SLD

for the top layer which is usually air or solvent. σj is the roughness between the (j − 1)th

and jth layer. The absorption terms are omitted in this thesis for simplicity because most

of the data are taken in transmission cells where the attenuation from medium is almost

a constant. The wave vector transfer for each layer is,

(1.4) kj =
√
k2
N − 4π(ρi − ρN)

and the reflectivity at the jth interface is,

(1.5) rj−1,j =
kj − kj−1

kj + kj−1

exp(−2kjkj−1σ
2
j )

r−1,0, the reflectivity amplitude at the bottom of the substrate by this notation, is negligi-

ble, since it’s far away from the film and its roughness is very high especially for unpolished

substrates. The ratio of reflected and transmitted amplitude Xj−1,j = Rj−1,j/Tj−1,j is then

0 for j = 0.

(1.6) Xj,j+1 =
rj,j+1 +Xj−1,j exp(2ikjdj)

1 + rj,j+1Xj−1,j exp(2ikjdj)
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Recursively calculating the formula from j = 0 to j = N , the reflectivity is then

(1.7) R = |XN−1,N |2

1.4. Choice of Merit function

The merit function (or cost function) measures how much the fitted reflectivy curve

deviates from the experiment data (or simply put, how good is the fit). It is key for XRR

data analysis, mainly because R(q) can decay over ten orders as a function of q. The

standard choice is χ2, defined as

(1.8) χ2 =
1

Nd −Np

Nd∑
i=1

(Rfit,i −Rexp,i)
2

σ2
e,i

In which, Nd and Np are the number of data points and the number of free parameters

respectively, Rfit,i, Rexp,i, and σe,i are calculated reflectivity, experimental reflectivity and

uncertainty. Despite its well defined properties in statistics, χ2 performs poorly, usually

resulting in fitting the data only in the low-q region. This can be understood by the

following argument: suppose the deviation at each point is proportional to Rexp,i with

a factor of αi, and the uncertainty σe,i is proportional to
√
Rexp,i as one would expect

for Poisson distribution, then χ2 ∝ 1
Nd−Np

∑Nd

i=1 α
2
iRexp,i. Rexp,i decays as q−4

i , making χ2

ignore the residues at high-q region. Making things worse, real experiments don’t only

have statistical errors, but also systematic errors, originating from the nonuniformity of

the X-ray beam and sample, mis-alignment of XRR setup etc. These factors are hard

to take into the calculation of σe,i, but can contribute significantly to the deviation (the

numerator term in Equation 1.8).



23

The logarithmic form merit function is a good candidate to overcome those problems,

(1.9) γ2 =
1

Nd

Nd∑
i=1

[log(Rfit,i)− log(Rexp,i)]
2

The Np term is not in the denominator to follow the conventions in MOTOfit [6]. Since

most reflectivity curves are plotted in log scale, γ2 is more intuitive to represent the

deviation of fitting from the experiment data. Expanding γ2 in Taylor series to the first

order,

(1.10) γ2 =
1

Nd

Nd∑
i=1

(
Rfit,i −Rexp,i

Rexp,i

)2

=
1

Nd

Nd∑
i=1

α2
i

Thus, data points along the whole q-range contribute ”evenly” to γ2.

Another interesting property is that the logarithmic merit function is scale-free. Ideally

the data from an XRR experiment should be normalized to the incoming photon number.

The common monitor for incoming beam is the ion-chamber before the sample, which

outputs a current proportional the flux of photons. To obtain the normalized reflectivity,

a scaling factor is introduced, as well its uncertainty. Sometimes it’s possible to use the

reflectivity below the critical angle (R ≡ 1.0) to normalize (after foot-print correction),

but for many cases the critical angle is too small (e.g. transmission cell with dense liquid).

For applications that one needs to compare the fitting goodness (i.e. merit function) from

one sample to another, this scaling procedure might lead to considerable error.
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Assume the experiment reflectivity is offset by βo, and the calculated reflectivity can

be scaled by a variable β

(1.11)

γ2 =
1

Nd

Nd∑
i=1

[log(βRfit,i)− log(βoRexp,i)]
2 =

1

Nd

Nd∑
i=1

[log(Rfit,i)− log(Rexp,i) + log(β/βo)]
2

β is also a fitting parameter which will converge to βo, given that the model results in

a good fit in the first place. Furthermore, the scale factor can be a function of qi. For

example,

(1.12) γ2 =
1

Nd

Nd∑
i=1

[
log(Rfit,i/q

−4
i )− log(Rexp,i/q

−4
i )
]2

(1.13) γ2 =
1

Nd

Nd∑
i=1

[log(Rfit,i/RF,i)− log(Rexp,i/RF,i)]
2

In the equations above, Rq4 and R/RF are reflectivity divided by Fresnel reflectivity in the

kinematic and dynamic approach respectively. These divisions are often used to remove

the fast decaying baselines in reflectivity curves to manifest the features of interest. This

mechanism is intrinsic for the logarithmic form γ2 but not for the standard χ2.

1.5. Statistical properties of logarithm Poisson distribution

The reflectivity R is related to the count of photons at the detector N by R = N/N0.

N0 = Ns · Ni · f(θ), which are the scaling factor, ion chamber correction and footprint

correction respectively.

(1.14) PN(N = n) = e−λ
λn

n!
E[N ] = λ V ar[N ] = λ
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For the new variable Y = log(N), it’s easy to verify that,

(1.15) PY (Y = y) = e−λ
λexp(y)

[exp(y)]!
exp(y) = e−λ

λexp(y)

[exp(y)− 1]!

(1.16) PY (Y = y) = e−λ
λ10y

[10y]!
10y log 10 = e−λ

λ10y

[10y − 1]!
log 10

The denominator should be rounded to the nearest integer, to account for the machine

precision and to calculate the factorial. To study this probability distribution, a numerical

experiment with large sample size was conducted, as shown in Fig. 1.2. For the wide range

studied, λ sim[15, 5000], the histogram is always a bell shaped, and can be fitted nicely

with a Gaussian function, Pgaussian(y) = 1√
2πσ

exp[− (y−µ)2

2σ2 ]. The fitting curves (dashed

red) deviate from the analytical curves (solid blue, Eq 1.15) slightly at λ ≤ 100 and

become almost identical at λ ≥ 200. To compare the deviation in detail, the expectation

value and standard deviation value of the P.D.F. are calculated,

(1.17) µa = E[Y ] =
∑

yPY (y) σa =
√∑

y2PY (y)− E[Y ]2

The summation range is limited to max{0, log(γ − 10
√
γ)} and log(γ + 10

√
γ). The

parameters from the Gaussian fits and the P.D.F. are plotted in Fig. 1.3. The µ values

from both cases are almost identical, and follow the µ = log(λ) curve closely. This is

surprising because in Fig. 1.2, the maximal of P.D.F and fitting curves are not at the
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Figure 1.2. Numerical test with the Log Poisson distribution. For each plot,
1 million random samples are generated according to N ∼ Poisson(λ). The

histograms show the distribution of log(N). Number of bins is 4
√
λ, or 50

when λ is large. The blue lines are Gaussian fits, with fitting parameters
(µ, σ) annotated in each figure. The red dashed lines are the analytical
probability density functions in Eq.1.15.
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Figure 1.3. The mean and standard deviation of logarithm Poisson dis-
tribution as functions of λ. Red squares are values obtained from fitting
with Gaussian function, shown in Figure 1.2. Empty squares are calculated
directly from the probability density distribution (pdf) function. Dashed
curves are the results from the first order approximation (described in the
text).

same position at λ ≤ 100. This is mostly likely due to the fact that the P.D.F is skew

towards right side. σ from fitting is about 10% larger than from P.D.F. at λ. The difference

quickly narrows and is negligible at λ ∼ 400. The trend of σ can be characterized with

σ = 1/
√
λ when λ is large enough. Apply the following approximation[7],

(1.18) σ =
√

var[log(N)] ≈
√

(log′(E[N ]))2var[N ] = | log′(λ)
√
λ| = 1√

λ

This approximation works well at large λ, where the ”dispersion” of points (
√
λ)

compared to the average value (λ)is small. The same analysis can be done with the log 10

version of γ2 1.16, which yields µ = log 10(λ) and σ = 1/(λ log 10).
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Let’s revisit the definition of γ2 in Eq 1.9. Though no uncertainty term explicitly

appears in γ2, it can be added simply by putting a global scaling factor, β0, (and also put

Np, number of free parameters into γ2)

(1.19) Γ2 = βγ2 =
1

Nd −Np

Nd−Np∑
i=1

[log(Rfit,i)− log(Rexp,i)]
2

1/β

If β is chosen to be 1/σ2 = λ (loge version) or 1/σ2 = λ log 10 (log10 version), the

modified Γ2 actually includes the measurement uncertainty. It should be noted that this

equation is only for cases without background. In the next section, this λ has to be

replaced by λs + 2λn to account for the background.

This uncertainty is based on the assumption that all points have the same constant

signal count. In a real experiment, the number of incident photons per exposure can

be adjusted by applying X-ray filters and/or changing the time per exposure, to avoid

saturating/burning the detector. In this thesis, the typical signal count using Pilatus

100K detector can vary from 105 at qcritical to a 101 ∼ 102 at qmax. If the data points

near critical angles and qmax are excluded, then the majority of points on XRR curves

have counts of 103104. Interestingly, the empirical scale factors for most XRR fitting in

this work is 103. This coincidence justifies the method of using scaled logarithm merit

function.

1.6. Distinguishing the signal from noise in reflectivity measurement

In XRR experiments, photons are scattered not only by the surfaces of the samples,

but also by other sources, including air, the edges of slits etc. As mentioned above, the
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Figure 1.4. The extracted reflectivity of the XRR measurement of silicon
oxide / TEHOS interface in a transmission cell (see text for detail) plotted
as R and Rq4. The data is corrected for footprint but not normalized.

specular reflectivity drops very fast, and at some point it’s going to be comparable of the

background before it gets smeared out. Fig. 1.4 and Fig. 1.5 show a typical example of

signal vs noise as a function of q. Reflectivity was measured at the interface of silicon

oxide and tetrakis-2-ethyl-hexoxysilane (TEHOS) liquid. The non-polar, sphere shape

TEHOS molecules were found to form layering at the silicon surface by C.J. Yu in thin

TEHOS film (< 104 Å)[8]. The layering spacing is about 10Å (or 2π/10 = 0.628Å−1 in

XRR), about the size of TEHOS molecules. The isotropic scattering from 6mm TEHOS

in the transmission cell is so much stronger than the signal of surface layering that, after

background subtraction, the XRR curve is almost featureless in Fig. 1.4. In Fig. 1.5, the

data recorded on the area detector are plotted with specular reflectivity and backgrounds

marked with white boxes. At q = 0.39Å−1 and q = 0.49Å−1, the signal to noise ratio

(S/N) is about 1.7857 and 0.3708. The center box is much brighter than the background

boxes. At q = 0.59Å−1, S/N decreases to 0.0815, the signal is still distinguishable but a

large error bar is expected. At q = 0.59Å−1, the middle box has about 80 more counts
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Figure 1.5. Specular reflectivity and background collected at different qz on
Pilatus 100K detector. The data is from a XRR measurement of silicon
oxide (SiOH) and TEHOS liquid in a transmission cell. The center box is
specular reflection and the two side boxes are for background. The count
for each region of interest is annotated above. The x axis is χ direction and
y axis is the θ − 2θ direction. The stripes of blue are the anti-scattering
slits located just before the detector.

than the average background, but it’s impossible to tell which one is brighter by human

eye. The standard deviation of background at λ = 3533 is about 59 and error bar is

73 (including error propagation). It’s hard to say if the signal is real or just from the

statistical fluctuation. At higher q one can even get negative signal counts by doing

background subtraction, which isn’t physically reasonable.

This example shows how the noise can overwhelm the reflectivity signal. It’s necessary

to quantify this process for applications like choosing the cut-off qmax, classifying/disposing

bad points and simulating artificial reflectivity data. Assuming the signal and background
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are both Poisson distribution with µ equal to λs and λn, then the measured signal (sm)

can be expressed as,

(1.20) sm = s+ n− n′

in which s ∼ Poisson(λs) and both n and n′ are independent Poisson(λn). This kind

of distribution was studied by Skellam[9]. The mean and standard deviation are λs and

√
λs + 2λn. The ratio of error bar and mean, α =

√
λs + 2λn/λs. is plotted as a function

of λs and λn in Fig. 1.6. For a fixed background, the ratio α raise quickly as λs drops to

the standard deviation of background.

This analysis, however, is only valid in terms of statistics (i.e. with large sample size).

For a real experiment, only one shot is taken. Thus, the fluctuation is much bigger even

when α is low. An one-shot simulation is performed in Fig. 1.7 with α varied from 0.05 to

1.1. The 16×16 is the whole detector and the center 4×4 square is treated as the specular

reflection spot. λn is set to be 1600 or 100 counts per pixel and λs is calculated by solving

the α equation, λs = (1 +
√

1 + 8α2λn)/2α2. Two sets of random Poisson distributed

numbers are generated, superimposed and plotted together. By naked eye, it’s difficult to

identify the enhancement in the center box at α = 0.4 and above. By increasing λn and λs

proportionally to decrease α, which is equivalent to take longer exposure in experiments,

it’s possible to detect the difference. However, it takes quadratic time and radiation dose

to half α which is sometimes infeasible for experiments.
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.

1.7. Generating Simulated XRR data

The key of generating simulated reflectivity data is to add the noise properly. Laub

et al proposed a constant 2% error for all points[10]. van der Lee et al used a linearly

increasing error, from 3 % at the qmin to 25% at qmax[11]. As pointed out in the previous

section, the signal and noise are both Poisson variables and their subtraction belongs

to Skellam distribution. For a given a signal count λs and a background count λn, the

measured signal λm is,
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Figure 1.7. Simulation of reflectivity signal counts at different α. The back-
ground is fixed at 100 counts per pixel. The center box is the region of
interest with 16 pixels, treated as the reflection spot.

(1.21) λ̄m = λs σ(λm) =
√
λs + 2λn

Clearly the error is not a constant nor a linear function of q. To be more realistic, the

simulated data is generated from the Skellam distribution with a constant background

λn. A cutoff in qmax is set such that σ(λm) = αλm. Assuming the background count is a

constant, and λs = R(qmax)N0, in which N0 is the incoming flux. Solving the equation,

αR(qmax)N0 =
√
R(qmax)N + 2λn,
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(1.22) N0 =
1 +
√

1 + 8α2λn
2α2R(qmax)

Now, for a given electron density profile, the exact reflectivity (R(qi)) at qi can be cal-

culated with Parratt’s optical method. The noise and signal count for this point will be, λn

and R(qi)N0. By generating three Poisson variables (n0, n1, s0) with λ = (λn, λn, R(qi)N0),

the simulated reflectivity and its uncertainty will be,

(1.23) Rs(qi) =
n0 + s0 − n1

N0

∆Rs(qi) =

√
n0 + n1 + s0

N0

This procedure generates artificial reflectivity data with the theoretical statistical

properties of an ideal XRR experiment. It’s even better than real experiment data since it

lacks systematic errors such as those originate from X-ray beam’s uniformity and stability.

The artificial reflectivity data is useful in several ways. For given surface structures, either

from molecular simulations or theoretical predictions, one can use the artificial reflectivity

data to determine the XRR pattern(if any). It can also be used to evaluate the efficiency

of a fitting program, which will be the theme for the next chapter.
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CHAPTER 2

Resolution of XRR technique

2.1. Introduction

Despite the straightforward experimental setup, XRR isn’t so intuitive when it comes

to the interpretation of the reflectivity data. Firstly, the maximal momentum transfer for

XRR (qmax) is limited by the interfacial roughness as well as the flux of the X-ray source.

For single crystal substrates, such as rutile and mica, it can reach as high as 8 Å−1. But

more commonly, for samples prepared on a prime grade silicon wafer, it’s usually reduced

to 1 Å−1 or less. Additionally, the X-ray detectors can only record the number of photons

without their phase information, which means the reconstructions of real space electron

density profiles from the XRR data are inverse problems. In other words, many different

models will yield the same XRR data within certain error, but they are not necessarily

corresponding to the physical structures.

For an optical telescope, the resolution is limited by the diffraction limit, ∆θ =

1.22λ/nD. λ, n, D are the wavelength of light, the refraction index and the diame-

ter of the lens. A light source with shorter wavelength (larger wave number) would yield

better resolution. Similarly, XRR measurement also has limited wave transfer (qz ≤ qmax)

due to the fast decaying reflectivity signal. The theoretical resolution limit, ∆ = π/qmax,

derived directly from Fourier analysis, is a widely used measure of the spatial limit XRR
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can detect. As mentioned in the previous chapter, the last few points in XRR data in-

cluding the qmax point suffer considerable fluctuations. This makes qmax not so robust. In

addition, to fit a complex film (e.g. a multiple-layer film) requires multiple variables which

may have strong correlations with each other. Another obvious flaw with ∆ = π/qmax is

that it doesn’t have any terms involving the contrast of the electron densities. If a thin

film has several substructures, the XRR pattern is largely determined by the interfaces

with higher density contrast, under the perturbations from the low contrast interfaces.

In this chapter, numerical experiments are conducted to explore how well does a fitting

procedure retrieve the real electron density profile. The simplest slab model with just one

slab is used to generate artificial XRR data with proper statistical fluctuation, using the

method described in the previous chapter. The profiles obtained by fitting are compared

to the profiles that generate the XRR data to determine the fitting errors.

2.2. Effect of slab width

The single slab model assumes an interfacial layer with uniform electron density be-

tween the substrate and the top media (air or solvent). It is very useful to analyze the

XRR data of films without stratification or gradient in electron density. This model can be

widely found in self-assembled monolayers[12], deposited films[13], surface oxidation[14]

etc. It’s also a great starting point to analyze more complex films.

A single slab model has four parameters, (ρx, D, σ1, σ2), which are the electron den-

sity and thickness of the film, roughnesses of the interface between substrate/film, and

film/top media respectively. The densities of top media (ρs) and substrate (ρt), which
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Figure 2.1. An example of simulating reflectivity data. Electron density
profile with known parameters is plotted in the left panel, with blue slab
as the substrate, yellow slab as the slab to be fitted and red slab as the
top medium. The green curve outlines the density profile if there are no
roughness between slabs. The substrate is set to be the density of water
(which is a typical number for soft matter) while the top medium is air.
This density profile is used to simulate the reflectivity data shown in the
right panel. The simulating process is described in the text.

can be calculated easily according to the material composition, are taken as fixed fitting

parameters. The electron density contrast is defined as γct = (ρx − ρt)/(ρs − ρt), which

is fixed γct = 0.1. qmax is set at 0.8Å−1, corresponding to resolution of π/qmax = 4Å. The

interface roughnesses are set at σ1 = 2.0Å and σ2 = 3.0Å, which are typical values in

XRR experiments.

A series of simulated reflectivity data with widths (Ds) ranging from 1Å to 16Å are

generated and fitted with one-slab model. Figure 2.1(a) shows an example of postulated

density profile and the resulting artificial X-ray reflectivity. The assumed density profile

consists of a semi-infinite substrate of density 10−5 electrons/Å2, covered by a 16Å thick

thin film with density 10−6 electrons/Å2. The resulting reflectivity data are shown in

Figure 2.1(b) with error bars. The data are generated up to a finite maximal wavevector
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Figure 2.2. Contours of merit function on D − ρ plane. The simulated
profiles are generated with constant contrast and varied width Ds, which is
labeled on the top. (a)-(e) are fittings with fixed roughness values while in
(f)-(j), the roughness, σ1 and σ2, are allowed to vary freely during fitting.
The red christcross indicates the best fitting parameter. The yellow X shape
marks the exact parameters used to generate the simulated data. The yellow
lines follow the equation D · ρ = Ds · ρs.

transfer (qmax), since reflectivity intensities drop rapidly and the range of data is always

limited. Other simulated data (not shown) were generated using the same qualitative

model but varying the parameters, as discussed further below.

Instead of just reporting the parameters that yield the global minima (best fit), we

report the fitting results as contours of merit function value in D − ρ plane, as shown in

Figure 2.2. The other two parameters (σ1, σ2) are fixed in the upper panels but are allow

to float in the lower panels in Figure 2.2. In the upper panels, the only two parameters

that are free to vary during fitting are D and ρ . At Ds = 1Å, the parameters that yields

good fits (the blue region) correspond to profiles that either have negligible D or have

negligible electron density differences.
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The parameter for the best fit marked by the red crisscross is not located near the

yellow cross which represents the profile that generates the XRR data in the first place.

In other words, it’s not possible to distinguish the layer. When Ds increases to 4Å, just

about the theoretical resolution, the contour changes to ”C” shape. The values of merit

function at both ends of the C shape are slightly lower than those in the middle. The global

minimal is next to the right position, suggesting the fit is able to find the real profile but

with considerable error (the blue region stretches across the plot). Just by increasing Ds

by 1Å, the color separates, manifests two islands of good fitting region. When Ds = 8Å,

twice the theoretical resolution, the connecting part of the islands disappears. The shape

of the islands is almost elliptical with orthogonal axes in the D−ρ plane, suggesting weak

correlation between D and ρ.

However, in practice, how rough the interfaces are often unknown. Thus, each inter-

facial roughness should be treated as an independent variable within reasonable range.

The lower panels (f) (j) of Figure 2.2 shows the contour of fit with σ1 and σ2 as hidden

float variables. To be more specific, at each point on the contour, σ1 and σ2 are allow to

vary until the best local minima is reached. The contours at Ds =1Å and 4Å are almost

identical. Both of them have a wide blue area below Ds = 4Å and two arms extending

along the density line that corresponding to zero contrast. The low γ2 region shrinks at

5Å, but it’s not until Ds =8Å(twice the theoretical resolution) that the global minima

start to yield the real profile.
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Figure 2.3. SLD profiles with different contrast (ηs). The black and blue
are the substrate and the film being studied. Due to the nonzero inter-
facial roughness, the profiles extend to the top medium (air). The blue
dashed lines are profiles if all interfaces are infinitely sharp. The simulated
reflectivity curves are calculated following the procedure described previ-
ously.
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2.3. Effect of contrast

Reflectivity patterns originate from the interference of X-rays(neutrons) at the inter-

faces where the scattering length density (SLD) on its two sides are different. Generally,

higher contrast results in higher interference amplitude which often yields stronger reflec-

tivity pattern. Unlike the neutron reflectivity where one can adjust the SLD (even flip its

sign) of the film under study by deuterating, X-ray is only sensitive to the electron density

(assuming the photon energy is far away from the absorption edge) which is determined by

the elements in the material. Nevertheless, one can still change the contrast by choosing

a different substrate or top medium. For example, the thin film under study can be either

deposited onto a metallic substrate with very high electron density, or deposited onto to a

sapphire/quartz/silicon with much lower electron density. Thus, a better understanding

of how the SLD contrast affects the reflectivity is not only important to the data analysis

but also poses some general guidance of which substrate to choose at the design stage of

the experiment.

A series of SLD profiles with different contrasts are generated while keeping the rest

variables fixed. The fixed variables include the SLD of the substrate (half of silicon SLD)

and top medium (vacuum, zero), the roughness of the interfaces (2Åand 3Å), the film

thickness (5Å) and the maximal q range (qmax = 0.8Å−1). The control of the contrast,

defined as ηs = ρf/ρsub, is made possible by varying the film SLD (ρf ).

The SLD profiles as well as the reflectivity curves simulated from those profiles are

plotted in Figure 2.3. At ηs = 2.5, the highest contrast in this study, the reflectivity

curve shows a dip around π/5 = 0.63Å−1. This is from the strong interference of the two

interfaces separated by 5Å. However, as ηs increases to 5.0, this dip is almost invisible.
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Figure 2.4. Effect of density contrast (γct) on the landscape of merit func-
tion. Two schemes were used to fit the reflectivity data. For (a)-(d), the
roughness are fixed while for (e)-(h), the roughnesses are treated as vari-
ables. See the text for details. The yellow X and red + are the exact
parameter of the SLD profile and three global minima.

At even higher ηs, the reflectivity curves are almost featureless. The ratio of reflectivity

amplitude of the two interfaces at contrast ηs are 1 : (ηs − 1). A ratio closer to 1 : 1

will have the stronger interference between interfaces and result in stronger reflectivity

patterns.

By applying the contour-searching technique described in the previous section, the sim-

ulated reflectivity data are fitted with one-slab model with four parameters (ρ,D, σ1, σ2).

As shown previously, whether the interfacial roughnesses are fixed or not changes the

contour landscape significantly. The results are summarized in Figure 2.4. At ηs = 2.5

and 5.0, the fixed fitting would result in two distinct point shaped minima, indicating

the values of ρ and D can be determined with high accuracy by fitting. However, if the

roughnesses are considered as variables, which they should be for real data analysis, the
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Figure 2.5. Contours for merit function for simulated data with qmax ranging
from 0.2 to 1.6 Å−1. The density contrast γct is set at 0.1 and the simulated
slab is set to be 5Å. The roughness of the two interfaces are both 2Å.

good-fit regions (blue part on the contour) transform into X-shape. The combinations of

(ρ,D) along the X-shape, with the help of hidden variables σ1 and σ2, can produce re-

flectivity curves that resemble that simulated data. A normal fitting program which only

seeks the global minima doesn’t necessary yield the real profile. This is again verified in

Figure 2.4, the red + which represents the global minima doesn’t follow the yellow cross

which is the real profile.

When ηs increases to 10 and 100, the contrasts between interfaces are reduced signif-

icantly. The simulated reflectivity data are basically featureless, as shown in Figure 2.3.

Fitting of the reflectivity data can’t retrieve the real profiles, even if the roughnesses are

fixed.

2.4. Effect of q range
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Reflectivity curves from non-smooth interfaces usually decay faster than the Fresnel

reflectivity, which falls as RF (q) ∼ 1/q4, in which q is the wave vector transfer. This nature

makes the measurements of reflectivity data reaching high-q extremely demanding. Even

with the state-of-the-art synchrotron sources, one can’t increase qmax to any degree, not

to mention the neutron sources with a much lower flux. The most feasible way to obtain

data with wider q-range is to do experiment on smooth substrates.

Silicon wafers and sapphire are two most common substrates that can achieve atomic

flatness (root mean square roughness). The prime grade silicon wafers after Piranha

cleaning can reach 2Å, while sapphire can reach 1Å. When a thin film is deposited/self-

assembled onto the substrates, one or more rough (compared to the substrates) interfaces

are introduced, which often significantly reduces the q-range.

In this section, the effects of q-range on the reflectivity data analysis is investigated

by fitting the artificial data. A single slab model with width of 5Å, electron density of 10

percent of the substrate, and interfacial roughness of 2Å, is used to generated simulate

XRR data with qmax ranging from 0.2Å−1 to 1.6Å−1. As mentioned in the previous section,

there are four variables for a single slab fitting, (ρ,D, σ1, σ2). All four variables are allowed

to vary in this section. Not surprisingly, the contours of merit function show (Figure 2.5)

a clear dependence on qmax.

When qmax is far below the resolution limit of qtheory = π/5.0 = 0.6Å−1, it’s virtually

impossible to identify the real profile. As qmax increases to qtheory, the region of good fits

shrinks significantly. Beyond qmax, the contour transforms into two separate islands which

are equivalent in producing the simulated data.
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2.5. Patterson function for X-ray reflectivity

Patterson function, the Fourier transform of scattering intensity, is a convenient way

to solve the crystal structures [15]. When it comes to XRR, which is a special case of

crystallography that only measures the out of plane diffraction, Patterson can also be

applied.

P (s) =

∫
R(q)

RF (q)
exp(iqs)dq = A

∫ ∣∣∣∣∫ dρ

dz
exp(iqz)dz

∣∣∣∣2 exp(iqs)dq(2.1)

= A

∫ [∫
dρ(z)

dz
exp(iqz)dz

] [∫
dρ(z′)

dz′
exp(−iqz′)dz′

]
exp(iqs)dq

= A

∫ ∫
dρ(z)

dz

dρ(z′)

dz′
δ(z + s− z′)dz′dz

= A

∫
dρ(z)

dz

dρ(z + s)

dz
dz

A is a proportionality constant. The integration goes from minus infinity to infinity in

the momentum transfer while the real data only has limited q-range. In practice, the

reflectivity beyond qmax is extrapolated until it’s far beyond the characteristic length of

the system under study. In addition, it is mirrored so that its Fourier transfer is a real

function of s.

In the cases which have pronounced XRR pattern (or equivalently the film is thick),

the Patterson function can be used to estimate the interfacial structure [8, 16] or even

to retrieve the EDP directly [17]. However, for XRR data with weak patterns or limited

q-range, conclusions drawn from the Patterson function are questionable. In this section,
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Figure 2.6. Effect of slab width on the Patterson function. The first two
columns are the EDP (blue lines) and differential EDP (yellow lines). The
profiles are listed in the first column figures. The red lines are EDP by
setting the roughness for each profile to be zero. The third column is reflec-
tivity curve normalized to Fresnel reflectivity. The procedure of producing
reflectivity with fluctuation is described in the text. The last column is
the Patterson function calculated from the simulated data, with red lines
indicating the slab width.

those edge cases are studied with numerical experiments on a single slab model with two

interfaces to find out under what conditions the Patterson method fails.

The four parameters used to define the XRR data are slab width(D), slab density(ρ),

roughness(σ1, σ2) and the maximal q-range (qmax). σ1 and σ2 are set to be equal to each
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Figure 2.7. Effect of interfacial roughness on the Patterson function. The
curves in each panel are explained in Figure 2.6.

other and are studied together. The effect of each parameter to the Patterson is studied

while keep the rest three fixed.

As shown in Figure 2.6, the Patterson function is able to indicate the right slab width

when it’s at least 8 Å. When the slab width is 6 Å, due to the smearing effect due to the

interfacial roughness, the EDP profile looks like that of a single interface. Nevertheless,

the differential EDP still has two distinct peaks which start overlapping with each other,

and the XRR data shows a clear dip due to the 6 Åslab. However, the Patterson function

calculated from the XRR data fails to pinpoint the slab width.
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Figure 2.8. Effect of contrast in electron density on the Patterson function.
The curves in each panel are explained in Figure 2.6.

Alternatively, when the roughness increases while the slab width is fixed, the Patterson

function behaves in a similar way, shown in Figure 2.7. It can be concluded that the

overlap of the two peaks in the differential EDP leads to the failure of Patterson function.

Furthermore, the electron density differences for the two interfaces which define the

interference amplitudes are varied in the rows of plot in Figure 2.8. As the contrast

decreases, the peak in the Patterson function weakens but stays at the correct position

until it becomes indistinguishable. Thus, it can be inferred that the weak (in terms of
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Figure 2.9. Effect of qmax of XRR data on the Patterson function. The
curves in each panel are explained in Figure 2.6.

electron density contrast) structures in complex films (with multiple slabs) cannot be

determined reliably with the Patterson function.

Finally, XRR data with a very limited q-ranges limit the usage of the Patterson

function. In Figure 2.9, at qmax = 0.26 Å−1, the theoretical resolution limit to discern

the 12Å structure, XRR data just reaches the first minimum while Patterson function is

featureless. As qmax increases to 0.4Å−1, Patterson function has a peak which isn’t at the

correct position. It’s not until qmax reaches 0.8Å−1 that the Patterson function starts to

report the right slab width. This demonstrates that the Patterson function works only

with XRR data with complete reflectivity patterns.
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2.6. Conclusion

Using the numerical experiment methods, we demonstrate how susceptible the in-

terpretation of ill-defined XRR data can be. For XRR studies of soft matter, it often

happens that the structure of interest is very small in dimension or very weak in contrast.

To analyze such data, one must pay extra attention to reach robust conclusions and avoid

problems such as over-fitting.
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CHAPTER 3

Solvent Distribution Near Hydrophobic Surface: An X-ray

Reflectivity Study

3.1. Introduction

Interactions of solvent-hydrophobic surfaces are key to protein functions [18], drug

delivery[19], coating, self-assembly[20] and omnipresent applications in chemical engineer-

ing. A simple but important question, how the solvent molecules next to the hydrophobic

surface are distributed, is still under debate. X-ray reflectivity (XRR) has been proven a

successful technique to resolve the interface in situ. However, since the interfacial region

is only a few angstroms thick and has low density contrast from the bulk, XRR can’t

reliably determine either thickness or density change, but instead the effective thickness,

defined as, Deq = Dg(ρs − ρg)/ρs. Dg, ρs are the thickness and electron density for the

depletion region, while ρs is the electron density for the bulk solvent.

Water, the most important and ubiquitous solvent, has been found to have a density

depletion region (”gap”) when it touches a hydrophobic surface[21, 22, 23]. Ethanol[24]

on octadecyltriethxysilane (OTE) SAM was also found to have an effective depletion

width of 1.3-1.8 aÅ. Another alcohol, octadecanol[25], melted on octadecanol-SAM on

silicon, was found to have a gap of 1.7 Å at 63 degree and shrinked to 0.6 Å at 100 degree

Celsius. However, Ocko et al[26] pointed out that the gap found in various systems

originating from hydrogen terminated SAM’s and solvent’s molecules at the interface,
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creating a region contains very few electrons. They estimated the gap parameter would

be 2.27 Å wide and 50% of the bulk density, corresponding to 1.0 Å effective width. This

estimation, however, is based on the assumption that the SAM is perfectly smooth. The

surface roughness of SAM is around 2-3 Å, comparable to the length scale of gap caused

by hydrogen bonds. The solvent molecules, if they have chemical affinities to the SAM,

prefer to locate near the SAM and smears out the electron density contrast. This is

especially true for solvents with small volumes and at low temperature when the thermal

fluctuation is small.

In this chapter, XRR experiments are performed to study the interface between n-

octadecyltrichlorosilane (OTS) self-assemble monolayer (SAM) and several very common

solvents, including both polar and nonpolar ones. Instead of reporting the single ”best

fit”, the contours of fitting merit function are plotted, providing a clear discription of the

gap region.

3.2. Experimental details

The OTS films were prepared following Wang et al with a few adaptions[27]. We

used high-quality thermal silicon oxide instead of silicon with native amorphous oxide.

This is to avoid the extra silicon/silicon oxide interface which sometimes yields unphysical

roughness in XRR data analysis[23] and the extra electron density depletion between the

silicon and silicon oxide interface[23, 28]. This is crucial for reflectivity data analysis,

since this extra region would introduce 3 more parameters, which may smear the subtle
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Figure 3.1. Left: the Teflon chamber for substrate cleanning and OTS coat-
ing. Right: the transmission cell and two aluminum covers used in this
study.

change caused by the gap. It also makes the comparison of reflectivity data from one

sample to another possible since one doesn’t need to worry about changes in the substrates.

The thermal silicon oxide wafers were cut to 5mm × 18mm chips and placed into a

Teflon-made sample chambers with honeycomb cells. The chips were cleaned twice with

Piranha solution (7:3 sulfuric acid: hydrogen peroxide) for 30 mins. This process violently

removes all organic residues on the surface. After cleaning, the chips were rinsed with

pure water 10 times, before being stored in pure water.

The OTS sample quality is very sensitive to the water content in the chemical and sub-

strates, as pointed out by Wang et al. The chips were dried using dry nitrogen flow. Chips,
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Teflon sample holder and the glass jar were placed into an oven at 150 degrees for 15 min-

utes. They were cooled down to room temperature using dry nitrogen. The anhydrous sol-

vents for OTS solution, heptane, chloroform and carbon tetrachloride were purchased from

Sigma Aldrich and used without further purification. 0.25mL n-octadecyltrichlorosilane

(OTS, Gelest, 97 %) was mixed with 100mL heptane, 15mL chloroform and 10mL carbon

tetrachloride to make 0.5mM OTS solution. The chips were submerged in the OTS solu-

tion in a glass jar which was sealed with a Teflon cap and placed into a desiccator. After

48 hours, the sample holder together with the chips was pulled out of OTS solution and

immediately rinsed with anhydrous heptane 3 times. The samples were dried again with

nitrogen and stored in a desiccator.

The 5mm chip coated with OTS was mounted by a screw to the transmission cell, made

of Teflon. The cell was sealed by clamping two aluminum covers (with ultra-compressible

O-rings) against Kapton windows (which was cleaned with methanol and acetone son-

icating). About 2mL solvent (water, acetone, methanol, ethanol, 1-propanol, pentane,

hexane, heptane) was injected into the transmission cell with a clean glass syringe. The

solvent covered the OTS sample, leaving no air bubble in the transmission cell. X-ray

reflectivity measurements were performed at 12BM-B, Advance Photon Source, Argonne

National lab, at energy of 19.5 KeV. The beam was focused to be 0.5mm by 0.5mm. A

Pilatus 100K detector was used to collect specular reflectivity and background simulta-

neously.

The electron density of the OTS SAM/solvent(air) system is modelled by a slab model

described elsewhere. The reflectivity curve of the slab model is calculated by the Parratt’s

recursive method. The logarithmic merit function, γ2, was employed to capture the
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Figure 3.2. Left: contact angle measurement on a OTS sample. The 117-
degree contact angle indicates the high quality of the samples. Right: the
electron density profile used to characterize the OTS film in contact with a
solvent. The interfaces are without roughness smearing for clarity. The gap
layer with width of Dg and electron density of ρg is introduced to better fit
the experimental data.

goodness of fitting over wide q-range. Analysis in Chapter 1 shows the logarithm of

a Poisson distribution is approximately proportional to the standard χ2. The scaling

factor found in many fittings is about 1000, roughly the counts on the detector. Thus,

similarly to the standard χ2, we can define the error bar of a fitting variable by finding

the points that increase γ2 by 1.00, 2.71 and 6.63, corresponding to 68.3%, 90.0% and

99.0% of probability[29]. Figure [?] shows how the fitting is qualitatively affected by the

augmentation.

3.3. Result and Discussion

3.3.1. Dry OTS film

The quality of OTS film is key for the liquid-solid interface studies. This is especially

true for reflectivity studies since it averages a arge footprint on the sample. As shown
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by Poynor et al[22], samples with bad quality show totally different reflectivity patterns.

Our samples were examined with contact angle measurement, resulting with 115+ degree

angle, in agreement with the literature [26, 27, 30]. The reflectivity measurements were

also performed on OTS films without any solvent (dry OTS), showing clear oscillation

up to 0.84 1/A. Following Steinrück et al[31, 28], the dry OTS XRR was fitted with a

3-slab model. The first slab with low density that represents the silane anchoring to the

substrate. The second slab accounts for the Si-O-Si crossing, and the third slab for the

OTS hydrocarbon chain. The fitting parameters of dry OTS are in good agreement with

other published result. The contact angle measurement and XRR on dry film prove that

our samples are very hydrophobic and uniform both locally and over the whole sample.

3.3.2. OTS film in solvents

For the XRR data with solvents, an additional layer (gap layer) with electron density

(ρg) and width (Dg) is introduced in fitting to account for the possible density depletion

region at the interface. As mentioned previously, this gap feature is weak both in the

density contrast as well as length scale. The best-fit isn’t able to characterize the feature

and the strong correlation between fitting variables. Instead, we do fitting on each point

in the Dg − ρg plane and plot the contour of the merit function.

The fitting parameters from the dry sample are the starting points to analyze the

data with solvents. However, one shouldn’t fix every parameter for the OTS film for

two reasons. Firstly, despite the high quality, it’s still possible that some parameters, for

example the roughness of the substrate, would vary from sample to sample, even if the
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Figure 3.3. X-ray reflectivity data normalized to Fresnel reflectivity (solid
circles) of OTS-solvent (air) interface. Left, solid lines are the best fits with
gap. Right, solid lines are the best fits without a gap. The data and fit
curves are shift by 2 orders for clarity. The increase of merit function by
not using a gap is labeled at the end of each curve.

substrates are cut from the same wafer. The tilted OTS hydrocarbon chain can behave

differently in air and solvents with different properties. This subtle change should be

taken into consideration especially for studies that focus on angstroms length scale and

very subtle change in the electron density contrast. Secondly, it’s well known that the

more parameters you have, the better the fitting will be. So, if one starts with the fixed
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parameter for a dry film and fits the reflectivity curves with one more gap layer (with at

least 3 more parameters), it’s very likely to yield better fitting at some combinations of

those additional parameters. Apart from the statistical error, some error sources including

the beam uniformity and systemic errors are difficult to be evaluated[10]. A model with

a limited number of variables can never fit each data point precisely, thus there is always

room for improvement. In other words, it’s possible that the ’internal stress ’ within the

dry film fitting that can produce some artificial effects when more parameters are used to

fit the data with solvents. To overcome this problem, we allow the parameters that model

dry OTS film to vary within a reasonable region to release the stress. This analysis, is

more robust than fitting all dry OTS parameters. The result is plotted in Figure 3.4 with

color blue, green and red corresponding approximately to 68.3%, 90.0% and 99.0%.

In Figure 3.4(a), there is no solvent for dry film, which is equivalent thus the ρg = 0.0.

The fittings along ρg = 0 have same quality fitting goodness as shown in blue on the

contour. Another blue region lies at Dg less than 4.0 Å, which is about the resolution

limit in this q range, while the density can vary over a large range. The effect of this

additional gap was compensated for by the rest of variables, resulting in good fitting.

However, one can see a region with deeper blue which means the introduction of a gap

could improve the fitting slightly.

When solvents were added, the reflectivity curves changed dramatically. All the min-

ima of the dry OTS shifted to higher q range. Although the XRR data from different

solvents seem to follow the same pattern, clear differences can be found. The reflectiv-

ity fringes at high-q range are more prominent for water and acetone than alcohols and
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Figure 3.4. Contours of gamma square values on gap width-density plane
for each solvent and air. The red dashed line in each graph corresponds
to the density of that solvent. The yellow curves are the constant effective
width curve.

the alkanes. The low-q XRR data also have a downward curve for water, acetone and

methanol. The curvature decreases for ethanol and 1-propanol, before becoming negligible

for the alkanes.

The contour plots for OTS with solvents in Figure 3.4 demonstrate the change of the

gap from one solvent to another in a remarkable way. Water data indicates the gap can be

1.0-5.0 Å wide, depending on the choice of the gap density. The best fit is at Dgap = 3.55
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Solvent Water Acetone Methanol Ethanol

Contact Angle 98.2/118 9.5 31.5 N/A

Surface tension (mJ/m2) 72.4 25.2 22.6 22.8

Relative Polarity 1.000 0.355 0.762 0.654

Solvent Propanol Heptane Hexane Petane

Contact Angle <10.0 <10.0 N/A N/A

Surface tension (mJ/m2) 23.3 20.1 17.9 15.5

Relative Polarity 0.617 0.012 0.009 0.009

Table 3.1. Summary of contact angle on OTS, surface tension and relative
polarity for the solvents used in this study.

Å and 64.5% of bulk density, compared to Dgap = 3.8 Å and 71% of bulk density reported

by Mezger et al[21]. This corresponding to an effective gap width of 1.2 Å, confirming

the existence of a gap 20% larger than the methyl gap (yellow curve). This benchmark

verifies our experimental setup and justifies our data analysis techniques.

XRR data from the interface of OTS and polar solvents, including acetone, methanol,

ethanol and 1-propanol were also analyzed in the same way, shown in Figure 3.4 (c) (f).

The contours for these solvents, similar in the overall structures as the one of water.

The good-fit profiles lie in the curved blue stripes on the gap width-density plane, which

represents non-zero gaps. For the alcohols, small variations on the contours can be founds.

The blue region extends to larger width and the solvent density (the red dashed curve in

each figure), as the hydrocarbon chain increased. For 1-propanol, the blue stripe follows
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the constant effective width of methyl gap, indicating it’s possible to explain that the gap

is due to the methyl head group.

When the alcohol group is replaced by hydrocarbon, it’s alkane (oil like) with negligible

polarity. The non-polar solvents in this study, heptane, hexane, and pentane, changed

the fitting contours drastically, as shown in Figure 3.4 (g)-(h). The good fitting region

in the contour extends further and merges with the ρgap = ρsolvent line. In other words,

the good fitting has to be either from gap density equals to the density of solvent, or the

width of the gap is less than 3 Å. The upper limit of the effective width is about size of

the methyl gap. The gap isn’t mandatory to achieve a reasonable fitting from the data

analyzing perspective. However, this doesn’t say that no density depletion region exists

for alkanes contacting OTS.

3.3.3. Discussion

Water, acetone, methanol and ethanol all have a large gap that cannot be explained by

the methyl gap. For the non-polar alkanes, as well as 1-propanol, either the gap can

be attributed to the methyl gap or the gap is too small to identify. Contact angle is

usually used to monitor how the solvent interacts with the functionalized surfaces. All

the solvents in this study (Table 1.), except for water, have < 90 degree contact angle with

OTS SAM. Acetone, 1-pronol and alkanes with contact angles less than 10 degrees are

actually very ’hydrophilic’. This indicates that the gap may not be a property that directly

associates with the contact angle. The gap seems to originate from the competition

between the intramolecular force in the solvent and the OTS-solvent interaction. Water,

acetone and alcohols [18] are polar solvent due to the hydrogen bonding. Meanwhile,
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the hydrocarbon chain of the alcohols and alkanes interact with other molecules as well

as the OTS hydrocarbon surface. If the hydrogen-bonding is stronger than hydrocarbon

affinity (water, acetone, methanol and ethanol), the solvent molecules are pulled from

the surface to the bulk which creates the low density region that cannot be explained by

the methyl gap. If the hydrocarbon affinity is stronger than the hydrogen bonding, as

in 1-propanol and alkanes, a gap still exists but is mainly due to the methyl gap. It is

worth noting that the intramolecular interaction doesn’t necessarily have to be hydrogen-

bonding. Electrostatic force in ionic liquids, for example, may also compete with the

surface-solvent interaction.

The effective width for alkanes are less than or equal to the methyl gap, suggesting that

there is no free space when those solvents contact OTS, or solvent molecules ordering on

the OTS surface. The contour of heptane is slightly differently from the ones for hexane

and pentane. The fitting without gap for heptane increased the merit function by 3.5

while this number for hexane and pentane are 1.0 and 0.2 respectively. This is probably

due to that factor that heptane has the longest molecule making it unfavorable in entropy

to align on a surface.

3.4. Conclusion

The perpendicular molecule distribution profiles at the interface of several common

solvents and hydrophobic OTS SAM surfaces were studied with specular X-ray reflectiv-

ity. We mapped the contour of the surface electron density depletion layer (gap) and

compared it to the gap caused by low density methyl group. Polar solvents, including

water, acetone, methanol and ethanol were found to have a gap lager than the methyl gap.
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However, 1-propanol and the non-polar alkanes including pentane, hexane and heptane

contact the OTS film directly with negligible distance. A competing mechanism between

intramolecular hydrogen-bonding in solvents and solvent-surface interaction is proposed

to explain this phenomenon.
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CHAPTER 4

X-ray Reflectivity Studies of Room Temperature Ionic Liquids

at Charged Surfaces

4.1. Introduction

Room temperature ionic liquids (RTILs) are melting salts at or below room temper-

ature. Unlike water and oil whose molecules are neutral, RTILs are made up of charged

ions. The first RTIL discovered is Ethanolammonium nitrate in 1914 by Walden[32].

However, not until the 2000s when RTILs with high stability against moisture and tem-

perature were discovered did the interest of research and development of RTILs start to

grow dramatically[33, 34, 35]. RTILs differ from conventional electrolytes, including

water, methanol and non-aqueous acetonitrile and toluene, in several ways.

RTILs are liquids without solvent, thus the charge density is very high. The typical

value is 1.0M∼10.0M depending on the cation/anion size. This is comparable to high

concentrated or saturated salt solution. Electrostatic interaction, accompanied by van

der Waals force, steric interaction, hydrogen bonds.

First, the electrochemical window (EW) for RTILs can reach 4∼6V. In contrast, aque-

ous electrolytes only have a EW of 1.23V, a hard limit set the electrolysis voltage of water.

The four times augment in EW makes a great difference when it comes to energy stored

in capacitors, which is proportional to the voltage square.
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Most RTILs have very low vapor pressure and high thermal stability. In fact, a

common practice of purification RTILs is to put them in vacuum oven (T = 373K). This

makes RTILs much safer for devices and applications that fire is strictly forbidden, for

example, electric vehicles.

The cations of RTILs are usually organic. The properties of RTILs, including den-

sity, hydrophobicity, viscosity and melting temperature, can be tuned by using different

cations, for example ones with longer/shorter hydrocarbon chains. Together with the var-

ious choice of anion, the combination of RTILs is almost infinite. It gives RTILs unique

advantages for applications where a particular property is desirable.

These unique properties of RTILs make them great candidates for applications, in-

cluding energy storage (battery and supercapacitor), catalysis and organic synthesis, elec-

trodeposition, lubrication, separation and analysis, CO2 absorption et al.

The scope of this Thesis is limited to the organization of anion/cation of RTILs at

charged surface, and the time scale associated with the process.

4.2. Background

Gouy-Chapman-Stern (GCS) model is successful in describing the distribution of di-

luted ions/charged nano-particles near electrode[36], and was confirmed by X-ray standing

wave studies [37]. For a plane surface in contact with electrolyte, Gauss’s law requires

(4.1) ∇2Φ(z) =
−1

ε0εr
(q+c+ − q−c−)

in which ε0 = 8.854×10−12Fm−1, the vacuum permittivity. εr is the relative permittivity.

q± and c± are the unit charge and concentration of cation/anion. q+ = q− = e for RTILs.



66

Under mean-filed assumption, the anions/cations are in thermodynamic equilibrium, de-

scribed by Boltzmann distribution,

(4.2) c+ = c0
+ exp

(
−q+Φ(z)

kBT

)
c− = c0

− exp

(
q−Φ(z)

kBT

)

c0
± are the concentration in the bulk. c0

+ = c0
− = c0 as is required for charge balance.

Expand the exponential terms to the first order,

(4.3) ∇2Φ(z) =
2e2c0

ε0εrkBT
Φ(z) =

Φ(z)

l2D
, lD =

√
ε0εrkBT

2e2c0

(4.4) Φ(z) = Φ0 exp(−z/lD)

Plug in the typical values for RTILs, c0 = 1027m−3, εr = 10, the Debye length at room

temperature is lD = 0.84 Å, which is much smaller than the size of anion/cation (∼ 10Å).

Apparently GCS model doesn’t work for RTILs which have strong ion-ion interactions due

to the high ion concentrations. Differential capacitance studies of RTILs-electrode inter-

face revealed behaviors that depends on the electrode type, frequency, applied potential,

RTIL species etc. The differential capacitance/potential curves are camel-shaped with

one minimum which cannot be explained by GCS capacitance [38, 39, 40, 35]. This be-

havior must originate from the nano-structure of RTILs near electrode surface, but what

that structure is and how it responds to the applied potential are poorly understood.
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To study the nano-structure normal to an RTIL-electrode with controlled potential,

the experiment techniques have to be in-situ and non-destructive. X-ray and neutron

reflectivity are two such tools. With the advantage of tuning the scattering length den-

sity by deuterating RTILs, neutron reflectivity (NR) was employed to study RTILs-solid

interface[41, 42]. However, NR has much lower flux than synchrotron X-rays, which often

reduces NR’s resolution. X-rays are only sensitive to the total electron density (assuming

X-ray energy is much higher than the absorption edges of elements in RTILs). In order to

distinguish the cation and anion, the RTILs have to possess high electron density contrast

between anions and cations.

There have been several previous studies of RTIL structure near solid surfaces[43] [44]

[45] [46], where there is no applied voltage and no way to measure the surface charge

in situ. In refs [44] and [43], the reflectivity data for an RTIL on insulating sapphire

substrates, assumed to be charged due to X-ray exposure, were fitted with distorted

crystal model with alternation cation/anion layers. However, in ref [45] similar layering

was reported using uncharged (hydroxylated) sapphire. Thus, Uysal et al. [47] have

correctly noted that the observed layering may have the same origin as that seen even

in nonionic molecular liquids [8]. Reference [46] reported a dense layer at a presumably

uncharged graphene surface, but alternating cation and anion layers at a presumably

charged mica surface.

There have also been two prior X-ray studies of RTIL structure using applied voltages

at conducting substrates (electrodes). Yamamoto and coworkers [48] used a gold electrode

and compared the X-ray reflectivity data at ±1.5 V and ±3.0V (no reference electrode

was used thus the effective potential drop of the RTIL interfacial structure couldn’t be
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determined). The differences were slight. Although the reflectivities were monotonic

(no interference maxima or minima), the data were fitted using a distorted crystal model

(implying layering at the interface). Uysal et al[47] used epitaxial graphene on SiC wafers

as the electrode, and also reported alternating anion/cation layers in the interfacial RTIL

at the largest positive (+1.0V vs. Pt wire) and negative voltages (−0.4V vs. Pt wire)

studied.

Experiments using force measurements, the only other applicable technique with com-

parable spatial resolution normal to the interface, also reach a variety of conclusions.

Atomic Force Microscopy data indicate layered structures near gold electrodes[49] and

pyrolytic graphite [50], with the number of layers increasing as a function of applied

voltage. However, measurements using a Surface Force Apparatus[51][52], which can be

thought of as replacing the AFM tip with an essentially flat mica surface, indicate the

presence of an adsorbed ion layer followed by a monotonic diffuse distribution, consistent

with the GCS model.

Our X-ray reflectivity study (see schematic diagram, Fig. 4.1) departs from previous

studies in several crucial ways. First, since gold has an extremely high electron density

(4.40 electrons/Å3, over an order of magnitude greater than typical ionic liquids); the

x-ray reflection from gold[48] swamps the reflection from RTIL interfacial structures of

interest. We used H-terminated silicon substrates instead; silicon has an electron density

of 0.70 electrons/Å3, only about twice that of the typical RTIL. We show that a given

interfacial structure will lead to visible interference features in the X-ray reflectivity if
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Figure 4.1. (a) The dimensions and molecular structures of anion and
cation used in our experiment. Atoms are represented by colors as fol-
lows: Red=O, dark blue=N, yellow=F, light blue =S, orange=P, black=C,
gray=H. Black and gray spheres are C and H atoms. (b) Schematic diagram
of the experiment, showing the grazing incidence X-ray geometry (angle of
incidence exaggerated).

the substrate is silicon, but not if it is gold. Second, we used an RTIL that had a wide

electrochemical window, allowing us to apply higher voltages. Third and most important,

we performed a detailed study as a function of voltage, rather than one or two voltages

as in the previous studies[48][47][53]. This allowed us to observe clear trends in the

interfacial structure as a function of the applied voltage. Our result differ substantially

from those reported in ref [47][53], but note that the cation of RTIL in this study is

different.
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Figure 4.2. The assembled in-situ transmission cell used in this study. The
details are described in the text.

4.3. Experiment details

Several RTILs were used in this study, including [TDTHP][NTF2] (99% purchased from

Iolitec and 95% purchased from Stem, with no obvious difference in data), [TDTHP][Cl]

(95% purchased from Sigma), [MTOA][NTF2] and [TMOA][NTF2] (both 99% purchased

from Iolitec). The chemicals are dried in vacuum oven at 100 Celsius degrees for 2-3

days. [TDTHP][Cl] was dried at room temperature because it changed color when heated,

presumably due to some unstable impurities. Silicon chips were purchased from Tedpella.

They are p-doped with resistance of 1-30 cm, diced into 7mm by 5mm. The chips are

treated with rapid thermal process (RTP, NUFAB) at 1100 degree for 5 mins, resulting a
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460 angstrom thermal oxide layer. After oxidation, chips are cleaned in Piranha solution

(Sulfuric acid: Hydrogen peroxide, 7:3, volume ratio, extremely violent) for 30mins to

remove residues. They are rinsed with copious of ultrapure water before stored in water.

Before each experiment, the chip is immersed into BOE solution (Danger, AF875-125,

HF%=6.3%, NH4F%=34.8, purchased from Sigma) for about 100s. Then, it is rinsed

with copious of water and dried with ultrapure Nitrogen.

The transmission sample cell and the covers are made of Kel-F, for maximal chemical

and moisture resistivity. The cavity for the RTIL, chip and electrodes has dimension of

6mm by 6mm by 20mm and volume of 0.70mL. Gold wires are used as contour electrodes,

pseudo reference electrode, as well as leads to connect the silicon chip (working electrode).

The electrodes are connected to the terminals outside of the cell through tiny holes (0.0021

inch) are drilled on the body. Gold wires (0.0020inch) covered with fresh prepared Tor-seal

resin are inserted to the holes (1day is allowed for the solidification). No leakage in the

holes are found during experiment. Silicon chip is mounted to the cell with a disposable

Nylon set screw. Before each experiment, the electrical conductivity is confirmed by

measuring the resistance using a multimeter. Kapton films, cleaned with sonication in

acetone, are used as the X-ray windows. The covers with O-rings are pressed against the

Kapton film to the cell body with four thumb screws. Nitrogen flushes for 30s to remove

the airborne impurities during cell assembly. About 1.2mL RTIL is injected into the cell

using a disposable syringe, leaving no visible bubbles. Although the thin film cell would

reduce the attenuation of photons through RTILs bulk[54, 48], such setup was not used

because of the high resistivity of RTILs and the resulting risk of nonuniform interfacial
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potential. The potential is controlled by a potentiostat (DY2311), with gold wire as

pseudo reference electrode and contour electrode, silicon chip as the working electrode.

Specular X-ray reflectivity measurements are performed at Sector 12BM-B and 33BM-

C at Advanced Photon Source (APS), Argonne National Lab. The energy of the syn-

chrotron x-ray is at 19 KeV, which penetrates the 5mm transmission cell with acceptable

attenuation. The beam is focused to be 0.5mm by 0.5mm, at a flux of about 1010 ∼ 1011−

photons/s. The signal and noise are collected simultaneously with Pilatus 100K area de-

tector, which is located about 70cm after the sample.

XRR data are corrected for filter transmission, foot-print, background subtraction,

and beam flux.

4.4. Result and analysis

4.4.1. Formation of crowding layer

The RTIL studied was trihexyltetradecylphosphonium bis(trifluoromethylsulfonyl)imide

([TDTHP][NTF2]) , see Fig. 4.1. Fig.4.3 shows a cyclic voltammogram obtained using

our experimental setup. The electrochemical window (EW), within which it is assumed

that there is no electrolysis, is typically defined as the voltage range in which the current

is less than 0.1 ∼ 1.0mA/cm2 The ions in our IL, [TDTHP] and [NTF2], have some of the

largest electrochemical-window potentials among common IL anions and cations −3.64V

and +2.70V respectively; Fig. 2 is consistent with these numbers.

As previously noted, X-ray reflectivity is sensitive to the total electron density, in-

cluding all electrons in each atom. In the RTIL studied, there is a significant difference
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Figure 4.3. Cyclic voltammogram for [TDTHP][NTF2] measured in our
experimental setup, i.e. with Si and Au electrodes.The vertical line and
arrows indicate the starting point and scan direction.

between the sizes and electron densities of the anion and cation. The bulk RTIL has elec-

tron density ρIL = 0.347 electrons/Å3. The cation is large (950Å3) and has only slightly

lower density than the bulk liquid (0.289 electrons/Å3), while the anion is small (0.24 Å3)

and is much denser than the bulk (0.577 electrons/Å3). (See Supplementary Information

for a table showing the numbers from which the electron densities were calculated.) The

difference in electron density allows us to interpret any deviations from the bulk RTIL

electron density as due to an imbalance between cations and anions, and thus to calculate
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the charge density. Specifically, assuming the cation(anion) carries charge of Q(-Q), the

charge density ρc can be calculated from

(4.5) ρc = Q(ρs − ρIL)
Va + Vc

VaNc− VcNa

where ρs and ρIL are the electron density at the interface and the average electron density

of the bulk ionic liquid. Va(Vc) and Na(Nc) are the effective volume of and the number of

electrons in, on anion (cation). Note that this euqation does not allow for compression at

the interface (which would change Va and/or Vc) and assumes that the ions do not have

fractional charge.

The etched silicon (111) surface can undergo surface reconstruction[55], leading to

a relatively rough surface which causes interfacial reflectivity data to drop rapidly with

increasing q. Flux attenuation during transmission through the bulk RTIL, and scattering

background from bulk IL (which has a broad peak around 0.41), further reduce the highest

momentum transfer in a reflectivity scan to 0.30Å−1, corresponding to a spatial resolution

function of width π/qmax ∼ 10.0Å. Fig. 4.4 shows X-ray reflectivity data R divided by

the ideal Fresnel reflectivity RF , as a function of applied voltage (measured between the

Si substrate and the reference electrode). At negative voltages (Si electrode at negative

potential relative to the reference electrode), the reflectivity curves have no prominent

features. This is because of the poor density contrast between the bulk liquid and the

cations that are presumably attracted to the electrode surface, as shown in Fig. 4.5. A

model with multiple parameters can be proposed to fit the data, however, the result will

not be robust.
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Figure 4.4. Left: voltage dependent x-ray reflectivity data (open circles)
and fits using the slab model discussed in the text (solid lines). The curves
are shifted vertically relative to each other for clarity. Right: the voltage-
dependent electron density enhancement profiles, (ρ(z)−ρIL)/ρIL where ρIL

is the bulk liquid density, obtained from slab model fits to the data. The
dashed lines show the slabs without interface broadening (roughness); the
smooth curves show the roughness-broadened profiles. Red=Si electrode;
Blue=anions.

For positive voltages, the reflectivity curves are featureless at low voltages. Featureless

curves can still be (and often are) fitted with postulated models, but the conclusions are
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Figure 4.5. The reflectivity curves at negative potentials and low positive potential.

not robust. However, at higher voltages, oscillations begin to appear, and the minima

shift to lower q as the applied voltage increases. Such oscillatory features allow more

definitive fits to the data. At each voltage, it takes about 20 mins for the reflectivity

curve to become stable, i.e. for the interfacial structure to form. The data are then stable

over a period of at least 40 mins, showing that they are not electrolysis products collecting

with time.
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The general procedures for fitting X-ray reflectivity data have been discussed else-

where. Here we address the choice of model to fit the data. In many previous studies[43,

48, 56], a distorted crystal model has been used to fit the data. In this model as applied

to an ionic liquid, there are alternating layers of cations and anions, with each layer having

the same charge but becoming increasingly diffuse (broad) until the structure becomes

that of the bulk liquid. This might happen if there is overcharging—the first layer of

anions carries more charge than necessary, which requires a subsequent layer of anions,

resulting in charge oscillations decaying into the bulk liquid. When there are maxima and

minima in the reflectivity, a simple slab model (interfacial steps of variable width, density

and interface roughness) will also fit the data.
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In Figure 4.6, the distorted crystal model is used to fit XRR data at 2.64V, with

considerable deviation.The best-fit roughness of the silicon surface comes out to be 2.0nm,

a very high value, and this is because the fit is trying to account for the interfacial anion

layer even though the model does not include such a layer.

only if the Si surface has a very large roughness (> 20.0Å), and this indicates that there

is a dense interfacial layer that the distorted crystal model by itself cannot capture. The

authors of Ref.[47] have also found that the distorted crystal model must be supplemented

with an interfacial slab to fit the data from a similar system. Further, since our data were

collected at multiple voltages and show the reflectivity minimum moving to smaller q

with increasing voltage, the thickness of every layer in the alternating-layer picture would

have to increase with voltage, which is counterintuitive and not theoretically predicted.

We are able to fit our data with interfacial slabs, without adding alternating anion-cation

layers. Of course, a slab model is also an approximation to reality; it is a ’pixelated’

representation of the actual density profile, taking into account the finite spatial resolution

of the reflectivity technique.

As shown in Fig.4.4, the reflectivity curve is featureless at and below 1.61v, but devel-

ops oscillatory features (fringes) above that voltage. We fitted all data using either one or

two slabs, but when there are no features, the fits do not give significant results (error bars

include zero.) Up to 2.12 volts, the data can be fitted using just one interfacial slab. The

data at higher voltages can also be fitted with one slab, but the fit is slightly improved by

using two adjacent slabs. This suggests that the actual electron density profile is rounded

such that two ’pixels’ represent the actual profile better than one uniform-density slab
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can; however, the basic features of the interfacial region (total thickness, average density)

remain essentially the same whether a one-slab or two-slab fit is used.

The fitting parameters are tabulated in the Supplementary Information, and Fig.

4 shows the slab thickness (total thickness if two slabs), electron density enhancement

(average enhancement if two slabs), and calculated surface charge density as functions of

voltage. The qualitative trends are as follows. For lower voltages, when the reflectivity has

no oscillatory features, the error bars are large and include zero. At higher voltages the

interfacial density is higher than the bulk density, and this means that there is an excess

of anions over cations, as one would expect. The average electron density varies only

weakly with voltage, and never reaches the density of the anion. At most the interfacial

layer averages 80% anions, 20% cations (this is the number ratio; in terms of volume it

is 60% anions, 40% cations). This layer is not a monolayer; rather, above a threshold

voltage Voff = 1.75V the slab thickness W increases rapidly with voltage until it is ∼ 60Å,

much larger than the anion dimensions.

These data are consistent with the formation of a crowded layer above a threshold

voltage, as predicted in Ref[57] but never before observed, with the thickness being a

strong function of the applied voltage. Since the lower-voltage data show no fringes, there

is no significant evidence of any interfacial structure below the threshold. Nonetheless,

the existence of a threshold voltage requires explanation. It is possible that for V < Voff

, the interfacial electric field is balanced out either by weak alternating layers of cations

and anions, or by a diffuse Gouy-Chapman double layer as in ionic solutions. However,

any such structures would have to be too weak to have an identifiable signature in the

x-ray reflectivity.
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Figure 4.7. Best-fit parameters as a function of voltage. (a) Slab width (for
one slab fits) or total width of interface slabs (for 2-slab fits) (b). The inter-
facial slab density enhancement (ρ(z)−ρIL)/ρIL where ρIL is the bulk liquid
density (mean enhancement is shown for 2-slab fits). (c) Surface charge
density (anionic charge per unit area) calculated from the slab electron
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If there is a potential difference V Voff across an uniform charged slab of thickness

W , where Voff is an offset voltage, Gauss’s Law applied to a charged slab requires that

W 2 = (ε0εr/ρc)(V − Voff) where ρc is the charge per unit volume. Fig. 4.7(b) shows

that the electron density of the slab is at most weakly V-dependent; we ignore this weak
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dependence and assume that the slab electron density ρs and therefore the charge density

ρc do not depend on V. With this assumption, W = λ
√
V − Voff where λ is a constant.

The dashed line in Fig. 4.7(a) shows the best fit to this functional form. Clearly the data

are quite consistent with the predicted V-dependence. This fit gives us Voff = 1.75V and

λ = 64.5ÅV−0.5.

Two significant anomalies must be noted. First, as previously noted, we can calculate

the charge density ρc within the slab from the electron density data in Fig. 4.7(b): at

2.64V we find that ρc = 9.3 × 10−19 Coulombs/nm3. Using this value and the typical

range of εr for bulk RTILs (∼ 15 − 20), the calculated constant of proportionality λ =√
ε0εr/ρc = 0.40ÅV−0.5, much smaller than the value of 6.45 obtained by fitting the D-V

curve. Second, using the surface charge density the slope of the σV curve in Fig 4(c),

we estimate the differential capacitance per unit area to be > 200µF/cm2. However, at

100Hz we have measured the AC capacitance per unit area to be 20µF/cm2. The latter

value is in the normal range reported for RTILs, whereas the capacitance calculated from

X-ray data is an order of magnitude larger.

The conversion factor from electron density to charge density changes if in fact the

ions have only fractional charge. In the bulk RTIL, it has been suggested that the actual

ionic charges are ∼ 0.6− 0.8 electrons/ion[58, 59, 60, 61]. This is not small enough to

explain the observed order-of-magnitude discrepancy. On the other hand, it is known that

RTIL interfacial capacitance depends on frequency as ω−α where α ∼ 0.1 − 0.3, which

would diverge in the DC [39]. This suggests that the DC capacitance of electrode-RTIL

interfaces, which is not so easily measured, may in fact be very large, while much lower

values are reported using AC measurements. The source of such a difference would be the
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Figure 4.8. Control experiments with (a) [TOMA] + [NTF2] − (same anion)
and (b) [TDTHP]+[Cl]− (same cation). The black and red curves are XRR
curve at zero voltage and positive voltages respectively.

known low mobility of RTIL ions. The anomaly may indicate that the permittivity of the

interfacial layer is very different from the measured permittivity of the bulk—certainly

there is no reason why they should be the same. Unfortunately, there is no experimental

probe at present that directly measures either the effective charge per anion or cation in,

or the permittivity of, a nanoscale interfacial layer.

We have performed control experiments with several other RTILs, shown in Fig. 4.8.

[TOMA] + [NTF2] − , which has the same anion but a different cation, showed qualitatively

similar behavior to that reported above, while [TDTHP]+[Cl]− , which has the same

cation but a different anion, gave a null result, This is reasonable: a Cl- anion carries

only 17 electrons while [NTF2] − carries 138 electrons, so that for the same amount of
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interfacial change, the chloride anion would create a much smaller interfacial electron

density enhancement. Another RTIL, [N4111] + [NTF2] − also demonstrated similar

XRR pattern at high voltage, shown in Fig 4.8. The explicit dependence on voltage for

these RTILs were not fully studied due to the limited beam-time. However, differences of

the offset voltages and proportional constants are expected due to the cations. This also

shows that the interfacial layer must be attributed to the dense [NTF2] − anion, and not

to spurious effects such as electrolysis products.

4.5. Conclusion

Our results provide direct confirmation of the prediction that there will be a thick

”crowded” layer of ions near an electrode interface at higher voltages[57]. This layer

develops only above a threshold voltage Voff. Counterintuitively, the crowded layer is not

purely anionic, but at most ∼ 80% anions and 20% cations. We see no evidence of either

alternating layers of anions and cations (’overcharging’) or a diffuse layer, although the

existence of an offset voltage means that there could be interfacial structures too weak

to detect. Further, our data suggest that the DC differential capacitance is much larger

than typical values reported in AC capacitance measurements, and the permittivity of the

interfacial layer is also very large. Both these possibilities have significant implications

for the use of RTILs for energy storage and in electrochemical devices, and illustrate the

complexity and novelty of this class of liquid electrolytes.
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CHAPTER 5

Ultra-Slow dynamics in ionic liquids revealed by X-ray

reflectivity

5.1. Introduction

The next generation of electrochemical energy storage devices, including batteries and

supercapacitors, will ideally require not only high energy density but also high power

density and fast charging rate[62]. Room temperature ionic liquids (RTILs) have been

considered as novel electrolytes for such applications, due to their high charge density,

wide electrochemical windows ( 5V wide compared to 1.23V for water)[63, 64], high

thermal stability, low flammability and non-volatility. However, they are handicapped

by their slow dynamics, including high viscosity, low electrical conductivity and small

diffusion coefficient[35, 65]. An understanding of the nanoscale factors leading to these

slow processes may lead to ways of selecting or designing molecular ions to optimize the

electrochemical behavior of RTILs.

A number of theoretical papers have addressed the origins of the observed slow dynam-

ics [66, 67, 68, 69]. An obvious timescale is τc = RC, which is the governing timescale

when the charge carriers can move rapidly. However, this timescale does not generally fit

the observed response, and in those cases the limiting factor is the motion of ions within

the RTIL. It is not clear how these should be described; for example, are there only local

rearrangements of the ions, or do ions travel over distances comparable to the size of the



85

electrochemical cell? Several theoretical predictions will be discussed and compared to

our experimental data later in this paper.

A number of research groups have recently studied aspects of the slow dynamics in

RTILs. Uysal and coworkers performed an X-ray reflectivity study on a [C9mim]+[NTF2]−

-graphene interface[47, 53], and discovered two processes associated with double layer for-

mation, with time constant of 1s and 10s respectively. Both of these are much longer than

the RC constant. Roling and coworkers studied the [BMPyrr]+[FAP]− -gold (111) elec-

trode interface with electrochemical impedance spectroscopy. The complex capacitance

plot shows two distinct arcs with frequency of 1MHz-20Hz and 20Hz 0.1Hz[70]. The fast

process is of the order of RC, while the slow process is order of 1s. Similar results were

also reported in [Py1, 4]+[FAP]− and [EMIM]+ [FAP] −[71]. Nishi and coworkers studied

the [TOMA]+[C4C4N]− -gold interface with surface plasmon resonance (SPR)[72]. When

a potential was applied to the gold electrode, the SPR signal took 100s to stabilize. They

also found that the response to increasing and decreasing the potential had slightly dif-

ferent time scales, which was attributed to the asymmetrical anion/cation. During our

previous study[73], we noticed that the crowded layer of anions took time to form, but

once formed the layer was stable. The data we reported were for the time-independent

state, collected at least 1200 sec after a voltage was applied or changed.

The large deviations between RC for the electrochemical system and the reported time

scales confirms that the RTIL-electrode system cannot be simply treated like a traditional

electric double-layer. Instead, its response to electric fields involves complex dynamics

that requires careful study. However, measurements such as capacitance or SPR, while

detecting time dependence, do not identify the nanoscale origins of the time dependence.
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In the present study, we measured the time dependence of the ’crowded’ RTIL layer near

an electrode surface. Since the crowded layer is composed largely of anions, we directly

observed the time-dependent response of anions independently of other dynamic processes

in these systems.

5.2. Background

To study the charging process of ionic liquid capacitor, we start with the most sim-

plified resister-capacitor (RC) circuit. When a the circuit is connected to a power source

with voltage of U0, the potential on the capacitor φ(t) follows the differential equation

and initial condition,

(5.1) R
d(Cφ)

dt
+ φ = U0, φ(t = 0) = 0

The solution is φ(t) = U0[1 − exp(−t/RC)], with charging constant of τc = RC. For an

electrochemical cell, because the resistance is inversely proportional to the cell area while

the capacitance is proportional to the area, the RC constant is independent of the surface

area. For a cell with unit area, the resistance is,

(5.2) R =
V

J
=

LE0

µE0

∑
± ciq

2
i

=
L

µ
∑
± ciq

2
i

V, J, E0 and µ are the potential difference, current density, electrical field and ion mobility.

c± and q± are cation(anion) concentration and charge per particle. Plug in the Debye

length λd =
√
ε0εrkBT/

∑
± ciq

2
i and Einstein relation, D = µkBT which bridges the ion
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mobility with its diffusion constant D,

(5.3) R =
Lλ2

D

Dε0εr

While the nature and origin of double layer capacitance in ionic liquids are under

debate, the order of its capacitance can still be estimated as λD is Cd = ε0εr/λD. Thus

the RC time constant for the RTIL-electrochemical cell is,

(5.4) τc = RC =
LλD
D

τc is considered as the primary time scale in RTILs. Apart from τc, that are two

other time constants should be considered. When RTILs contact a surface that isn’t so

”charged”, the local re-organization of anion/cation is capable to screen the charge. This

process takes no longer than τD = λ2
D/D, or the time for ions to diffuse a distance of λD.

If the surface is highly charged, or connected to an external power source, it may

require the cation/anion in RTILs to reorganize at a length scale of the electrochemical

cell. In this case, ions are required to diffuse across the cell which takes τL = L2/D. It

can be easily verified that that τc is the geometric average of τD and τL.

5.3. Experimental Details

The experiment setup is basically the same one used in the previous section. How-

ever, the measurement procedure has been optimized to detect the dynamic response of

the structure of RTIL under external potential. Continuous reflectivity scans are taken

before and after changing voltage. Each scan takes about 300 seconds, however the time

resolution is much better than that. This is because the reflectivity decays so fast that
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Figure 5.1. (a) Schematic diagram of the transmission cell used in this
study. The cell body and window frames are made of Kel-F. The two
yellow films are Kapton windows. The air-tight seal is achieved by pressing
the frames with o-rings against the cell body. (b) A schematic diagram
of the experimental geometry. The conductive silicon (red) is the working
electrode while gold wires (yellow) are the counter-electrode and pseudo-
reference electrode. X-rays are reflected from the slicon-RTIL interface.

much of the time is spent on counting the high-q points, which contributes little to the

actual data analysis.

5.4. Results

5.4.1. Cyclic voltammogram (CV)

We first determined the electrochemical window, i.e. the voltage range in which the

generation of electrolysis products can be ignored. This window is also a qualitative test

of the existence of impurities in the RTIL. The CV curve (Figure 5.2) is typical for an

RTIL, essentially flat at low voltages and increasing sharply when the potential becomes

either too high or too low. If the threshold current density is chosen to be 0.025mA/cm2

(which is below the thresholds commonly used[74, 75], 0.1−1.0mA/cm2) the cathode and
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Figure 5.2. Cyclic voltammogram for [MTOA] + [NTF2] − recorded at
sweep rate 10mV/s. The potential was measured against the Au wire
pseudo-reference electrode (see Figure 5.1 )

anode limit are -3.2V and +2.4V respectively, or 5.6V for the width of the electrochemical

window. This is roughly in agreement with number reported by Ueda and coworkers in

their study of the same RTIL[76]. The potential range during our experiment was -2.20V

to +2.35V, i.e. within the electrochemical window.

5.4.2. Time dependent structure of the crowding layer for an increment in

potential.
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Figure 5.3. In each of the three data sets (a)-(d), the left panels show
reflectivity data (solid dots) at different times and best fits with one-slab
model (lines through data). The right panels are the normalized electron
density profiles corresponding to the best fit. The labels at top give the
change of voltage after which the time-dependent data were collected.

When a high potential is applied, the anions will come close to the surface and form

a crowding layer. This process requires the reorganization of anions/cations up to several

layers on the surface. We previously reported that the data were stable after 20mins for

[TDTHP]+[NTF2]−, but the time dependence was not studied in detail at the time. We

have now recorded the XRR data at various stages during the formation of the crowded

layer: these are shown in Figure 5.3. Each XRR measurement takes about 5mins, thus

fast dynamics is not captured. The XRR for the initial state at V=0 is featureless in
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the observable momentum transfer range (0-0.3Å−1), meaning that there is no observable

structure normal to the interface within the liquid near the interface. When a voltage

of 1.55V is applied (Figure 5.3 (a)), An oscillating pattern in the reflectivity develops at

t=660s, increases in amplitude and shifts towards lower q at t = 1384s. This indicates

that a layer at the interface is growing in thickness. The XRR patterns at t=2281s and

t=3041s are almost identical, indicating the formation of the crowded layer has been

completed.

It worth mentioning that the XRR data are convolved with time, as the interfacial

structures keep changing during scans. However, the fitting of XRR data is very sensitive

to the peaks and dips in the XRR data, thus the time resolution is actually less than the

XRR scan time. In this study, only the order of magnitude is estimated rather than the

precise time.

This oscillation in the reflectivity curve is due to the formation of a crowded layer on

the surface of silicon, in which anions, which have higher electron density, are enriched

and create the electron density contrast seen by X-rays. The simplest model for fitting

this pattern is a one-slab model in which we assume that the interfacial layer is uniform,

with electron density ρ and thickness W , while the silicon substrate and bulk RTIL are

modeled as semi-infinite media with constant electron density. Fitting the data with this

model (Figure 5.3 a) shows the interfacial layer increases from 25Å at T=660s to 33Å at

T=3047s.

The time dependence of W can be fitted with an exponential decay function, W (t) =

W0 − A exp(−t/τ). However, the initial value, W (t = 0), is below the resolution limit

(as represented by the large error bar in Figure 5.1 (a). W (0) = 0Å if the RTIL near
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the surface is no different from the bulk liquid at t=0. On the other hand, perhaps

W (0) ∼ 10Å if a monolayer of anions (too thin to be seen given the range of our reflectivity

scans) has formed on the silicon surface even before the voltage is applied. In Figure 5.4

(a), fitting using the two extreme cases yields time constant τ of 448s for W (0) = 0Å and

614s for W (0) = 10Å. These numbers, while different, are of the same order of magnitude,

the significance of which will be discussed below. The electron density enhancement above

the bulk liquid electron density stays around 25% for all time steps. In fact, the density

enhancement is the same even at higher potentials (5.1 (b)-(c)), suggesting that this is

the saturated density of the crowding layer.

Time dependent XRR with a much smaller potential increment, a change from 2.05V

to 2.20V, shows similar behavior. The stabilized interfacial layer width at 2.05V was

obtained as before by repeating the XRR scan multiple times until the data stopped

changing. It takes 620s to add 4Å and another 3000s to add another 4Å. The fitting

yields a somewhat longer time constant, τ = 1128s.

5.4.3. Time dependent structure of the crowding layer for a decrement in

potential.

To exclude the possibility that the interfacial layer is just an irreversible electrolysis

product that develops with time, XRR measurements were performed when the potential

was decreased from 2.35V to 1.55V, shown in Figure 5.3 (c). The reflectivity oscillation

pattern shifts towards higher q, indicating thinning of the crowding layer with time. The

D − t relationship can be fitted with an exponentially decaying function, which gives us
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Figure 5.4. Fitting parameters of the interfacial layer as functions of time,
for the three cases in Figure 5.3 (a)-(c). Upper graphs show layer width;
lower graphs show electron density enhancement above the bulk RTIL elec-
tron density. The width data are fitted with exponential decay functions or
other functions as described in the text.

a time constant of 2500 sec. However, as shown in Figure. 5.4 (c), it is much better

fitted[77] with

(5.5) W (t) =
A−B

1 + exp[(t− t0)/τ ]
+B

The best fit parameters are A = 66Å, B = 37Å, t0 = 1917s, τ = 609s. The fact that

the logistic function fits better than an exponential function suggests that the decrement

and increment in potential, corresponding to the thinning and thickening of the crowding

layer respectively, possess different kinetics. For example, thinning may require the anions

to detach from the crowding layer first. The B value of 37Å is 4Å higher than the previous

W value of 33Å at the same voltage, a sign that the crowding layer doesn’t fully recover

to its initial width. The differential form is a good way to better assess the validity of the
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logistic function,

(5.6)
dW (t)

dt
=
−1

τ

[W (t)−B][A−W (t)]

A−B
, W (t = −∞) = A

A, B are the initial and final width. The [W (t)− B] term stands for the difference from

equilibrium, while [A−W (t)] stands for the ”local field” the persists in the crowding layer

even after the applied potential has been changed.

The fringes on the XRR data weaken and disappeared after the voltage was set to

from 1.55V to 0.00V. Unfortunately, not enough XRR scans were taken during this period.

Nevertheless, the time for this dissipation process has the same order of magnitude as the

time scales obtained by fitting. In addition, the dissipation at zero voltage demonstrates

that the crowding layer isn’t due to oxidation of substrate or electrolysis, but is due to

the aggregation of anions.

5.5. Discussion

There is no generally accepted theory of the ion dynamics in an RTIL, but as noted

earlier, there are several theoretical predictions. Bazant et al.[66] describe various different

characteristic times associated with double layer charging in electrochemical systems. In

the following, lD is the Debye length, L is the size of the electrochemical cell (distance

between anode and cathode) and D is the diffusion constant. Two obvious timescales are

τD = l2D/D and τL = L2/D. These are the time constants associated with diffusion over

very different length scales: τL is the time constant for diffusion across the macroscopic

length of the cell, whereas τD is associated with local charge redistribution. Bazant et
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al[66] argue that the harmonic mean τc = lDL/D, in other words RC, is the primary

timescale for diffuse-charge dynamics in electrochemical cells.

Order-of-magnitude estimates are instructive. For a typical RTIL system, lD ∼ 1Å,

and D ∼ 102µm2s−1 . Taking L = 3mm, we get τc ∼ 3 ms and τL ∼ 9× 104s. Of course

τD is far smaller. Comparing to our own results, the differences in the time scales observed

in different measurements, or the differences resulting from different fitting assumptions,

are small in relation to the order-of-magnitude inconsistency: τc and τD are far too small,

while τL is too large.

Zhao [68] proposed instead a time constant τ ′c = τc
√
lD/lc = l

3/2
D L/D

√
lc, where lc is

the typical length of charge correlations. Setting lc to be the size of anion/cation of RTIL

(∼ 10Å), this would mean τ ′c ∼ 1ms, also inconsistent with our results. If lc is larger, the

timescale is even smaller.

Lee et al.[67] have developed a lattice liquid model for ionic liquids, and used it to

perform ’numerical experiments’ yielding interface charge vs time. They see a rapid initial

rise in the interface charge, followed by a slow decay. The rapid rise would not be visible

to our measurements, but the slow decay does not agree with our observations; we see a

slow rise. Curiously, however, the simulations when performed for different lc and lD are

consistent with a decay time constant

(5.7) τ ′L = τL(lD/lc)
3/2 = L2/D(lD/lc)

3/2

The qualitative physics of such a time scale is not clear; this expression follows only

from the scaling behavior of the model results. However, our order-of-magnitude esti-

mates, again taking lc to be 10 Å, gives us τ ′L ∼ 2800s. In other words, with these
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estimated numbers, τD << τc << τ ′c << τ ′L << τL. Of these, τ ′L is closest in order of

magnitude to the timescales for charging that we observe. Interestingly, τ ′L = τ ′c · L/lc,

which seems to suggest that ultra-slow process is made up of L/lc consequent elementary

charging processes.

It worth noting here that whether RTILs are fully dissociated or just weakly dissociated

(similar to aqueous solutions) is still under debate[78, 51, 79, 52]. The Debye length of

RTILs measured by surface force apparatus is about 7nm, almost two orders of magnitude

larger than the value assuming full dissociation[51]. In this scenario, τc will be order of

10ms, while τ ′L is not affected if we assume that lD/lc doesn’t change. As reported in

several studies[73, 58, 59, 60, 61], the charge of anion/cation in RTILs are usually less

than unit charge (partial charge). However, this effect could only rescale the Debye length

by less than one order, which couldn’t explain the ultra-slow dynamics we observed.

We can now ask why other experiments discussed in the introduction report various

timescales ranging from 1 sec to 100 sec. Of course different materials may have different

behavior, but we also suggest that because of the presence of multiple processes with dif-

ferent timescales[66], the timescales observed will reflect the timescales of the experiment.

In other words, our slower study observes the presence of slower mechanisms, perhaps in-

volving long-length-scale rearrangements, while faster measurements observe the effects

of faster rearrangement mechanisms occurring over shorter length scales.

5.6. Conclusion

It is already widely recognized that RTIL behavior is quite complex, and there are a

number of anomalous experimental results. For example, the measured RTIL interfacial
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capacitance decreases with increasing frequency[39]. a result that can also be inter-

preted as being due to the superposition of multiple dynamic processes with different

timescales. An increase in our understanding of these processes, correlating macroscopic

measurements such as capacitance with nanoscale characterization, is likely to lead to

a better fundamental understanding of the RTIL-electrode interface and potentially to

better RTILs and RTIL-based devices.
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CHAPTER 6

Future Work and Summary

6.1. Future work

6.1.1. RTILs in solvents, a potential way to verify GC/GCS theory

RTILs are considered as solvent-free salts with high concentration of charge, whose electro-

chemical properties differ from those of diluted aqueous electrolytes significantly. RTILs

can be diluted with non-aqueous electrolytes, such as acetonitrile, tetrahydrofuran, 2-

Methyltetrahydrofuran, propylene carbon, dimethyl carbonate etc. The solvents in RTILs

have been found to considerably alter the transport properties of the mixtures such as

conductivities and conductivities [80, 81].

Kornyshev built a lattice model showing that solvent molecules can occupy the lattice

next to the electrode leading to anomalies in differential capacitance [38]. To be more

specific, the differential capacitance changes from bell shape to camel shape when solvents

taking ≥ 1/3 of the lattices. Electrochemical impedance spectroscopy(EIS) and X-ray

scattering experiments can be performed on mixture of RTILs and solvents to test those

predictions.

Additionally, RTILs-solvent mixtures may throw light on understanding the distri-

bution of ions/particles near charged surface. The widely adopted Gouy-Chapman(GC)

/ Gouy-Chapman-Stern(GCS) theory is derived from thermodynamic perspective with-

out taking. Numerous X-ray experiments were conducted to attack this problem, with
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techniques including X-ray standing wave[37], X-ray reflectivity[82, 83, 84, 85], small

angle X-ray scattering [86], X-ray fluorescence[87], X-ray photoelectron spectroscopy[88].

However, the result from those experiments dont always agree with each other. For exam-

ple, a non-monotonic ion distribution was reported by Luo[84] which cant be explained

by GC/GCS theory.

Part of the experimental difficulties are due to the high charge and low electron number

carried by a normal ion. For example, the heaviest metal ion is Cs+, with +1e charge

and 54 electrons. Cs+ can easily compensate a charged surface (a typical charge density

is only 10− 30µC/cm2) without raising the surface electron density too much, making it

hard to be detected with X-ray methods.

The anions/cations in RTILs carry less than unit charge, due to the partial charge

effect. Additionally, through molecular engineering, the electron density of RTILs can

be improved by replacing the light atoms with heavy atoms (e.g. replacing oxygen with

sulfur). Its even possible to introduce atoms with appropriate absorption edges to RTILs

for resonant X-ray studies. Thus, RTILs-solvent mixtures have the potential to improve

current X-ray studies aiming at the direct verification of the GC/GCS theory.

6.2. Summary

The ability to retrieve information from XRR data is tested by numerical experiments

with artificial data. By isolating the parameters, the effects of slab width, electron density

contrast and maximal wave transfer are studied individually. It’s demonstrated that

best-fit/global minima, result reported by most XRR studies, don’t necessary reflect the

real EDP. By contrast, mapping the merit function in the parametric space can capture
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much more details. Additionally, the widely accepted concepts such as theoretical spatial

resolution (π/qmax) and Patterson function will fail in many cases where the contrast of

EDP is too low or the scan range isn’t enough.

The interface between hydrophobic OTS film and several solvents is studied with XRR

in a transmission-cell setup. The solvents, from water, acetone, to alcohol (methanol,

ethanol, 1-propanol), to alkane (pentane, hexane and heptane), vary significantly in terms

of polarity and hydrogen bonding. However, the XRR data from different solvents are

subtle. The contour mapping technique elicited earlier is employed to extract information

about the solid-liquid interface. Electron density depletion due to methyl terminal of

solvent molecules (methyl gap) and due to the reduced surface density compared to the

bulk density (density gap) are analyzed. Water, acetone and methanol are found to have

a larger gap than ethanol and propanol, while the alkanes don’t appear shown gap other

than the methyl gap. This difference derives from the polarity/hydrogen bonding that

tends to pull the molecules at the hydrophobic surface into the bulk.

XRR technique is employed to study the structures and dynamics of room temperature

ionic liquids (RTILs) at an electrified surface. Conductive silicon which has small electron

density is used which maximize the EDP contrast. Meantime RTIL with large electro-

chemical window, high electron density difference between anions and cations, and stable

chemical structures against beam damage, is chosen for the experiment. This makes it

possible to directly observe the formation of crowding layer. The thickness of this crowd-

ing layer is found to be a square-root dependent of the applied voltage with an offset.

The square root relation has been predicted without the offset term. This suggests that

the formation of crowding layer requires to cross an energy barrier, which may originate
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from the Gouy-Chapman layer. More interestingly, the composition of the crowding layer

isn’t pure anion as predicted by theories, but anion and cation with ratio of 4:1. However,

the crowding layer won’t possess a reasonable charge density unless the charge carried

by anion/cation in RTIL is less than unite charge. The other possible explanation of

compression due to electrical attraction is also discussed.

The time scale for the formation and dissipation of crowding layer in RTILs is also

studied with XRR. An ultra-slow dynamic which is ranged between 400-1100 seconds is

found, five decades longer than the RC constant, but two orders slower than the free

diffusion across the cell. The comparison of possible dynamics in RTILs suggests the

crowding layer isn’t due to local anion/cation redistribution, but due to a collective re-

ordering of anion/cation that across the whole electrochemical cell.

The results presented in this thesis exhibit many observations that haven’t been pre-

dicted previously. They reflect the complex nature of RTILs that may be not considered or

oversimplified in theories and simulations. Thus, these findings may benefit both research

and applications on RTILs and RTIL based devices.
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[59] O. Hollóczki, F. Malberg, T. Welton, and B. Kirchner, “On the origin of ionicity
in ionic liquids. ion pairing versus charge transfer,” Physical Chemistry Chemical
Physics, vol. 16, no. 32, pp. 16880–16890, 2014.
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