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ABSTRACT  

Theoretical Studies of Adsorption on Reactive Ionic Surfaces 

Xiaoyan Ma  

Metal oxide surfaces are generally recognized as active substrates for many catalytic 

reactions. Density Functional Theory (DFT) has been found as a useful computational tool 

to investigate the geometry, energy, and electronic structure of reactive oxide surfaces and 

their interaction with small molecules and fragments. In this thesis, primary efforts have 

been made on studying adsorptions of some adsorbates, such as CH3·, H2O and Vanadium, 

on Hematite, α-Fe2O3, (0001) surfaces.  

Methyl radical, CH3·, is a critical molecular fragment among the intermediates often 

encountered in hydrocarbon reactions. Knowledge of the detailed mechanism of methyl 

radical interaction with metal oxides will be very helpful in understanding the initial stages 

of similar reactions of hydrocarbon compounds with metal oxide catalysts. In this study, 

first principles band structure and embedded-cluster methods are applied to analyze the 

relevant geometries, energetics, adsorption sites and electronic structure on various 

Hematite (0001) terminations, finding that the partially oxidized “ferryl structure” has 

largest adsorption energy, and that regular surface sites can also adsorb methyl radicals. The 

results obtained from theoretical work then will be discussed in comparison with the 

experimental results. Although these two approaches produce large discrepancies, the 

systematic errors in DFT methodology and drawbacks in experimental techniques keep the 
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window open for future improvements. 

The adsorption of H2O on a Fe-terminated Hematite (0001) surface is the second hematite 

research topic presented here. Molecular adsorption and dissociative adsorption in 

monolayer H2O coverage are considered as the initial stages of interaction. Molecular 

adsorption is found to have small effects on the underlying surface structure, while 

dissociative adsorption, especially, heterolytic dissociation, which produces two types of 

surface hydroxyls, shows a relatively stronger effect. Although the ferryl site has a 

remarkable affinity to free radicals, it is found to be fairly weak toward H2O adsorption, 

and shows little local reactivity enhancement. 

The adsorptions of sub-monolayer/monolayer Vanadium on idealized Hematite (0001) 

surfaces and subsequent oxidation are also studied by DFT. It is found that in most cases, 

Vanadium forms three-fold bonds with surface O atoms, inducing a large geometry change 

at the hematite surface and near surface region. The adsorption geometry and energy are 

mainly decided by interplay between adsorbed metal atom and subsurface metal interaction. 

V generally functions as an electron donor, causing nearby Fe to be partially reduced; the 

Fe and V oxidization state depends very much on the coverage and detailed adsorption 

configuration.  

Hydroxyapatite (HAP) is the second reactive ionic surface studied here. The initial stages 

of the hydration process are simulated on a single-Ca(I) terminated HAP (0001) surface 

using DFT. Water adsorption configuration and energetic properties are detected at 

different H2O coverage. At low H2O coverage, surface Ca-Oad bonds are found to form, but 
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as coverage increases, H2O tends to loosely float on the already-formed water layer. The 

hydration process does not cause the decomposition of surface phosphate groups and 

hydroxyl channel, but does affect the energetics of subsequent Zn substitution and 

occupation on two metal sites. The Ca(II) vacancy site is found to be energetically more 

favorable for occupation due to less spatial constraint. This suggested mechanism of 

preferential occupation is different from previous attempts to explain the site preference in 

bulk by ionic radius and electronegativity differences.   
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1.1 Overview of research on metal oxide surfaces 

Metal oxides comprise a very important class of compounds, covering many aspects of 

material science, physics and chemistry [1]. They are widely used in many fields of 

applications, such as paint pigments, nonlinear optics, sensors, catalysis, etc. [2]. Due to the 

diversity of properties and characteristics, they can be classified as covalent bonding for 

one system and ionic for the other; they can act as superconductors on one hand and 

insulators on the other hand; in some cases, the bulk properties are important, as in 

nonlinear optics, while in other cases, the surface properties dominate, as in catalysts [3]. 

The bulk of simple binary metal oxides are pretty well understood for thermodynamics, 

structure, mechanical properties, and spectroscopy, as well as for electron transport [4-7]. 

The surface properties of metal oxides as catalysts and adsorbents in environmental 

remediation [8-10] have also been investigated to study the adsorption and catalytic 

reactions of trace elements and other relevant pollutants in air or solution [11]. As an 

interdisciplinary collaboration, surface science studies adsorbate-surface interactions, 

structure reactivity, reaction mechanisms, as well as molecular level information about 

surface structure under environmentally relevant conditions, such as temperature, pressure 

and relative humidity.  

However, the physical and chemical properties of metal oxide surfaces are rather poorly 

ascertained, mostly due to difficulties in preparation of the surfaces and the defects 

produced accompanying the preparation process. To obtain an ordered surface is not an 

easy task, and to determine the structure of that ordered surface is even more difficult. This 
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is because the surface stoichiometry is often different from the bulk, and non-stoichiometric 

regions, such as defect regions, often inevitably exist on the surfaces, which offers a big 

challenge, just as noted in Henrich and Cox’s book, “the preparation of each separate 

crystal face of each different compound is a research program in itself” [12].   

Despite all these difficulties, the rapid development of surface preparation techniques and 

structural characterization equipment help people get more insight into metal oxide surfaces 

and their interactions with small molecules and radicals [13,14]. Some approaches have 

been developed to obtain clean oxide surfaces inside an UHV chamber [15,16]. One 

approach is in situ cleavage which has been applied successfully to some orientations of 

MgO, NiO, and SrTiO3 [17] crystals. This approach is more likely to provide surfaces with 

a close composition to bulk. Another approach is ex situ treatment, which combines cutting, 

polishing, and then in situ sputtering and annealing. The latter method has been extensively 

used in surface science research, but it generates a large amount of defects at the surface 

region. These defects complicate identification of the surface configurations, but on the 

other hand, they can increase the conductivity of the sample so that to be utilized by many 

charge-based surface science techniques [18]. Another common way to obtain an oxide 

surface is to use metals as substrates to grow oxide films of various thicknesses [19]. One 

example is NiO (100) growing on a Ni (100) surface [17]. Less strained layers may be 

grown by choosing inert metal substrates; the oxidation can be performed during or after 

deposition. If the lattice constants of the inert substrates are chosen properly, the growing 

oxide structure may exhibit long-range order of high quality. Alloy surfaces can also be 

oxidized, in which the physical properties of the alloy may be advantageous in some way 
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for the preparation process. One application is the growing of an α-Al2O3/metal composite 

by direct oxidation of molten Al-Mg-Si alloy [20]. It proceeds in stages of melting of the 

alloy ingot, oxidization of the molten alloy surface, rapid growth of the oxide layers, and 

finally the external surface of α-Al2O3/metal composite is covered by a thin MgO layer.  

Surface structural information can be extracted from measurements of many modern 

methods which probe the topmost 1-10nm of the surfaces exposed to vacuum. These 

include X-ray Photoelectron Spectroscopy (XPS), Auger Electron Spectroscopy (AES), 

Low Energy Electron Diffraction (LEED) [21], Reflection High-energy Electron 

Diffraction (RHEED) [22], Electron Energy Loss Spectroscopy (EELS) [23], Ion Scattering 

Spectroscopy (ISS) [24], etc. Scanning Tunneling Microscopy (STM) and Atomic Force 

Microscopy (AFM) studies on oxide surfaces under ultrahigh vacuum (UHV) conditions, 

yielding atomically resolved information, increase the ability of scientists to measure the 

physical structure of many surfaces. Under ambient conditions, a series of oxide surfaces 

have been studied by STM and AFM techniques [25,26]. A particular example that applies 

UHV-STM technique to reveal the real-space topology of oxide surfaces is reported by 

Thornton and coworkers [27]. They used STM to study two different reconstructions of 

α-Fe2O3 (0001) surfaces. It has been known for quite a long time that a sputtered α-Fe2O3 

(0001) surface annealed at about 1100K reveals a complex LEED pattern that has been 

interpreted as multiple scattering across a Fe3O4/FeO/Fe2O3 interface [28-30]. Upon 

annealing at temperature slightly below this value, the surface appears to stabilize to 

another structure, namely Fe3O4 (111). The resulted complicated LEED patterns are 

compared with the bulk phases predicted on the basis of the Fe-O phase diagram; it turns 
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out that the surface structures are different from the predicted bulk phases [29,30]. This is 

as expected for many oxide surfaces. 

Figure 1.1 copies a diagram from Grassian’s Surface Science Reports paper, which 

summarizes the often used surface science techniques [31]. 
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Figure 1.1 A scheme of often used surface techniques in environmental interface studies 

[31]. 
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Parallel to a large number of experimental investigations on metal oxide surfaces, an 

increasing number of theoretical explorations of such systems have been published in 

recent years. The main objective of these studies is to provide detailed information, 

especially at the molecular level, on the geometric and electronic structure of the surface 

itself and its interaction with adsorbates, which can be complementary to the results that are 

obtained experimentally.  

The cumulative developments in the methodology of electronic structure calculations and 

computer technology have popularized computational methods so that they are cheap and 

reliable as a helpful interpretative tool, even for systems as complex as oxide surfaces. The 

detailed background will be covered next in this chapter. 

1.2 Introduction to Density Functional Theory (DFT) 

1.2.1 General background 

Research in theoretical chemistry includes the studies of electronic structure, dynamics, 

statistical mechanics, and mathematical characterization which are invoked to various 

degrees in the process of solving problems, such as the prediction of chemical reactivity, 

the study of chemical kinetics and the study of the applicability of recent math 

developments to the understanding of electronic structure [32]. Computational chemistry is 

a branch of chemistry that incorporates the results of theoretical chemistry into efficient 

computer programs to calculate the structures and properties of molecules and solids, and to 



 

 

22

provide insight into real chemical problems [33,34]. It uses non-experimental reasoning to 

explain or predict chemical phenomena, usually with some approximation schemes, such as 

Hartree-Fock (HF), Density Functional Theory (DFT), semi-empirical methods (e.g., PM3) 

or force field methods. Some chemical theorists apply statistical mechanics to provide a 

bridge between the microscopic phenomena of the quantum world and the macroscopic 

bulk properties of systems [35]. 

Traditional methods in electronic structure theory, in particular, Hartree-Fock theory and its 

descendants are based on complicated many-electron wave functions [36,37]. In 

many-body electronic structure calculations, the nuclei of the treated molecules or clusters 

are treated as fixed (as in Born-Oppenheimer approximation [38]), generating a static 

external potential V in which the electrons are moving. A stationary electronic state is then 

described by a wave function ),...,( 1 Nrr rrψ fulfilling the many-electron Schrödinger equation 

(1),  
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where, H is the electronic molecular Hamiltonian, N is the number of electrons, T and U are 

so-called universal operators, while V is a system dependent, non-universal operator. U 

counts electron-electron interaction. There are many sophisticated methods for 

approximately solving the many-body Schrödinger equation based on the expansion of the 

wave function in Slater determinants [39]. While the simplest one is the Hartree-Fock 

method, more sophisticated approaches are usually categorized as post Hartree-Fock 



 

 

23

methods. However, the problem with the Hartree-Fock family is the huge computational 

effort, which makes it virtually impossible to apply them efficiently to more complex 

systems. 

Density Functional Theory (DFT) [40-42] seeks to replace the electronic wave function 

with the electronic density. Whereas the many-body wave function depends on 3N 

variables, 3 spatial variables for each of N electrons, the density is only a function of three 

coordinate variables, which is much simpler to deal with, in conceptual and practical point 

of view. 

The predecessor to DFT, the Thomas-Fermi-Dirac model, proposes that the total energy E 

of an electronic system is a function of electron density E(ρ). So the energy of an atom or 

molecule can be calculated by representing its kinetic energy, the nuclear-electron and 

electron-electron interactions as functionals of electron density [43]. This model is rather 

inaccurate; the largest source of error is in the representation of the kinetic energy, followed 

by the errors in the exchange energy, and the complete neglect of electron correlation. 

Hohenberg and Kohn, in 1964, proposed the Hohenberg-Kohn theorem which states that if 

N interacting electrons move in an external potential Vext(r), the ground-state electron 

density minimizes the functional of the total energy, and all other ground state properties of 

the system (e.g., lattice constants, cohesive energy, etc.) are functionals of the ground state 

electron density. That is, once the ground state electron density is known, all other ground 

state properties are all determined [44]. 
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In 1965, W. Kohn and L. Sham [45] proposed the so-called Kohn-Sham equation (2), 

which is similar in form to the time-independent Schrödinger equation, except that the 

potential is formally expressed as a functional of electron density (3). 
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m iiiS
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The second term in equation (3) describes the electron-electron Coulomb repulsion, while 

the last term calculates the exchange correlation potential, where VXC includes all the 

many-particle interactions. Since the Coulomb repulsion and exchange correlation VXC both 

depend on charge density, ρ( rr ), which depends on the wave function φi, which in turn 

depends on the potential Vs, the Kohn-Sham equation can be solved in a self-consistent way. 

Usually one can start with an initial guess forρ( rr ), then calculates the corresponding Vs 

and solves the Kohn-Sham equations for the φi. From these one can calculate a new 

density and start again. This procedure is repeated until convergence is reached. 

Unfortunately, for a system more complex than free electron gas, the exchange-correlation 

potential is generally unknown. However, some approximations are capable of performing 

the calculation of certain properties quite accurately. One of the most widely used 

approximations is the local density approximation (LDA) [45], where the functional 

depends only on the density at the coordinate where the functional is evaluated (4), 
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∫= rdE XCXC
3)(][ ρερ                       (1.4) 

 

The Local Spin Density Approximation (LDSA) was developed to include electron spin in 

LDA in the early seventies [46,47], and shortly thereafter relativistic corrections were 

introduced [48] into the formalism. In the spin-polarized Kohn-Sham scheme with LSDA, 

the exchange- correlation energy is written as, 

 

rdE XCXC
3),(],[ ∫ ↓↑↓↑ = ρρερρ                 (1.5) 

Another widely used approximation is the Generalized Gradient Approximation (GGA), 

defined in the early and mid eighties [49-51]. This approximation is still local, but takes 

into account the gradient of the density at the same coordinate, 

 

rdE XCXC
3),,,(],[ ∫ ↓↑↓↑↓↑ ∇∇= ρρρρερρ

rr
         (1.6) 

 

Using GGA, very good results for molecular geometries and ground state energies have 

been achieved. Many further improvements have been incorporated into the DFT 

framework by developing better representation of functionals including hybrid 

exchange-correlation functionals [52], self interaction correction [53], meta-generalized 

gradient approximation (meta-GGA) [54], DFT+U approximation [55], etc. In solid state 

calculations, LDA and GGA are commonly used along with plane wave basis sets [56,57]. 

In molecular calculations, more sophisticated functionals, such as hybrid B3LYP [58] have 
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been developed. However, although DFT has been found usually sufficiently accurate for 

many applications, there are some drawbacks remaining in this method. It formally only 

calculates ground state properties; it results in very poor cohesive energy, usually too high; 

it performs badly in weak interactions, such as Van-der-Waals interaction; it is unstable in 

treating negative ions; and there is no systematic way of improving it [59,60]. Hence in the 

current DFT approach, it is impossible to estimate error of the calculations without 

comparing them to other methods or experiments. 

The methodologies that explicitly describe the geometric and electronic structure which are 

used in this investigation of oxide surfaces can be categorized into two groups. One group 

contains periodic slab band structure calculations, that is, methods taking care of the 

infinite periodic structure of a single crystal or a single crystal surface. The actual 

dimension of such a calculation depends only on the size of the unit cell, due to the 

incorporation of the periodicity of the crystal lattice. The alternative method used is cluster 

calculations, in which a finite cluster of atoms or ions is treated explicitly. The cluster can 

be further embedded in an external field in order to simulate interactions with the rest of the 

crystal or film. Cluster approach is particularly suitable when the local effects, such as 

adsorption, defects and so on are especially of interest. It is obvious that the quality of the 

results of a cluster description depends on the size, the localizability and the nature of the 

chemical bonds in the crystal. 
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1.2.2 Periodic slab band structure calculation tool 

The periodic plane wave band structure tool Vienna ab initio Simulation Package (VASP) 

and the ultrasoft pseudopotential database contained therein [56,57] are largely applied in 

all the projects. They are used to relax surface geometry, calculate ground state energies 

and analyze electronic structure, such as Density of States (DOS). 

Vienna ab initio Simulation Package (VASP) [61] is a complex package for performing ab 

initio quantum-mechanical molecular dynamics (MD) simulations using pseudopotentials 

or the projector-augmented wave method and a plane wave basis set. 

The approach implemented in VASP is based on the finite-temperature local-density 

approximation, with the free energy as variational quantity and an exact evaluation of the 

instantaneous electronic ground state at each MD time step. VASP uses efficient matrix 

diagonalisation schemes and an efficient Pulay/Broyden charge density mixing. The 

interaction between ions and electrons is described by ultra-soft Vanderbilt 

pseudopotentials [62] or by the projector-augmented wave (PAW) method [56,57]. These 

pseudopotentials allow a smaller basis set for a given accuracy. The residual minimization 

technique [57] is used to calculate the electronic ground state. The relaxation of different 

atomic configurations is based on conjugate-gradient (CG) minimization [63] of the total 

energy.  
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1.2.3 Embedded cluster calculation tool 

As a complementary tool to VASP, the first principles local-density self-consistent-field 

(SCF) embedded–cluster method is extensively used appling the SCF local-density theory 

in a molecular-orbital (MO) framework to describe electronic properties of solids [64,65]. 

The linear combination of atomic orbitals (LCAO) method and discrete variational method 

(DVM) with a numerical integration scheme is used in this thesis, with atomic radial basis 

functions generated as numerical solutions of atoms/ions in a potential well represented by 

values tabulated on net points. The effective atomic configurations of the cluster atoms are 

obtained self-consistently by iterating the charge and spin density, using the VWN exchange 

and correlation potential [66] and a least-squares fit of model parameters to the eigenvector 

densities [65]. As to the embedding model, the charge density ρ, which determines both 

Coulomb potential and the approximate exchange-correlation potential VXC, includes 

contributions from the embedding lattice as well as the variational cluster [65]. Thus, the 

total Coulomb potential can be written as VC
tot = VC

cluster + VC
emb, where VC

emb is the 

Coulomb potential contributed by the assumed charge distribution of embedding lattice 

calculated by Ewald summation [67].  

Electronic structure, bonding information and charge density can be extracted from cluster 

calculations to get more details of clean surfaces and its interaction with adsorbates. 

Mulliken charge and population are examined; graphs of local density of states (LDOS) are 

plotted. LDOS is obtained by broadening discrete cluster energy levels into Lorentzian 

lines, that is, 



 

 

29

 

∑ −=
i

iijj ELfED ),()( γε                   (1.7) 

 

Here, ijf is the weight determined by Mulliken population analysis of atomic orbital j on a 

selected site in the energy level iε , and γ is the width of the Lorentzian function. 

In the bonding analysis, bond order (BO) [68], which evaluates the degree of shared charge 

between atoms is calculated. This is defined as the summation of overlap populations 

between atoms µ and ν, 
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Charge density contours are also plotted to present distribution of charge among atoms. The 

bond critical point ( cρ ) [69], which is the value of density along the interatomic lines 

where the gradient of the charge density ρ∇ =0, helps to define a ‘topological atom’, and 

reflects the covalency at the interatomic surface. 

1.3 Development in iron oxide surface studies 

Iron is the most abundant element in the earth’s crust following oxygen and silicon. Iron 

oxides [70] exist as various different polymorphs, including FeO, Fe3O4, Fe2O3, etc. 

Hematite (α-Fe2O3) and magnetite (Fe3O4) are the most common and stable phases of iron 

oxides. The structure of Hematite is the same as corundum, whereas magnetite possesses an 
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inverse spinel, Fe3+(Fe2+Fe3+)O4, structure. Other iron oxide phases include maghemite (γ

-Fe2O3), a meta-stable phase nearly iso-structural with Fe3O4, and wustite (FeO), which has 

the rock salt structure and is not stable at temperatures below 843 K [71]. 

As the most intensively studied oxide surface in this dissertation, Hematite crystals 

(α-Fe2O3) do not readily cleave and its (0001) and the ( 1110 ) basal planes are the 

predominant naturally grown faces [12]. Surface reconstruction of Hematite to Fe3O4 and 

FeO has been observed at annealing temperatures lower than 1173 K. The (1x1) LEED 

pattern characteristic of α-Fe2O3 (0001) is observed after prolonged annealing at 1173 K or 

above. Different preparation methods and characterization of the α-Fe2O3 (0001) surface 

are described in the literature [72-75]. Weiss and coworkers investigated the dependence of 

α-Fe2O3 (0001) surface structure on ambient oxygen gas pressure with STM and LEED and 

presented a procedure to epitaxially grow controllable iron oxide model catalyst films [3]. 

α-Fe2O3 (0001) can be transformed from pre-oxidized Fe3O4(111) films by a high-pressure 

oxidation treatment in 1 mbar oxygen at 1100 K for about 10 min. A hexagonal LEED 

pattern appeared after the sputtered surface is annealed in vacuum at 900℃ for 30 minutes 

by electron beam heating. Studies on either the α-Fe2O3 (0001) mineral single crystals [76]
 

or the thin epitaxially grown film sample [77]
 
confirm the formation of magnetite, Fe3O4, 

(111) selvedge on top of the hematite bulk crystal. A “floret” LEED pattern is observed if 

the sputtered sample is annealed under 1-5 x10-6 
torr O2 pressure at 900℃ for 30 minutes. 

STM studies [78]
 
show an ordered super-lattice structure, which is composed of FeO (111) 

and α-Fe2O3 (0001) islands. This surface is then called the “biphase” surface [73].  
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The defect sites on α-Fe2O3 (0001) surfaces can be created during bombardment process 

[79,80]. The electronic structure of defective α-Fe2O3 (0001) surface has been extensively 

investigated using UPS, XPS and Auger spectroscopy [79]. The resulting spectra indicate 

that the ion-bombarded surface is O deficient relative to the stoichiometric α-Fe2O3 (0001) 

surface with contributions from reduced cations, mainly Fe2+ and metallic Fe0. In addition, 

irradiation of α-Fe2O3 (0001) with UV photons having energies greater than the band gap of 

α-Fe2O3 (0001), which is 2.2 eV, results in the formation of electron–hole pairs that create 

transient Fe2+ cations [80]. These defect sites turn the inert stoichiometric α-Fe2O3 (0001) 

surface into a reactive catalyst material and an adsorbent toward gases such as H2O, styrene, 

ethylbenzene, SO2, CCl4, CO, etc. [81-85]. 

Some theoretical works have been conducted on iron oxide bulk and surfaces which used 

ab initio approaches to calculate the surface relaxation, binding energies, magnetic 

properties and electronic structure [86-88]. Wang [87] et al.,
 
used DFT results to explain the 

experimental observation that a Hematite (0001) surface with a permanent dipole moment 

along the surface normal direction could be obtained on a thin film sample. They found that 

electron redistribution and strong relaxation greatly increase the covalent character of the 

Fe-O bonds and lead to the stabilization of the surface. Rohrbach [86] et al., introduced the 

usage of the GGA+U approach for better treatment of strong d-d interaction of Fe in the 

hematite crystal. There are some other reports on the adsorption properties of Hematite 

(0001) surfaces toward air pollutants and wastes [89,90].  

1.4 Introduction to Hydroxyapatite research 
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Hydroxyapatite (HAP) is one of a few minerals that can be classified as bioactive materials. 

It is known under the chemical formula of Ca10(PO4)6(OH)2, and is widely used in the 

repair, reconstruction, and replacement of diseased or damaged parts of the bones or teeth 

[91-94]. It also claims attention as an environmental adsorbent of metals and waste removal 

due to its porous nature and excellent ion exchange character [95,96]. It has been shown 

from both experiments and theoretical calculations that the (0001) surface of HAP is the 

dominant interface with respect to vacuum and aqueous phases [97]. Because the surface of 

HAP is of great importance for understanding of dissolution [98] and interfacial 

interactions [99] between the crystal and ambient phases, some efforts have been made to 

investigate the relevant surface properties. In experiments, multiple studies have been 

carried out by using several characterization techniques [100] to identify the HAP 

biocompatibility [101], adhesion properties [92] and synthetic conditions [102]. Meanwhile, 

computational methodology has shown its strength in interpreting electronic structure, 

charge distribution and atomic configuration by quantum mechanics [103-105], 

semi-empirical [106] and density functional theory [107]. 

Wu and his co-workers studied surface energetics of HAP by the DFT approach, finding 

that the relaxation of the slab surfaces has an apparent effect on surface energy, and they 

also proposed the relative order of the morphological importance of different (hkl) surfaces 

[108]. Zahn and coworker investigated energetic preference of HAP with substitutional 

defects in order/disorder arrangement of OH- ions, concluding that HO-…HO- arrangement 

is most favorable [109]. De Leeuw drew the similar conclusion using DFT [110]. There are 

some other theoretical papers reporting the studies about defects, structures, and 
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adsorptions on HAP surfaces or near-surface [111,112]. In a recent work of Zahn et al., 

molecular dynamics approaches were applied to study the hydration of (0001) HAP 

interfaces [113]. They found that water can form strong electrostatic interactions with the 

calcium and the phosphate ions of the crystal surface. But so far, no DFT first principles 

work has been done in this aspect. 

1.5 The objective and outline of the thesis 

The objective of this research is to use DFT approaches to study the properties of reactive 

ionic surfaces, especially iron oxide and Hydroxyapatite surfaces with and without 

adsorbates, such as CH3·, H2O, CH3OH, V, etc. The following topics will be discussed 

through this research presentation:  

Method credibility and feasibility: This research will compare the theoretical results 

obtained from DFT practices with the relevant experiments. The systematic errors in 

theoretical methodology and drawbacks in experimental techniques will then be 

commented upon. 

Surface stability: One of vital questions in surface science study is the relative stability of 

various surfaces. The ionic surfaces involved in this research are complex and may exhibit 

different terminations in theoretical modeling. Excluding those less stable surfaces will help 

set up future simulations which are of more practical meaning. 

Adsorption and surface interaction: The preferential adsorption sites will be found through 
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comparison of energies on defective and regular surface sites. Surface geometrical, 

energetic, and electronic information will be extracted from calculation results. They can 

provide insights into the chemistry behind the interactions. 

Substitution and occupation: Zn substitution and occupation on metal ion sites of 

Hydroxyapatite will be studied to investigate the material’s ion exchange property.  

The reactive ionic surfaces studied in this research are: 

 Iron oxide surfaces: α-Fe2O3 (0001), Fe3O4 (111), and FeO (111). 

 Hydroxyapatite (0001). 

The following adsorbates are considered: CH3·, H2O, and HO· on iron oxide surfaces; Zn2+ 

ion on HAP surfaces. 

This dissertation includes 4 chapters. Chapter 1 briefly describes experimental and 

theoretical background in the fields of metal oxide surface research, especially on iron 

oxide and Hydroxyapatite surfaces which are the focus in this thesis; Chapter 2 analyzes the 

DFT studies of adsorption of CH3· on the iron oxide surfaces, compared with the related 

experimental work; Chapter 3 presents two additional studies of adsorption on α-Fe2O3 

(0001) surfaces, the first one is initial stages of H2O adsorption, in collaboration with 

Shuxia Yin, the second is V atom adsorption and oxidation, in collaboration with Jianjian 

Jin; Chapter 4 presents the DFT work in the hydration and subsequent substitution and 

occupation of Zn2+ on HAP (0001) surfaces.
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CHAPTER 2 

THEORETICAL STUDIES OF METHYL RADICAL 

ADSORPTION ON IRON OXIDE SURFACES 
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2.1 Introduction 

Methyl radical (CH3·) is among the intermediates frequently encountered in hydrocarbon 

reactions [1,2]. It is also known to be present as an intermediate during metal, 

semiconductor and diamond film growth by chemical vapor deposition of the 

corresponding alkyls [3,4]. By knowing the detailed mechanism of methyl radical 

interaction with metal oxides, people may very possibly be able to understand the initial 

stages of similar reactions of hydrocarbon compounds with metal oxide catalysts.  

The Lunsford group has done a lot of experimental work on the interaction of CH3· with 

metal oxides [5-9]. One study investigated the conversion of methyl radicals to methanol 

and formaldehyde over vanadium oxide catalysts [10]. They found that the interaction 

involved the formation of methoxide ions and the reduction of V5+ to V4+. Since Vanadium 

oxide has the same corundum type structure as Hematite, this mechanism could be a very 

relevant comparison. 

Theoretically, there have been several first principles investigations of methyl interaction 

with various transition metal surfaces such as Ni (111) [11] or Rh (111) [12] and metal 

oxide surfaces such as MgO (100) [13] or NiO(100) [14]. It is predicted, using the 

Hartree-Fock (HF) methodology, that methyl binds very weakly with NiO (100) and MgO 

(100) surfaces, which is within expectations that perfect MgO (100) surfaces may have very 

low reactivity. However, it is somewhat surprising that HF predicts NiO (100) cannot form 

strong bonding with methyl, especially after CH3· is experimentally observed to adsorb 

onto NiO (100) surfaces [6]. A possible explanation is the underbinding trend of HF 
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predictions; such conjecture is further corroborated by recent studies of CO and NO 

adsorption on NiO (100) and NixMg1-xO(100) surfaces which conclude that HF cluster 

calculations indeed underestimate the adsorption energy of small molecules on metal oxide 

surfaces by a magnitude of 0.3~0.4 eV [15]. On the other hand, due to incomplete 

description of strong 3d electron localization effects, density functional theory (DFT) has 

been found to overestimate the binding energy between small molecules and transition 

metal surfaces [15-19]. Hence, using DFT to study molecular adsorption on transition metal 

surfaces should be carried out with great caution and must be carefully compared with 

corresponding experimental results. Recently, some attempts to improve DFT treatment of 

correlation have been made, such as the DFT+U method, and schemes which empirically 

mix HF and DFT exchange and correlation functionals (e.g., B3LYP, [17,18]). However, 

these newer approaches are not yet well “calibrated”, so they must be compared with 

experimental results or other computational methods for reference. 

This chapter will focus on the theoretical study of adsorption of methyl radical on various 

terminations of Hematite (0001) surfaces. Both first principles band structure and 

embedded cluster methods are used to find the relevant geometries, energetics, adsorption 

sites, and electronic structure on the atomic scale. A parallel experiment was carried out by 

Li Liu [20,32]. A comparison between theoretical and experimental results will be made, 

and the methyl adsorption on FeO (111) and Fe3O4 (111) surfaces will also be included as 

references.  
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2.2 Settings in periodic slab band structure program 

The band structure calculations were performed using the first principles DFT Program 

VASP (Vienna ab initio simulation package). The program background can be found in 

Chapter 1.2.2. The exchange-correlation potential is chosen as the spin-polarized 

generalized gradient approximation (SP-GGA) in a scheme developed by Perdew et al. 

(PBE) [21,22]. For each of the simple (1x1) iron oxide surfaces, a 4x4x1 k-points mesh is 

used for geometrical relaxation and energy calculations. In geometrical relaxation, a 

Gaussian smearing finite temperature broadening method [23] is used with width σ=0.1eV. 

For energy calculations, the tetrahedron method is used to perform Brillouin zone sampling 

[24]. The energy convergence criterion for relaxation is 10-3 eV per unit cell. A plane wave 

basis set is used with energy cutoff 400eV, which has been found to be sufficient to obtain 

quantitative precision (better than 0.01eV/cell) for iron oxide bulks and surfaces. The 

vacuum gap thickness between periodic slabs is set to be ~10Å. Computational tests show 

that increasing the vacuum gap to ~15Å changes energy by less than 1 meV/atom for the 

clean surface reference system. The number of atomic layers along the z-axis of the clean 

slabs is kept in the range of 8 to 10, considered to be a good balance between computational 

cost and accuracy. In modeling CH3· adsorption, all substrate layers except the top 2 to 3 

are fixed to the atomic coordinates obtained in the clean surface relaxation. This simplified 

partially rigid treatment proves to adequately reproduce the same relaxation structure as a 

fully relaxed slab. For example, in a model in which up to 5 substrate layers are relaxed, the 

effect of adsorption on the substrate 2 layers below the surface is quite small (z-direction 

displacement difference is only about 0.01Å). The corresponding adsorption energy 
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difference is only about 2meV/atom. So the models and parameter settings are of 

acceptable precision to describe this CH3•  adsorption case. Another concern about 

numerical precision arises from the long-range electrostatic fields associated with the 

periodic slab model of ions. This can be partially compensated within VASP using the 

so-called dipole correction scheme [25]. The test of implementing dipole correction finds 

that it has negligible effects on geometry and adsorption energy in the systems studied here. 

Although there are many different terminations available on iron oxide surfaces, this 

dissertation focuses only on a few important examples. Four types of adsorption cases are 

chosen for representing different Fe3O4 (111) terminations, three for α-Fe2O3 (0001) 

terminations, and one for FeO (111) termination. Table 2.1 lists the eight cases. 

 

 Termination Site 
¾ Feoct + ¼ O O 

¼ Feoct + ¼ Fetet Feoct 
¼ Fetet + ¼ Feoct Fetet 

 

Fe3O4 (111) 

¼ Fetet Fetet 
Fe- M.L. 
O- M.L. 

 
α-Fe2O3 (0001) 

“Ferryl” (O=Fe-) M.L. 
FeO (111) Fe- Fe 

Note: M.L.=multiple location. 
 

According to the following notations, ¾ or ¼ means 3 or 1 atom(s) on a 1x1 Fe3O4 (111) 

unit cell. Since Fe atoms occupy both octahedral and tetrahedral sites, “oct” and “tet” are 

also indicated with a subscript following the “Fe” element. 

Table 2.1 List of all studied adsorption cases



 

40

Here, ¾ Feoct + ¼ O termination on Fe3O4 (111) is the one plotted in Figure 2.1a; ¼ Feoct + 

¼ Fetet termination on Fe3O4 (111) is described in Figures 2.1b and c, where 2.1b is on-top 

Feoct adsorption and 2.1c is on-top Fetet adsorption; Figure 2.1d is for ¼ Fetet termination. 
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a 

 

b 

 

c 

 

d 

 

e 

Figure 2.1 Some non-hematite iron 
oxide terminations. 

(a) ¾Feoct + ¼O surface with CH3· on-top 
O ;  
(b) ¼Feoct + ¼Fetet surface with CH3· on-top 
Feoct;  
(c) ¼Feoct + ¼Fetet surface with CH3· on-top 
Fetet ;  
(d) ¼Fetet surface with CH3· on-top Fetet 
atom;  
(e) Fe-terminated FeO (111) surface with 
CH3· on-top Fe atom. 
Note: (a)-(d) on Fe3O4 (111) surface.  
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Among the other 4 surfaces listed in Table 2.1, Fe-terminated α-Fe2O3 (0001) refers to an 

ideal Fe-terminated surface; O-termination refers to an ideal oxygen-terminated surface; 

O=Fe-termination represents a partially oxidized Fe-terminated surface that will also be 

called ‘ferryl’ structure [26] and Fe-termination on FeO (111) is the second component of 

the α-Fe2O3 (0001) and FeO “biphase” structure (Figure 2.1e) [27]. 

2.3 Settings in cluster calculation program 

Using final relaxed geometries resulting from the periodic slab band structure models, 

cluster computations are carried out to get charge density, local densities of states (LDOS), 

Mulliken populations, charge and bonding order (BO) (see Chapter 1.2.3 for mathematical 

formula). A typical small cluster, for Fe-terminated α-Fe2O3 (0001) with CH3· sitting at the 

on-top site, consists of 29 atoms (Figure 2.2a, 11 Fe atoms and 18 O atoms) in the substrate 

and the CH3· adsorbate. Within this model, the methyl group is rigidly shifted along the 

z-axis, mapping out a rough approximation of the binding energy curve for a frozen 

substrate. This procedure allows for a clean interpretation of bonding around the VASP 

determined minimum-energy configuration, by comparing energies of closer and more 

distant adsorbate positions. The effects of embedding on the binding energy curves are 

found to be dominated by the long-rang interactions, while the local (interior of cluster) 

bonding structures and electron density are essentially unaffected. Since the binding energy 

with relaxed substrate is definitively determined in the VASP calculations, the embedding is 

not necessary to be included in the final cluster models. 
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a 
 

 
b 

 
Figure 2.2 CH3· adsorption on Fe-terminated Hematite (0001) surface. 

(a) on-top Fe atom; (b) on-top second layer O atom. 
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2.4 Relaxed geometry and adsorption energy 

2.4.1 Bulk Hematite 

A Fe-terminated Hematite along the (0001) direction shows a FeA-O3-FeB-FeA-O3… 

periodic arrangement (Figure 2.3). Much theoretical work has been done on bulk and 

surface α-Fe2O3 [26,28]. As the first step of this work, optimized lattice constants from this 

computational setup are compared with previous theoretical results and experiments. 

Within the spin-dependent DFT methodology described above, an initial anti-ferromagnetic 

spin distribution of iron, in which the iron pairs in -O3-FeB-FeA-O3- have the same spin 

direction while neighboring -FeA-O3-FeB- pairs have opposite spin direction, is assumed. 

This is the ground state magnetization distribution suggested by previous experimental and 

theoretical works. Compared with experiment [29], the calculations of Wang et al. [28], 

Wolfgang et al. [30], and Rohrbach et al. [26], this work achieves within 1% of the 

experimental lattice constants, and highly satisfactory atomic coordinates within the unit 

cell, which indicates a stable and accurate plane wave methodology. Therefore, all the 

following surface-slab calculations are based on the lattice constants which are obtained in 

this initial study.  
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Figure 2.3 18-layer Fe-terminated α-Fe2O3 (0001) surface structure (side view). 

 

 

 

 

 

 

 



 

46

2.4.2 Relaxation of clean surface 

Iron oxides encounter large scale surface relaxation when their surfaces are exposed to the 

air. This has been proved by other works [30]. As the second step of the simulation, surface 

relaxation on iron oxides, especially on the α-Fe2O3 (0001) surface, has been meticulously 

calculated as a subsidiary checkpoint to test the feasibility of the DFT method applied in 

this research. 

The relaxation of three different α-Fe2O3 (0001) terminations is checked. 

For the clean Fe-terminated surface, the model of top-layered FeS (S: surface atom) 

occupying the corresponding Fe position in bulk hematite is probed, which is found to be 

the most stable location for Fe according to Wolfgang et al. [30]. A strong relaxation 

compared to bulk hematite, especially for the first FeS layer and the second oxygen layer, is 

found in this case. 

For the O3-terminated surface, a fully oxidized Hematite surface that has 3 oxygen atoms 

as the top layer is probed. The result shows that the C3 symmetry is well maintained except 

that the top oxygen atoms rotate about 5 degrees around the z-axis. Although there is minor 

relaxation for the distance between the first (O) layer and the second FeB layer, there is 

much stronger relaxation between the second FeB layer and the third FeA layer so that the 

two Fe layers below the top oxygen layer become almost flattened into a single layer. The 

O2-terminated O-vacancy surface no longer reflects C3 symmetry. Similar to the 

O3-terminated surface, there is a strong relaxation of the outermost FeB-FeA double layer. 
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Finally the O=Fe-terminated structure which represents a partially oxidized Fe-termination 

surface, the so called “ferryl structure” [26], is relaxed. The O=Fe- bond is vertical to the 

surface, and the bond length for the clean surface is about 1.6Å. Although the subsequent 

relaxation between top O=Fe-O3 layers is much smaller compared with that of the 

Fe-terminated surface, the FeB-FeA double layer contraction is still very noticeable. In a 

previous theoretical study [26,30], this ferryl structure was found to be possibly meta-stable 

within an O-rich environment. 

Table 2.2 compares the relaxation results of various terminations on α-Fe2O3 (0001) surface 

done in this work with other works [30]. It is clear that the thinner slab models in this study 

are in semi-quantitative agreement with the relaxation results obtained by thicker slabs and 

highly precise methods, so they are reliable to be used for the following CH3· adsorption 

studies.  

 

 FeS-O3- 
(%) 

O-FeB- 
(%) 

FeB-FeA- 
(%) 

FeA-O3- 
(%) 

O3-FeB’- 
(%) 

Fe- a -51.3 6.4 -31.7 13.1  
Fe- b -59.4 5.8 -46.0 9.7  
O3- a  -4.9 -78.4 34.7 -7.1 
O3- b  -5.8 -73.0 30.6 4.5 
O2- a  4.9 -56.3 14.6 3.5 
O2- b  9.6 -58.3 11.4 15.6 

O=Fe- b -19.1 1.5 -33.7 13.3  
Note: (a) [30]; (b) This work. 
 

Table 2.2 Surface relaxation results on clean α-Fe2O3 (0001) surfaces
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2.4.3 CH3· preferential adsorption on Hematite (0001) surface 

2.4.3.1 Fe-terminated surface 

Two adsorption cases are investigated:  

(1) Directly adsorbed on top of a terminal Fe atom (Figure 2.2a);  

(2) Adsorbed on top of an O atom on the second, partially exposed layer (Figure 2.2b). 

In the first case, the C3 symmetry of CH3· is well maintained after geometric relaxation 

with θH-C-H about 113˚, larger than 109o in a tetrahedral methane structure, and θFe-C-H about 

105˚. The equilibrium bonding distance RC-Fe is about 1.97Å. The presence of CH3· 

enlarges the first interlayer distance by only 0.12Å and has negligible effects on the deeper 

layers. The PBE-GGA functional predicts strong exothermic adsorption energy of -2.3eV.  

In the second case, CH3· stands vertically on top of one of the three-fold oxygen atoms 

belonging to the second atomic layer. Though both Fe and O compete to interact with C, 

after the geometric optimization, it turns out that C stably adsorbs on O which is thus pulled 

out of the second layer and finally stays almost as high as the topmost Fe atom. This 

rearrangement of the structure decreases the repulsion between positively charged H and Fe. 

The equilibrium C-O bonding distance is found to be 1.44 Å, and the C-O bond tilts from 

the surface normal by 4.6˚ for 1ML adsorption. This tilt might further lower Coulomb 

repulsion between H and surface Fe atoms. Since it is energetically costly to attract the O 

atom upward, the net adsorption energy is 0.5eV lower than that in the on-top Fe case. A 
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summary is given in Table 2.3.   

2.4.3.2 O3-terminated surface 

For the O3-terminated surface, there are three possible adsorption cases: 

(1) Directly adsorbed on top of O atom (Figure 2.4a);  

(2) Adsorbed on the O-O bridge site (Figures 2.4b and c);  

(3) Adsorbed on the three-fold hollow site.  

Figure 2.4a shows that CH3· binds with the O atom, with C-O bond length of 1.42 Å; the 

bond axis is perpendicular to the surface. The PBE-GGA calculates adsorption energy to be 

-3.2 eV. In addition to a stronger C-O bonding, compared to the previously described 

CH3·–Fe adsorption case, the θO-C-H and θH-C-H angles are closer to tetrahedral values.  

If the initial position of CH3· is on top of the O-O bridge (the mid-point of two neighboring 

O atoms), the adsorbate fails to form a symmetrical status with both O atoms. For different 

starting position trials, local relaxation calculations suggest that CH3· will either evolve to 

bind with one of the neighboring O atoms (Figure 2.4b) with tilting angle of 14˚ and 

adsorption energy of -3.0 eV, or dehydrogenate when one of the H atoms comes close 

enough to interact with surface O, as described in the reaction of CH3· + 2O2- → CH2O- + 

OH·-. In the dehydrogenation scenario (Figure 2.4c), the adsorption energy is -2.6 eV, for 

energy gain of forming an O-H bond is much higher than the cost of breaking a C-H bond.  
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a 
 

 
b 

 
c 

Figure 2.4 CH3· adsorption on O3-terminated Hematite (0001) surface. 

(a) on-top O atom; (b) on O-O bridge site (non-dissociative); (c) on O-O bridge site 
(dissociated). 
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It is worthwhile to remember that the organic molecule dehydrogenation process has been 

proved to be a crucial step in the whole catalysis sequence [31]. This calculation shows that 

such dehydrogenation is favored when methyl drops close enough to an O-O bridge. Since 

these sites are not energetically most favorable adsorption sites, increasing molecular 

kinetic energy or creating defects on the surface is important to increase the probability for 

such a dissociation process. 

The calculation also indicates that when CH3· is introduced to the three-fold hollow sites on 

the O3- surface plane, it fails to adsorb. It could be because the highly symmetrical C3 

structure makes it difficult for CH3· to dehydrogenate twice to generate 2 Hydrogen 

radicals, binding with the other two surface O atoms. A summary can be found at Table 2.3. 

2.4.3.3 O2- terminated surface 

The oxygen-vacancy O2-terminated surface can represent a hematite substrate system at 

low O2 pressure and elevated temperature. The predicted on-top O adsorption geometry is 

similar to the O3- case, not showing any tendency to interact with the vacancy. However, 

when CH3· is placed on the top of a second layer Fe atom, a C-Fe bond formed (Figure 

2.5a). The adsorption energy is -1.7 eV and the Fe-C tilting angle is 30˚. A summary is 

given in Table 2.3. 
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a 
 

 
b 

 
c 

Figure 2.5 CH3· adsorption on O2-terminated and O=Fe- terminated surfaces.  

(a) O2-termination with CH3· on oxygen vacancy site; (b) O=Fe-termination with CH3· on 
the top of O atom; (c) O=Fe-termination with CH3· on the side of O atom. 
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2.4.3.4 O=Fe-terminated surface 

Two highly symmetric adsorption sites are investigated for the case of CH3· adsorbing on 

the O=Fe-terminated surface, the so-called “ferryl structure” [26]. 

(1) Directly adsorbed on top of O (Figure 2.5b);  

(2) Directly adsorbed on the bridge site between two neighboring O=Fe- groups (Figure 

2.5c).   

In the first case, the adsorption geometry of CH3· is similar to the “O3-top” adsorption 

model. However, the C-O bonding distance here is only 1.38 Å compared to 1.42 Å in the 

“O3-top” case. This might be due to the O atom’s lower coordination number in the ferryl 

case. The adsorption energy is -3.4 eV, the largest found for any surface model considered 

here. 

For the adsorption of CH3· at the bridge position between two O=Fe- groups, geometric 

relaxation predicts a bonding between C and topmost O atom. A 31˚ tilt angle of the C-O 

bond is observed, probably due to repulsion from the nearest Fe atom. The O upon which 

the adsorption takes place moves upward. As large bond reformation is associated with this 

process, for 1 ML coverage, DFT–GGA predicts modest exothermic adsorption energy of 

-1.1 eV. A summary is included in Table 2.3. 

 
 
 
 
 



 

54

Case Ead (eV) C-O/Fe (Å) Tilt angle (°)
Fe-terminated On-top Fe -2.3 1.97 0.0 
Fe-terminated On-top O -1.8 1.44 4.6 
O3-terminated On-top O -3.2 1.42 0.0 
O3-terminated Bridge-tilt -3.0 1.43 14.2 

O3-terminated Bridge-dissociation -2.6 1.28 26.0 
O3-terminated Hollow site No adsorption N/A N/A 
O2-terminated On-top O -3.0 1.42 3.1 

O2-terminated Hollow site -1.7 2.06 31.9 
O=Fe-terminated On-top O -3.4 1.38 0.0 
O=Fe-terminated Bridge-tilt -1.1 1.42 30.5 

Note: )(
33 ⋅⋅− +−= CHsurfaceCHsurfacead EEEE . 

 

2.4.3.5 Fe3O4 (111) and FeO (111) surfaces 

Four cases are considered for CH3· adsorption on Fe3O4 (111) surfaces (1)-(4) and one for 

FeO (111) (5). In all cases, adsorption is directly “on top”: 

(1) O on ¾ Feoct + ¼ O surface (Figure 2.1a);  

(2) Feoct on ¼ Feoct + ¼ Fetet surface (Figure 2.1b); 

(3) Fetet on ¼ Feoct + ¼ Fetet surface (Figure 2.1c); 

(4) Fetet on ¼ Fetet surface (Figure 2.1d). 

(5) Fe on Fe-terminated FeO (111) surface (Figure 2.1e). 

In all the above cases, CH3· is found preferable to adsorb at on-top sites of the atoms and 

exhibits fairly large adsorption favorability. A summary of energy and bond lengths is 

shown in Table 2.4.  

 

Table 2.3 CH3· adsorption on different terminations of α-Fe2O3 (0001) surface 
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Cases Site C-O/Fe (Å) Ead (eV) 

Fe3O4 — ¾ Feoct + ¼ O O 1.44 -1.9 
Fe3O4 — ¼ Feoct + ¼ Fetet Feoct 1.99 -3.1 
Fe3O4 — ¼ Fetet + ¼ Feoct Fetet 2.02 -2.5 

Fe3O4 — ¼ Fetet Fetet 1.97 -2.0 
FeO — Fe-termination Fe 1.99 -1.6 

 

2.5 Electronic structure by embedded cluster studies 

Geometric models used in embedded cluster study are the fully relaxed structures obtained 

in previously described plane wave slab band structure calculations.  

The purpose of using the cluster method is to understand the underlying electronic structure 

and bonding characteristics beyond geometric structure and energy. Two adsorption cases 

are selected to represent adsorption of CH3· in both on-top Fe (Fe-terminated) and on-top O 

(O=Fe-terminated) cases. 

Figures 2.6a and 2.6b show the LDOS, depicting the density of electrons of given energy 

for selected atomic orbital character, before and after adsorption in the on-top Fe case. 

Comparing the two spectra, there is little change in the Fe 3d distribution, in contrast to a 

large change in C valence orbitals. In Figure 2.6b, C 2p orbital peaks which are near Ef are 

shifted below due to bonding, and the anti-bonding peaks are shrunken. According to 

overlap of C 2p ml and Fe 3d ml LDOS, the main bonding structure, with σ character, is due 

to the 2pz atomic orbital of C interacting with the 3dz2 atomic orbital of Fe3+. In Figure 2.6a, 

2s and 2p orbitals on C are split due to spin polarization; in Figure 2.6b, besides the 

broadening of C 2p bonding orbitals, split on 2s orbital is compressed due to bonding. 

Table 2.4 CH3· adsorption on Fe3O4 (111) and FeO (111) surfaces
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a 

 

 
b 

Figure 2.6 LDOS spectra for CH3· on-top Fe (Fe-termination) configuration.  

(a) Fe 3d and C 2s, 2p before adsorption; (b) after adsorption. 
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There is a rich literature on the supposed interplay of σ-donation and π-back donation in 

d-metal/ligand bonding; in the present surface environment, the σ-character is evidently 

dominant. 

Figures 2.7a and 2.7b give the LDOS figures before and after adsorption on the on-top 

O=Fe- case. In this case, C shows very similar shift of peaks, compared with the on-top Fe 

case. This indicates formation of a σ bond between the C 2pz and O 2pz orbitals. These 

features are entirely expected on a qualitative basis. Table 2.5 lists Mulliken atomic charges 

and populations “before” and “after” adsorption for the above two typical cases.  

 

On-top Fe (Fe-Hematite) Fe C H 

Net charge 2.40 -0.1 0.03 Before Populations 3d5.5024s0.044p0.06 2s0.8332p3.2043s0.06 1s0.97 
 2.48 -0.21 0.00 After  3d5.4824s0.064p0.09 2s0.6722p3.4783s0.06 1s1.00 

On-top O (O=Fe-Hematite) O C H 
Net charge -0.55 -0.1 0.03 Before Populations 2s1.9832p4.5083s0.05 2s0.8332p3.2043s0.06 1s0.97 

 -1.05 0.52 0.20 After  2s1.8952p5.0553s0.10 2s0.3442p3.1023s0.03 1s0.80 
 
 
 
 
 
 
 
 

Table 2.5 Electronic structure of selected CH3• adsorption cases
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a 

 

 
b 

Figure 2.7 LDOS spectra for CH3· on-top O (O=Fe-termination) configuration.  

(a) O 2s, 2p and C 2s, 2p before adsorption; (b) after adsorption. 
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In the on-top Fe case, electron flow from Fe to C is as predicted; also the energy of C the 2s 

orbital is lowered and that of 2p is increased. The C 2s, 2p reorganization can be 

rationalized since the 2p orbital of C is more energetically and spatially suitable to mix with 

the Fe 3d orbital, which would compensate for the local atomic energy cost. In the on-top 

O=Fe- case, electron flow is from C and H to O, while orbitals of C 2s and O 2p 

rehybridize to form a σ bond. LDOS also shows rather small changes in the Fe 3d orbital 

which is bound to O bonded to C, showing that the effect of adsorption is well localized. 

Charge density contour maps of both favorable cases are plotted by projecting the charge 

density to a bond-containing plane, shown in Figures 2.8a and 2.8b.  

The bond critical-point charge, which was elaborated in Chapter 1.2.3, reflecting in one 

way the strength of covalent bonding according to Bader’s topological theory of atoms, is 

indicated in the contour maps. In the on-top Fe-terminated case, charge density on the plane 

containing C, one H atom and Fe bonded with C is plotted. It shows a critical point charge 

density 0.102e/ao
3 for the C-Fe bond, but a much larger value of 0.212 e/ao

3 for the C-H 

bond. This density shows the considerable covalent character existing in the C-Fe bond, 

which comes from the electrons shared between the C 2p and Fe 3d orbitals, as the previous 

Mulliken analysis showed. The C-H bond covalent component is predicted to be twice that 

of Fe-C. 
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a 

 

 

 
b 

 

Figure 2.8 Charge density contour maps (in a plane defined by 3 non-linear atoms).  

(a) CH3· on-top Fe (Fe-terminated); (b) CH3· on-top O (O=Fe-terminated). 
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Figure 2.8b is drawn for the on-top O=Fe-terminated ‘ferryl’ case, where the critical-point 

charge density is 0.171e/ao
3 for the C-O bond and 0.191 e/ao

3 for a C-H bond. This clearly 

shows the expected strong covalent character in C-O bonds.    

To explore more completely the bonding structure resulting from C-Fe and C-O adsorption, 

a localized-cluster approach is adopted for electronic structure analysis by comparing 

typical adsorption cases. Besides the two cases described above, on-top O (Fe-terminated 

α-Fe2O3 (0001) and on-top O (O3-terminated α-Fe2O3 (0001)) are also incorporated into 

Table 2.6. 

 

 On-top Fe 
(Fe-) 

On-top O 
(Fe-) 

On-top O 
(O3-) 

On-top O 
(O=Fe-) 

Bond type C-Fe C-O C-O C-O 
Bond length (Å) 1.97 1.44 1.42 1.38 
ρc (C-Fe/O)(e/ao

3) 0.10 0.16 0.21 0.17 
Bond Order (C-Fe/O) 0.38 0.20 0.36 0.30 

Eionic (eV) -3.7 -6.8 -6.0 -5.7 
Ead (eV) (by VASP) -2.3 -1.8 -3.2 -3.4 

Note: 
AB

BA
ionic R

QQE ×
= . QA, QB are Mulliken charge of two bonded ions; RAB is bond length.  

 

The critical-bond-point density ρc, and bond order (BO) represent the strength of covalent 

bonds in different ways. For the three C-O bonding cases, the trend is the higher ρc, the 

higher bond order, which makes sense, as comparing the bond-center maximum with the 

total shared charge. The on-top O=Fe- model is exceptional, with lower critical charge 

density but much higher bond order. It also has the shortest bond length, but moderate 

covalent bond strength. This could be understood in two ways. First, compared with on-top 

Table 2.6 Bonding analysis on Hematite (0001) surface
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O in the O3-terminated surface case, the coordination number of the bonded oxygen atom 

is lower, so the strength of C-O bond could be stronger. Second, the Coulomb repulsion 

between the positively charged C, H and Fe atoms is not negligible. For on-top O 

(Fe-termination), it requires energy compensation for the adsorption, while the larger 

distance in the O=Fe-top case lowers this requirement. 

2.6 Discussion and conclusions 

The methyl radical has been proposed as an intermediate in a variety of catalytic reactions. 

For example, the dehydrogenation of methyl radicals is an important elementary step in 

steam reforming and methanation reactions. Furthermore, the methyl radical surface 

chemistry can contribute to the understanding of the interactions between hydrocarbon 

radicals and surfaces with technological importance. Thus, the surface chemistry of methyl 

radicals on catalytically active metal oxides surfaces has been the subject of many surface 

science studies. 

As shown in the preceding part of this chapter, no matter what terminations of Hematite 

(0001) are considered, there is a predicted strong adsorption of methyl radicals. This 

finding is markedly different from previous CH3· adsorption studies on non-polar MgO 

(100) [13] and NiO (100) [14] surfaces in which no adsorption or very weak adsorption 

onto the metal sites was found. For adsorption on the Mg site of MgO (100) surface, Mg2+ 

has neither any available 2p (s2p6 configuration), nor low-lying 3d orbitals to support strong 

hybridization with C 2p orbitals. On the other hand, Ni is predicted to be able to adsorb 



 

63

CH3·, with -0.25 eV binding energy and resulting in bond length RNi-C = 2.65 Å [14]. The 

systematic differences between HF vs DFT should be taken into account to evaluate 

theoretical predictions, since there is a systematic trend that DFT band structure will tend to 

predict a larger bond strength than HF cluster calculation. The latter method usually suffers 

from the finite size effect, basis set limitations, and lacks of inclusion of electronic 

correlation. The different chemical reactivity (local electron affinity) of Mg, Ni, and Fe also 

plays an important role; the unoccupied 3d orbitals in surface Fe ions may mix more 

efficiently with C 2p orbitals than Ni orbitals. When considering the adsorption on O atoms, 

the bonding geometric configuration seems to be the dominant factor. Reasoning from this 

work, the main reason why the O-top on MgO (100) and NiO (100) surfaces are not active 

adsorption sites lies in the strong electronic repulsive force from surface-layer metal ions 

that inhibits the methyl radical from transferring charge to the substrate. On the other hand, 

for the corundum structure, if the hematite surface is O3-, O2- or O=Fe-terminated, the 

interaction of methyl with Fe cations is essentially negligible. Therefore, the O ions on 

Hematite surface are much more reactive than those on MgO (100) and NiO (100).  

In the corresponding experiments by Liu [20], Temperature Programmed Desorption (TPD) 

results were compared on “biphase”, Hematite (0001) and Magnetite (111) surfaces, 

detecting very little methyl adsorption on “biphase”, and only 4.5% of methyl radical 

adsorbing on the Hematite surface [32]. So he tended to discount the adsorption probability 

of regular sites on α-Fe2O3 (0001) and FeO (111) surfaces. In his suggestion, the most 

probable surface sites on Fe3O4 (111) responsible for methyl adsorption are two oxygen 

sites with dangling bonds (Figures 2.9a and 2.9b). Furthermore, he estimated from the TPD 
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spectra the binding energy of methyl radical with Fe3O4 (111) to be -1.4 eV (Figure 2.10a), 

while it is -1.3 eV with the α-Fe2O3 (0001) surface (Figure 2.10b). 
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a 
 

 
b 
 

Figure 2.9 CH3• binding to Fe3O4 (111) surface sites with dangling bonds proposed by 

Liu [20].  

(a) to a surface oxygen atom on the ¾ Feoct + ¼ O surface; (b) to a surface oxygen atom on 
the ¼ Feoct + ¼ Fetet. 
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b 

 
Figure 2.10 TPD spectra of CH3· on iron oxide surfaces [32].  

(a) on the Fe3O4 
(111) terminated surface; (b) on the α-Fe2O3 (0001) terminated surface. 

TPD indicates binding energy of -1.4 and -1.3 eV for each case, respectively. 
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There is a dilemma resulting here from comparison of theory and the corresponding 

experiments. What is the level of reliability of DFT-GGA calculations on similar materials 

and surfaces? According to the existing literature of small molecule adsorption on metal 

oxides, by far the best studied systems are CO, NO and NH3 on MgO (100), NiO (100) or 

mixed crystals like NixMg1-xO (100). Variations among different computational 

methodologies (cluster, VASP, CASTEP, etc.) typically show a variance of a few tenths eV 

for comparable cases, with systematic overbinding of ~0.3-0.7 eV and bond length errors of 

~0.1Å or less [16-19]. The largest marginal error of ~0.7 eV compared to experiment, 

found in the NO:NiO(100) case [17] using the same codes as in the present work, can be 

thus taken as a working estimate of the maximum error in this calculation. So, even 

considering the systematic errors, there is no change of the prediction that on-top Fe- and 

on-top O- are good candidates to bind with methyl radicals on the studied surfaces. 

Furthermore, the reference-state calculations on bulk hematite and clean hematite surfaces 

are consistent both with other theoretical works and experiments. Thus the calculated 

qualitative pattern that for CH3· adsorption on both Fe- and O- sites of clean hematite (0001) 

surfaces is reliable, barring some gross effects due to Fe 3d-3d correlations which would 

perturb the electronic level structures.  

However, comparing the experimental results and theoretical work in this study shows 

greater differences with predicted adsorption energies of at least -2 eV for most cases. In 

Figure 2.10a, the experimental C-O binding of ~ -1.3eV indicates some binding to α-Fe2O3 

(0001) surface, but the density of sites is found to be only a few percent of “Normal” 

surface atom density [32]. It is possible that the surface is passivated by some undetected 
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impurities. Liu [20] reported that surface contamination by Ca and K amounts to ~1/5 to 

1/6 atom/surface cell – charge donation from these cations could modify the surface 

reactivity. In order to verify this expectation, additional TPD experiments have been 

performed on a Hematite (0001) surface where K and Ca are below the detection limit of 

Auger Electron Spectroscopy. The results of these experiments are essentially the same as 

previously reported here: very small saturation coverage and maximum desorption 

activation energies of approximately -1.0 eV [33]. Thus, it appears that K and Ca impurities 

do not significantly affect methyl radical binding to iron oxide surfaces. Is it possible that 

the chemically active surface (mono) layer is of completely different structure than the 

subsequent layers imaged by LEED? This possibility can not be excluded. 

On the other hand, DFT has some limitations dealing with small molecule adsorption on 

metal oxide surfaces, especially in the case of treating strong 3d correlation effect of 

transitional metal oxide surfaces. There are some possible solutions toward this problem: 

using a hybrid exchange-correlation potential such as B3LYP; using the empirical DFT+U 

method; using an  improved post-HF method that can explicitly deal with dynamic 

electron correlation. Recently, some attempts to improve DFT predictions have been made 

using the DFT+U method [16,17]. However, these attempts are still in the early stages, and 

are thus not focused on this dissertation. 
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CHAPTER 3 

ADSORPTION OF OTHER MOLECULES/ATOMS ON 

HEMATITE SURFACES 
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Part I. Initial Stages of H2O Adsorption and Hydroxylation on 

Fe-terminated Hematite (0001) Surface  
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3.1 Introduction 

H2O adsorption and hydroxylation on Fe-terminated Hematite (0001) surfaces are well 

known in modifying the surface structure, composition and reactivity [1-3]. Generally, it is 

suggested that H2O molecules can bind to oxide surfaces as a Lewis base, but the detailed 

process of H2O’s dissociative adsorption is poorly understood [4-6]. In addition, the defect 

configuration might play an important role in surface reactions [7], but limited 

experimental techniques keep people from better investigating the defect sites, and 

therefore proposing the possible mechanisms. The so-called “ferryl structure” can be seen 

as one special type of defect. Lemire et al. have observed ferryl groups (Fe=O-) on an 

Fe-terminated Hematite surface to be stable at certain oxygen pressures [8], which are 

expected to be active centers in some Hematite surface related reactions.  

Most theoretical works on α-Fe2O3 (0001) surfaces have focused on the analysis of 

structure with different terminations and stoichiometries [7,9,10], but only a few works 

have dealt with the hydroxylated and hydrated (0001) surfaces. Wasserman and co-workers 

simulated hydroxylation of Hematite (0001) and ( 0211 ) surfaces using parameterized 

analytical potentials [11], finding that hydroxylation is energetically favored in both 

gas-phase and solution-phase. Jones et al. studied the coverage effect of water adsorption 

on Hematite (0001) surfaces using an atomistic potential [12], showing that, at high H2O 

coverage, the hydrated Fe-terminated surface is unstable and will lead to the detachment of 

Fe(OH)3, resulting in a hydroxylated O-terminated surface; but at less than 33% coverage 

(one H2O molecule per unit cell), in which Fe is not fully coordinated, the hydrated surface 
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is predicted to be relatively stable. This coverage is therefore used in the present 

calculations.  

This section will report DFT research on molecular adsorption and dissociative adsorption 

of H2O on Fe-terminated Hematite (0001) surfaces. Several possible orientations are 

studied to determine the most favorable adsorption configurations. Electronic structure 

calculations and charge density maps will help to reveal mechanisms of different surface 

interactions. Dissociative adsorption on an oxidized ferryl site is also studied, to examine 

suggested local reactivity enhancement.  

3.2 Computational Methods and Models 

3.2.1 Periodic slab plane wave band structure calculations  

The band structure calculations have been performed on the basis of spin-polarized DFT 

theory with the Vienna ab initio simulation package (VASP), using a periodic slab model 

(see Chapter 1.2.2 for program details, and [13] for detailed parameters).  

An asymmetrical anti-ferromagnetic Fe-terminated Hematite (0001) slab containing 12 

atomic layers is imported from previous bulk calculations [14]. Monolayer adsorption of 

one H2O molecule on each unit cell is considered (this is called ‘1/3 coverage’ in Jones’ 

notation [12]). Three possible molecular adsorptions on this surface are optimized by taking 

into account the possible interactions between surface and adsorbates. Hydrogen bonding, 

as a non-trivial inter-molecular interaction, is also considered. Two dissociative adsorptions 
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are studied: homolytic dissociation, H2O ↔ HO· + 1/2 H2; and heterolytic dissociation, 

H2O ↔ OH- + H+. The former results in only one surface hydroxyl associated with surface 

Fe, while the latter produces two types of surface hydroxyl groups --- one is associated with 

surface Fe and the other is formed by protonating a near-surface O atom. The adsorption 

energy is calculated according to the expression, )( adsorbatesurfaceadsorbatesurfacead EEEE +−= − , 

where adsorbatesurfaceE −  is the total energy of the adsorbed surface system, surfaceE is the total 

energy of the clean surface, and adsorbateE  refers to the energy of the free adsorbate. 

According to this definition, negative adE  generally indicates a stable adsorption taking 

place.  

In addition, H2O molecular and dissociative adsorptions on a ferryl-terminated surface are 

also examined. In molecular adsorption, a water molecule is adsorbed directly onto the 

ferryl Fe atom. In dissociative studies, two cases are investigated: 1) a hydroxyl adsorbs on 

ferryl Fe and a proton binds to ferryl O; 2) a hydroxyl adsorbs on ferryl Fe and proton binds 

to an oxygen atom of the partially exposed second layer.  

3.2.2 Cluster calculation 

In order to obtain chemically intuitive interpretations of the surface bonding structure and 

the associated electronic distribution, an embedded cluster study using the Discrete 

Variational Method (DVM) with a numerical atomic orbital basis set (see chapter 1.2.3 for 

program details) is also carried out. Variational clusters generally containing around 55 

atoms (slightly different from case to case) are carefully selected by centering on the sites 
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where adsorption takes place. The geometries are directly imported from the previous band 

structure surface relaxation calculations. Mulliken atomic orbital populations, atomic 

charges and the corresponding bond orders are compared in order to detect 

adsorption-induced charge transfer and modification of the mixed ionic-covalent 

metal-ligand bonding. Charge-density maps and bond-critical-point charge density ρc [15], 

which is the density value along inter-atomic line where the gradient of ρc is 0, are also 

presented for better visualization of charge distribution. 

3.3 Results and discussion 

3.3.1 Molecular adsorption on a regular Fe-terminated surface 

Three stable water molecular adsorption configurations are found (Figure 3.1). (a) H2O 

stands on the surface with its Oad binding to a surface Fe atom (denoted as Fes). In this case, 

H2O’s C2v axis is parallel to the surface normal. (b) H2O lies flat on the plane parallel to the 

surface with its Oad binding to Fes. (c) H2O molecule tilts and forms a Hydrogen bond 

(H-bond) with surface O atom (denoted as Os-1, for it is on the second layer of a single 

Fe-terminated slab). Bond lengths and adsorption energies are summarized in Table 3.1 

[16]. 
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 Standing-on Lying-on Tilted with H-bond 
Fe-O Bond length (Å) 2.17 2.23 2.22 (H-bond: 2.06 Å) 

adE (eV) -0.34 -0.58 -0.44 
Note: )(

22 OHsurfaceOHsurfacead EEEE +−= −  

 

In the three structures, Fes-Oad bond lengths are somewhat longer than those of Fe-O bonds 

in the bulk, which are 1.92 Å and 2.13 Å for two types of Fe-O bonds, respectively 

(Chapter 2, Figure 2.3), and much greater than the Fes-Os-1 bonds (1.79 Å) [16] in the clean 

surface. These longer distances here suggest weak molecular interactions between H2O and 

the surface. In structure (c), H2O forms a H-bond of 2.06 Å with Os-1, a little bit greater 

than the intermolecular distance for H-bond in liquid water (1.88 Å, at 4℃) [17]. 

 

Table 3.1 Bond lengths and adsorption energies for H2O molecular adsorption on a 

Fe-terminated surface 
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a 

 

 
b 

 
c 

 
Figure 3.1 H2O molecular adsorption on Fe-terminated Hematite (0001) surface. 

(a) Standing-on; (b) Lying-on; (c) Tilted and forming an H-bond. Bond lengths are given in 
Å. 
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Small adsorption energies prove the existence of weak physical adsorption. This weak 

adsorption conclusion is consistent with a combined STM and computational study by a 

Hartree-Fock approach [18]. Structure (b) is slightly more favored among the three, and 

forming a H-bond is found to favor H2O adsorption, since configuration (c) is energetically 

more favorable than the standing-on case (a) by virtue of forming a H-bond with Os-1. 

Although the lying-on case (b) has longer Fes-Oad bond length than that of (a), the flat 

configuration makes it easier to gain energy favor by forming H-bond(s) (the average 

H-Os-1 distance is 2.78 Å, not denoted in Figure 3.2c).  

3.3.2 Dissociative adsorption on a regular Fe-terminated surface 

Homolytic dissociation results in the releasing of 1/2H2 (gas phase) and binding of neutral 

HO· to Fes. Figure 3.2a shows the optimized surface geometry after homolytic dissociation. 

HO· stands on top of Fes. The adsorption energy is positive (Table 3.2), implying that 

homolytic dissociation is energetically unfavorable. However, a sole HO· radical can result 

in adsorption energy of -3.05 eV on this site [16], which shows HO· has very strong affinity 

to the surface. The same conclusion is drawn when methyl radical can stably adsorb on the 

same site with -2.31 eV adsorption energy [7]. So, the on-top Fe site of a Fe-terminated 

surface is a good place to interact with some small free radicals.  
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 Homolytic: H2O→HO· + 1/2H2 Heterolytic: H2O→OH- + H+ 

Fe-O Bond length (Å) 1.77 1.83 
adE (eV) +0.28 -0.83 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3.2 Bond lengths and adsorption energies for H2O dissociative adsorptions on 

Fe-terminated surface 
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a 
 

 
b 
 

Figure 3.2 H2O dissociative adsorption on a Fe-terminated Hematite (0001) surface.  

(a) homolytic dissociation; (b) heterolytic dissociation. 
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Figure 3.2b shows the equilibrium configuration of heterolytic dissociative adsorption. Oad 

of the dissociated OH- group from H2O is attached to Fes, forming a tilted Fes-Oad bond, 

while the proton binds with a nearby Os-1, forming a second surface hydroxyl group. 

Adsorption energy is -0.83 eV in this case, showing that heterolytic dissociation is 

energetically favored compared with homolytic dissociation and molecular adsorptions, 

largely due to bond breaking and reforming effects.   

3.3.3 Adsorption on a ferryl-terminated surface [16] 

For the molecular adsorptions (Figure 3.3a), the Fe=O- bond is elongated from 1.59 Å [19] 

to 1.67 Å and stays tilted. In Figure 3.3b, H2O is heterolytically dissociated, leaving a 

bi-hydroxyl structure with one hydroxyl binding to ferryl Fe and a proton binding to ferryl 

oxygen. The proton on ferryl O also forms a H-bond with the O in OH-. Figure 3.3c shows 

the case with proton binding to surface Os-1. The hydroxyl group binding with Fes also 

forms a hydrogen bond with the proton. The bond lengths and adsorption data are reported 

in Table 3.3. 

 

 Molecular H+ with ferryl O H+ with surface Os-1

Fe-Oad Bond length (Å) 2.08 1.79 1.81 
Fe=O Bond length (Å) 1.67 1.83 1.66 

adE (eV) -0.29 -0.36 -0.11 
 

 

 

Table 3.3 Bond lengths and adsorption energies for H2O adsorption on ferryl site 
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a 

 

 
b 
 

 
c 

Figure 3.3 H2O adsorption on ferryl-terminated Hematite (0001) surface.  

(a) molecular adsorption; (b) heterolytic adsorption (H+ with ferryl O ); (c) heterolytic 
adsorption (H+ with surface O). 
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Table 3.3 shows that the ferryl site is not favorable for H2O adsorption. It has a -0.29 eV 

energy gain for molecular adsorption, less than its counterpart on regular Fe on-top site 

(-0.58 eV); it only has -0.36 eV and -0.11 eV for dissociative adsorption. This ferryl site 

shows strong affinity to free radicals, but it is obviously not an active center for molecular 

and dissociative adsorption. This could be explained by over-coordination of the ferryl Fe 

atom. The inner 4-member ring in Figure 3.3b seems to show a slight stability preference 

over the other cases in this category. Considering DFT’s trend of overestimating the 

adsorption energy around 0.5 ~ 0.7eV [20], this small energy difference might not be 

sufficient to prove the ferryl site is an active defect site for H2O adsorption. More 

experiments and other theoretical methods need to be carefully considered. 

3.4 Electronic structure of adsorption systems 

The electronic structure of two dissociative adsorption cases is investigated using the 

embedded cluster method. Table 3.4 summarized Mulliken charge populations, atomic 

charges, bond orders and bond critical point density for both homolytic and heterolytic 

cases. 
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 Mulliken 
population 

Net charge 
(e) 

Bond orders ρc  

(e/ao
3)

Fes 3d5.464s0 01 2.48 Fes-Oad -0.06 0.10 
Oad 2s1.942p5.80 -1.73 Fes-Os-1 0.05 0.09 
Os-1 2s1.982p5.56 -1.54 Oad-H 0.42 0.23 

 

Homolytic  

dissociation H 1s0.15 0.85    
Fes 3d5.484s0 02 2.45 Fes-Oad 0.08 0.10 
Oad 2s1.962p5.77 -1.72 Fes-Os-1 -0.02 0.07 
Os-1 2s1.932p5.72 -1.65 Os-1-Hp 0.45 0.17 
H 1s0.18 0.82 Oad-H 0.41 0.15 

 
 

Heterolytic  
dissociation 

Hp 1s0.23 0.77    
Fes 3d5.644s0 07 2.23 Fes-Os-1 0.15 0.11 Clean surface 
Os-1 2s1.982p5.50 -1.48    

Note: Hp denotes the proton produced through H2O heterolytic dissociation. 

 

The Mulliken population and net charge data of the equilibrium configurations show the 

charge transfer between Fes and Oad is minor. The ionicity of Fes only increased from 2.23e 

to 2.48e and 2.45e according to results of clean surface, mono-hydroxylated and 

bi-hydroxylated surfaces, respectively. In the two dissociative adsorption cases, the Fes-Os-1 

bond orders both are lowered from the clean surface’s +0.15 due to the attraction of the 

adsorbed hydroxyl group; what’s more, for all Fe-O bonds, including Fes-Os-1 and Fes-Oad, 

the bond orders are close to 0. The low bond orders indicate very few shared electrons 

between Fe and O atoms; i.e., the Fe-O bond is basically ionic. The charge analysis and 

orbital population from VASP calculations [16] lead to the same conclusion.  

In homolytic dissociative adsorption, Os-1 seems less electronically affected by the hydroxyl 

group adsorption on ferryl Fe than in the heterolytic case, which is intuitive from the 

geometries (Figures 3.2a and 3.2b). The proton adsorbed on surface Os-1 site in heterolytic 

dissociation is less ionic than H in a hydroxyl group due to more electron sharing, which 

Table 3.4 Electronic structure data of H2O dissociation on a Fe-terminated surface. 
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also explains why Os-1-Hp (+0.45) has higher bond order than Oad-H (+0.41). Although in 

Figure 3.2b, the distance between Oad-Hp is too great to be considered forming a H-bond, 

the tilted geometry of the hydroxyl group might give some contribution to the higher 

amount of electron sharing. 

That the Os-1-Hp pair has a stronger covalent character can also be proved in charge density 

contour maps, which graphically reflect the charge distribution by projecting the charge 

density onto a plane defined by three non-linear atoms, shown in Figure 3.4. 
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a b 

c 

Figure 3.4 Charge density contour maps 

(x-y plane defined by 3 atoms).  

(a) Fes,Oad and H for homolytic dissociation 
mono-hydroxylated case;  
(b) Fes, Oad and H for heterolytic 
dissociation bi-hydroxylated case;  
(c) Fes,Os-1and Hp for heterolytic 
dissociation bi-hydroxylated case.  
The critical-point charge densities are given. 
Equal-interval contours, ρc values in e/ao

3. 
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In Figure 3.4a, ρc of the Fes–Oad pair is 0.10 e/ao
3, less than its coadjacent Oad-H pair at 

0.23 e/ao
3. Comparing Figures 3.4b and 3.4c, the hydroxyl group formed on the surface 

(0.17 e/ao
3) has a little higher density than that from dissociated H2O (0.15 e/ao

3); the 

Fes-Os-1 interaction shows higher ionicity by revealing 30% less density to Fes-Oad: 0.07 

e/ao
3 to 0.10 e/ao

3. At the same time, this charge density is also calculated by VASP and 

gives qualitatively similar results to the cluster calculations [16]. Thus band structure and 

cluster approaches imply similar electronic structure and charge information of the 

dissociation of H2O on a Fe-terminated Hematite (0001) surface. 

3.5 Conclusions 

Theoretical studies of H2O adsorption on Fe-terminated and ferryl Hematite (0001) surfaces 

have been carried out using DFT band structure and embedded cluster methods. The 

geometries are fully relaxed by VASP. Efforts have been made to calculate the adsorption 

energies with good precision and to extract the electronic and bonding information.  

The study of this section focuses on interactions of one H2O per unit cell on a Hematite 

(0001) surface, including molecular adsorption and dissociative adsorption, which can be 

further categorized into homolytic and heterolytic dissociation. The calculated adsorption 

energies show that molecular adsorption is less favored than heterolytic dissociation on 

Fe-terminated Hematite (0001) surface; and that the Fe=O ferryl site generally is not active 

to interact with H2O, either molecularly or in a dissociative manner, although it has been 

found to be a very good site to bind with methyl or hydroxyl radical. 
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Some discussion is given here, attempting to explain the interaction mechanisms. First, it is 

the influence of forming a hydrogen bond. H-bond is relatively weak in the aspect of energy, 

but it will affect the equilibrium configuration; therefore it efficiently compensates the 

energy cost of adsorption and dissociation. The configuration preference to the tilted 

geometry in Figures 3.1c and 3.2b proves this. Second, coordination may play a role in the 

surface configuration: three-fold coordinated Fe at the Fe-terminated surface is expected to 

be more active to H2O, compared to the ferryl Fe. The H2O molecule is weaker as a Lewis 

base to Fe than either OH- or OH•, so molecular adsorption is less favored than dissociative 

adsorption.  

In the electronic structure and bonding information analysis, two types of surface hydroxyls, 

the dissociated Oad-H and the proton-adsorbing Os-1-H, are carefully compared. The former is 

more ionic, for Oad is less coordinated. In summary, the hydroxyl group adsorbs on Fes 

largely by the Coulomb force and then weakens the interaction of Fes-Os-1. 

Metal oxide surfaces possess a wide variety of defects, even if the surfaces are extremely 

carefully prepared. Experiments of water reaction with Hematite (0001) surfaces [21] 

suggest that the initial hydroxylation is associated with surface defect sites, and that only 

over some threshold pressure, will water react with non-defective surface sites. In the present 

calculations of adsorption on the ferryl defect site, there is no enhanced reactivity for water 

dissociation observed. It might be possible that the ferryl group can work as a catalyst in the 

interaction process, lowering the reaction barrier. However, there should be many other 

defect sites which are more closely involved in this process to enhance the surface reactivity. 

Because water and hydroxyl are both Lewis bases, low-coordinated Fe (by loss of either 
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neighboring oxygen(s) in the terrace sites or low-coordinated oxygen(s) in vacancy defect 

sites) will be more susceptible to hydroxyl in the initial stages of surface interaction with 

water. Further studies on those surface defects with water should be carried out in a similar 

manner.  
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Part II. Adsorption of Vanadium on a Hematite (0001) Surface: 

submonolayer and monolayer coverage 
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3.6 Introduction 

In this section, DFT studies of Vanadium adsorption on Hematite (0001) surfaces are 

briefly presented. Growth of ultra-thin metal films on metal oxide surfaces and formation of 

heterogeneous metal/metal oxide systems have attracted increasing interest in recent years, 

for they provide a novel class of materials that could enhance catalytic capability compared 

to a single metal oxide [22-24]. Vanadium is a common multivalent transition metal 

(+3(d2s0) and +5(d0s0) being most common), which results in a wide range of chemical 

reactivity. Some other supporting substrates, such as alumina, ceria, titania, silica, and other 

numerous metal oxides have been reported [25-27], but rare on Hematite (0001) surface 

[28,29]. 

Experimental studies of Vanadium adsorption on clean Hematite (0001) were reported by 

Kim [30], using both atomic resolved X-ray standing wave measurements (XSW) to detect 

V site geometry and X-ray photoemission spectroscopy (XPS) to detect electronic structure 

changes. This section reports the parallel theoretical research using DFT as a tool to explore 

the adsorption process, and to expand the understanding of the composition, geometry and 

underlying electronic structure. 

Chapter sections 3.6-3.10 will focus on the interface of V/Hematite, evaluated within the 

framework of spin-polarized DFT; further research of the reoxidized VxOy/Hematite 

interface can be found in Jin’s Ph.D. thesis [19]. Concerning V adsorption, two terminated 

surfaces are chosen, denoted as Fe-terminated (Fe-O3-Fe-Fe…) and O3-terminated 

(O3-Fe-Fe-O3…), the geometry of clean and adsorbed surfaces is relaxed, and adsorption 
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energies are calculated. The detailed representation of the systems’ electronic structure, 

including charge distribution and bond order, is obtained through the embedded cluster 

calculations, which provide a good starting point for understanding the interface structure 

of V/Hematite and its influence on the surfaces’ catalytic properties. 

3.7 Computational Methods and Models 

The periodic slab plane wave band structure calculations have been carried out on the basis 

of spin-polarized DFT theory with the Vienna ab initio simulation package (VASP), using a 

periodic slab model (see Chapter 1.2.2 for program details, and [19] for detailed 

parameters).  

Figure 3.5 shows an idealized Fe-terminated surface (Figure 3.5); a fully oxidized 

monolayer O3-terminated surface can be constructed by removing the terminal Fe atoms 

from Fe-terminated surface. For Hematite (0001) surface, above the oxygen layer, there are 

two occupied high-symmetry Fe sites, distinguished as A and B, that are symmetrically 

equivalent to the Fe occupied octahedral sites in the bulk. Site A is located closer to the 

underlying oxygen layer than the B site. The C site is another high-symmetry octahedral 

surface site, which is not occupied in the bulk by Fe due to stoichiometry. 
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Figure 3.5 Side view of Fe-terminated Hematite (0001) surface.  

Three high-symmetry sites A, B, C are indicated, as well as atomic layers near the surface. 
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The adsorption energy of Vanadium on Hematite surface at different coverage is defined as 

follows, 

 

)(1 / Vhem
slab

hemV
slabad NEEE

N
E −−=                 (3.1) 

 

where, negative adE means exothermic adsorption, VE is the energy of the isolated, 

spin-polarized V atom, and N is the number of adsorbed V atoms per unit cell.  

An embedded cluster study using the Discrete Variational Method (DVM) with a numerical 

atomic orbital basis set is used to extract useful electronic structure and bonding 

information (see chapter 1.2.3 for program details, and [31] for detailed parameters). 

Mulliken atomic orbital populations, atomic charges and the corresponding bond orders are 

compared in order to detect adsorption-induced charge transfer and modification. 

Charge-density maps and bond critical point charge density ρc [15], are also presented for 

better visualization of charge distribution. 

According to the surface terminations and V coverage, the adsorptions are categorized into 

4 groups, namely, 0.5 ML (ML=monolayer) V/Fe-termination (1 Vanadium atom per unit 

cell), 0.5 ML V/O-termination, 1 ML V/Fe-termination (2 Vanadium atoms per unit cell), 

and 1 ML V/O-termination. In each category, the adsorption geometry and energy are 

calculated; the electronic structure is analyzed for some important cases. 
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3.8 Results 

3.8.1 0.5 ML V/Fe-terminated interface 

For this case, relaxation results show that the V direct adsorption on three-fold hollow site 

B (VB, Fes,A) is most stable (Figure 3.6a) with adE  of -6.2 eV due to the formation of three 

V-O bonds between the adsorbate and the substrate [31]. In (VB, Fes,A), the V-O bond 

lengths are 1.76 Å and the vertical distance of V from the Os plane is less than 0.1 Å. Also, 

the distance between VB and the Fes-1,A below is only 2.56 Å, which suggests a possible 

V-Fe bonding interaction.  

Table 3.5 gives summaries of Mulliken populations, charges, bond orders and bond lengths 

obtained from SCF cluster results.   

 
Atoms Mulliken 

Population 
Charge 

 

Bond order 
/Bond length (Å) 

 
 

After 

VB
 

Fes-1,A 
Os 

Fes,A 
Fes-1,B 

3d2.634s0.314p0.16 

3d5.604s0.264p0.32 
2s1.952p5.49 

3d5.544s0.104p0.08 
3d5.414s0.024p0.02 

1.91 
1.82 
-1.44 
2.21 
2.54 

VB-Fes-1,A: 0.39/2.56 

VB-Os: 0.36/1.76 
VB-Fes,A: 0.03/2.95 

 
Before 

(clean surface) 
 

Fes,A 
Fes-1,A 

Os 
Fes-1,B 

3d5.514s0.114p0.14 
3d5.524s0.094p0.09 

2s1.992p5.32 
3d5.414s0.014p0.02 

2.31 
2.51 
-1.54 
2.55 

n/a 

 

Fes-1,A is the most affected atom in the substrate, sharing considerable charge with the 

adsorbed V with bond order of 0.39. Fes,A atoms are less reduced and Fes-1,B are not affecte.  

Table 3.5 Electronic structure and bonding information for 0.5 ML V/Fe-terminated interface
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Fes,A
VB

Fes-1,A

Fes,A
VB

Fes-1,A

 

Figure 3.6a One V (VB) adsorbed on Fe-terminated Hematite (0001) surface. 
 

 

Figure 3.6b Charge density contour (VB, Os, Fes-1,A) of 0.5 ML V/Fe-terminated interface. 

Plane is defined by (O, V, Fe), and has equal interval. 
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To further clarify the significant charge sharing between VB and Fes-1,A, a charge density 

contour map is plotted by projecting the charge density to a bond-containing plane shown 

in Figure 3.6b. The bond critical-point charge, as mentioned before, reflects the strength of 

covalent bond, according to Bader’s topological theory of atoms. The bonding contour 

clearly shows a critical point charge of 0.056 e/ao
3 for the VB-Fes-1,A interaction, and a larger 

value of 0.089 for the VB-Os bond. This density demonstrates the considerable VB-Fes-1,A 

covalent bond character due to electron sharing between V 3d and Fe 3d orbitals.       

3.8.2 0.5 ML V/O3-terminated interface 

In the case of 0.5 ML V adsorption on O3-terminated Hematite, the most stable adsorption 

site is found to be the three-fold A site (VA, O3) shown in Figure 3.7a. 

Adsorbing at site A, V will avoid repulsive interaction from the sub-surface Fes-1 atoms to 

the greatest extent, and by forming three strong V-O bonds it can compensate for the 

excessive surface negative charge, resulting in a very large adsorption energy of -9.9 eV 

[31].  
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Figure 3.7a One V (VA) adsorbed on O3-terminated Hematite (0001) surface. 

 

 

Figure 3.7b Charge density contour (VA, Os) of 0.5 ML V/O3-terminated interface. 

Plane is defined by (O, V, O) atoms, and has equal interval. 
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Atoms Mulliken 

Population 
Charge 

 

Bond order 
/Bond length (Å) 

 
After 

VA 
Os 

Fes-1 

3d2.364s0.054p0.05 
2s1.972p5.30 

3d5.464s0.034p0.03 

2.55 
-1.27 
2.47 

VA-Os: 0.21/1.73 

Before 
(clean surface) 

Os 
Fes-1 

2s1.982p5.93 
3d5.524s0.014p0.02 

-0.94 
2.46 

n/a 

 

Table 3.6 gives the cluster analysis of electron population data for the 0.5 ML V/O3-

-terminated interface, showing a weaker electron sharing between adsorbed V and adjacent 

O atoms compared to that of VB-Os (Table 3.5). The oxidization of V is much higher (2.55 e 

in Mulliken analysis) compared to that in 0.5 ML V/Fe-terminated interface, due to stronger 

V-O bonding. Mulliken charge of Fes-1 shows no change compared to the clean surface. The 

charge density contour map is drawn in Figure 3.7b, where the critical-point charge density 

is 0.092 and 0.094 e/ao
3 for both in-plane V-O bonds. This clearly shows the expected 

strong covalent character in V-O bonds, at the favored symmetrical O3 hollow site.    

3.8.3 1ML V/Fe-terminated interface 

There are three possible adsorption combinations for 1ML V coverage on a Fe-terminated 

surface, based on the assumption that Fe doesn’t occupy the same site as V. They are called 

(VAB, Fes,C), (VAC, Fes,B) and (VBC, Fes,A) cases, in which two V atoms adsorb on top of two 

different 3-fold oxygen sites. These three configurations are found to have essentially equal 

adsorption energy of -5.0 eV within the error of the computational approach [31].  

Table 3.6 Electronic structure and bonding information for 0.5 ML V/O3-terminated 

interface 
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(VBC, Fes,A) (Figure 3.8) is chosen as a representative for the following cluster analysis, 

because in this case, surface Fe stays in its most common site A. 
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Fes-1,A

Vs,B Vs,CFes,A

Fes-1,BFes-1,A

Vs,B Vs,CFes,A

Fes-1,B

 

Figure 3.8 Two V (VBC) atoms adsorbed on a Fe-terminated Hematite (0001) surface. 
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As shown in Figure 3.8, VB and VC are basically located in the plane which Fes,A atoms 

define; the heights to this plane are only 0.1 Å for VB and 0.05 Å for VC, respectively. 

Furthermore, two V adatoms are of noticeable close distances to Fes-1 atoms beneath (noted 

as Fes-1,A and Fes-1,B). 

The cluster-based electronic structure and bonding analysis of 1 ML VBC/Fe-termination is 

given in Table 3.7.   

 

 
Atoms Mulliken 

Population 
Charge Bond order 

/Bond length (Å) 
 
 
 

After 

VB 
Fes-1,A 

Os 
VC 

Fes-1,B 
Fes,A  

Fes-1, others* 

3d2.734s0.534p0.76 

3d5.564s0.044p0.06 
2s1.952p5.55 

3d2.754s0.474p0.66 
3d5.564s0.064p0.08 
3d5.544s0.244p0.24 
3d5.494s0.044p0.04 

0.98 
2.34 
-1.50 
1.11 
2.30 
1.98 
2.44 

VB-Fes-1,A: 0.02/2.77 
VB-Os: 0.07/1.95 

VC-Fes-1,B: 0.07/2.49 
VC-Os: 0.09/1.98 

VB-Fes,A: 0.17/2.90 
VC-Fes,A: 0.16/2.90 

 
 

Before 
(clean 

surface) 

Fes-1,A 
Os 

Fes-1,B 
Fes,A 

Fes-1,others* 

3d5.434s0.024p0.03 
2s1.982p5.47 

3d5.454s0.044p0.04 
3d5.534s0.174p0.16 
3d5.454s0.024p0.02 

2.52 
-1.57 
2.47 
2.33 
2.49 

n/a 

Note: others* refers to other Fes-1 atoms except Fes-1,A and Fes-1,B denotes in Figure 3.8. 

 

Compared to 0.5 ML V/Fe-termination, the adsorbed V atoms are much more reduced in 

the Mulliken scheme (VB: from 1.91e to 0.98e, VC: from 1.91e to 1.11e). The bond orders 

of V-Fes,A are 0.17 and 0.16, which are clear indications of direct charge sharing. Even 

though the V-Os bond lengths increase by about 0.2 Å compared to the 0.5 ML case, their 

bond orders hardly change, while the V-Fes-1 charge sharing drops to nearly nothing. These 

Table 3.7 Electronic structure and bonding information for 1ML VBC/Fe-terminated interface 
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data clearly indicate the change in dominant bonding interactions, involving V and 

subsurface Fe when coverage increases from 0.5 ML to 1 ML, while the V-O covalency 

remains nearly constant. 

3.8.4 1 ML V/O3-terminated interface 

Two representative 1ML V adsorption on O3-terminated surface are calculated and 

compared (Figure 3.9). The configuration of (VAB, O3) (Figure 3.9a) is found to be 

energetically preferred over the (VAC, O3) (Figure 3.9b) with adsorption energy of -7.61 eV 

compared to -6.66 eV. 

In Figure 3.9a, VB drops below the Os layer, forming a tetrahedral bonding with three Os 

atoms and the Fes-1,A right below. The distance of VB–Fes-1,A is 2.04 Å, much smaller than 

2.56 Å in the 0.5 ML V/Fe-termination case, which implies a corresponding much higher 

charge sharing between VB and Fes-1,A. 
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VB

VA

Fes-1,A

VB

VA

Fes-1,A

 
a 

 

VA
VC

Fes-1,B

VA
VC

Fes-1,B

 
b 

 

Figure 3.9 Two V (a) VAB, (b) VAC atoms adsorbed on O3-terminated Hematite (0001) 

surfaces. 
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Table 3.8 demonstrates the extremely high bond order of VB-Fes-1,A bond of 0.79e; this 

strong interaction greatly reduces the charge sharing between VB and Os. Meanwhile, the 

bond order of VC-Fes-1,B is much smaller, largely due to its longer bond of 2.43Å.  

 

  
Atoms Charge Mulliken 

Population 
Bond order 

/Bond length (Å) 
 
 

After 

VA 
Os 
VB 

Fes-1,A 
Fes-1,others 

2.49 
-1.25 
1.93 
1.49 
2.48 

3d2.444s0.034p0.04

2s1.982p5.26 
3d2.554s0.194p0.33

3d5.734s0.294p0.49

3d5.424s0.064p0.03

VA-Os: 0.33/1,82 
VB-Fes-1,A: 0.79/2.04 

VB-Os: 0.18/1.83 
 

 
 
 

(VAB, O3) 

 
Before 

 

Os 
Fes-1,A 

Fes-1,others 

-1.00 
2.52 
2.52 

2s1.992p4.78 

3d5.494s0.064p0.08

3d5.454s0.014p0.02

n/a 

 
 

After 

VA 
Os 
VC 

Fes-1,B 
Fes-1,others 

2.28 
-1.41 
2.18 
2.30 
2.42 

3d2.564s0.104p0.06

2s1.972p5.44 
3d2.554s0.194p0.33

3d5.584s0.044p0.08

3d5.514s0.034p0.04

VA-Os: 0.34/1.84 
VC-Fes-1,B: 0.07/2.43 

VC-Os: 0.31/1.93 
 

 
 
 

(VAC, O3) 
 

 
Before 

 

Os 
Fes-1,B 

Fes-1,others 

-1.08 
2.44 
2.46 

2s1.992p5.09 
3d5.534s0.014p0.02

3d5.534s0.034p0.02

n/a 

 

In summary, geometry relaxation and adsorption energy calculations of V adsorption on 

hematite (0001) surfaces have been carried out. Table 3.9 lists the adsorption energies 

including some additional cases not discussed here [31]. 

 

 

Table 3.8 Electronic structure and bonding information for 1ML VAB,VAC/O3-terminated 

interface  
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Adsorption site Ead /V atom (eV) 
( VB, Fes,A) -6.20 0.5 ML 

( VA, Os) -9.91 
1 ML (VAB, Fes,C) -4.98 

 (VBC, Fes,A) -4.96 
 (VAC, Fes,B) -4.95 
 (VAB, Os) -7.61 
 (VAC, Os) -6.66 
 (VBC, Os) -7.40 

 

3.8.5 Core level shifts 

Experimental core level shifts obtained by XPS are generally used as a measure of the 

atomic valence state. It is sometimes important to distinguish between initial state and final 

state (core hole) relaxation effects. In order to evaluate the importance of final state 

screening effects, the V core level shift of 38-atom (0.5ML V/Fe-terminated surface) and 

50-atom (O-0.5ML V/Fe-terminated surface) molecular clusters centered on VB of the 

surface are compared, which allow for both core and valence electron relaxation in an 

optimized numerical LCAO basis. Ground state (GS, V3.0+), Slater transition state (TS, 

V3.5+), and the full core hole excited state (ES, V4.0+) are calculated for comparison of 

energy levels (Table 3.10).  

 

 

 

 

 

 

Table 3.9 Adsorption energy summary of V on Hematite (0001) surface
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  EF (eV) E2p (eV) Below EF (eV) Etotal (eV)
GS  

V3.0+ 
9.924 Low:-483.46 

High:-483.27 
-493.38 
-493.19 0.00 

Low:-502.24 -510.67 TS  
V3.5+ 

8.428 
High:-499.77 -508.20 

302.86 

Low:-520.82 -527.75 

 
 

0.5ML_VB_FeA 

ES 
V4.0+ 

6.925 
High:-515.50 -522.43 

620.69 

Low:-485.29 -494.72 GS 
V3.0+ 

9.427 
High:-485.04 -494.47 

0.00 

Low:-503.25 -511.19 TS 
V3..5+ 

7.943 
High:-501.11 -509.05 

302.86 

Low:-522.47 -528.94 

 
 

O_0.5ML_VB_FeA 

ES 
V4.0+ 

6.466 
High:-514.66 -521.12 

620.69 

Note: Etotal of TS and ES are referred to Ground state (GS), which is set to be “0.00” eV.  
 

The large quantitative importance of charge transfer from neighbors and the resulting 

screening are immediately apparent; e.g., for the non-oxidized case, the total energy 

difference (LDA, non-relativistic) for V3.0+ (2p6) → V4.0+ (2p5) ionizing transition is 

620.69 eV, while the experimental 2p3/2 photoelectron binding energy (BE) appears at 

~515.3 eV corresponding to a 3+ oxidation state [30]. The cluster transition state 

calculations for this case give an ionization band of width ~2.5 eV (due to exchange 

coupling of the core hole to the valence states) centered at ~509.44 eV. More accurate 

results would presumably require a relativistic treatment of the 2p3/2, 2p1/2 sub-bands. The 

difference between two TS represents the level shift between VB/FeA and O/VB/FeA (1/3 ML 

O) environments, which is 0.52-0.85 eV for the two possible core spin orientations. The 

(initial state only) VASP calculations result in the core level shift estimate of 0.78 eV [31], 

suggesting that while final state screening is not of over-riding importance, it can contribute 

Table 3.10 Fermi energy, E2p eigenvalues and total energy of ground state, transition state and 

excited state model of VB adsorbed on Fe-terminated surface, with and without oxygen 

co-adsorption. 
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several tenths of eV to the observed values.  

3.9 Discussion and conclusions 

This section investigated geometric and electronic properties of four V/Hematite systems: 

(1) 0.5 ML V adsorption on an ideal Fe-terminated Hematite (0001) surface; (2) 0.5 ML V 

adsorption on an ideal O3-terminated surface; (3) 1 ML V adsorption on a Fe-terminated 

surface; and (4) 1 ML V adsorption on an O3-terminated surface. These V/Hematite 

interfaces are regarded as the initial stages of V interaction with Hematite (0001) surfaces, 

since after Vanadium deposition, the interfaces may undergo oxidation-reduction reactions 

when ambient conditions change, as Kim has proposed [30]. 

In the experimental work of Kim et al. [30], X-ray standing wave (XSW) analysis and 

X-ray photoelectron spectroscopy (XPS) were used to trace the electronic and atomic-scale 

structural changes of a supported vanadium oxide system at different stages of its 

oxidation-reduction cycle. The V/Hematite system shows reversible changes through the 

oxidation-reduction cycle characteristic of catalytic behavior. The present thesis doesn’t go 

very far to discuss oxidation state and adsorption geometry of the vanadium on hematite 

support in detail, but see Jin’s paper [31] for details of 1/3, 2/3 and 1 monolayer O (1 O, 2 

O and 3 O, respectively) adsorbing on various terminated surfaces. In that DFT work, 

strong vanadium-oxygen and vanadium-iron interactions at different scenarios are 

supported by large bond orders and charge density; V generally functions as an electron 

donor, causing nearby Fe to be partially reduced; the exposure of the V/hematite system to 
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atomic O usually causes V to further be oxidized and surface/near surface Fe to be 

re-oxidized. 

In this initial study of the reduced V/Hematite interface, for an ideal single Fe-terminated 

hematite surface, site B is found mostly preferred for 0.5 ML V deposition; and for 

O3-terminated surfaces, site A. These results accord with chemical intuition; since the 

preferred sites are less close to the Fe beneath than site C, they can reduce the Coulomb 

repulsion from subsurface Fe to the greatest extent. This conclusion is also supported by 

results for 1ML V deposition, as (VAB, Fes,C) and (VAB, Os) exhibit lowest adsorption energy 

on each type of terminated surface. However, there is an apparent disagreement between 

this theoretical prediction and experimental measurement. Kim et al. [30] would like to 

suggest that Vanadium in the 3+ oxidation state occupies A and C sites; while highly 

oxidized Vanadium ions (5+) occupy bulk hematite A and B sites. This discrepancy lies 

beyond computational error estimates due to the large energy difference (~ 1eV). This 

difference might be caused by the complexity of the surface region structure. In an ideal 

bulk model, the distance from site C to the nearest underlying Fe is 2.25 Å. As proved in 

scenarios shown in Figures 3.9a and 3.9b, the short VB-FeA bond of 2.04 Å causes its bond 

order to be extremely high, 0.79e, while a longer VC-FeB bond of 2.43 Å causes the bond 

order to be nearly nothing, 0.07e. There is no guarantee that VC will not directly interact 

with FeB beneath. However, in order to compete with other energetically favorable sites, it 

must overcome the higher Coulomb energy barrier to stabilize on the surface. The defect 

sites on the surface or subsurface may be an aid; e.g., a missing Fes-1,B will probably favor 

the VC occupation. This question awaits further research, especially in defect study. Since 
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XSW measurements only reveal orientations and heights relative to subsurface bulk 

structure, while giving little information on the arrangements of surface-region structure, it 

can not exclude the possible existence of any defects, or non-stoichiometric atomic 

arrangements.  

Theoretical electronic analysis also sees that the effect of V adsorption on Hematite (0001) 

is quite localized. While in several cases, the Fe atoms beneath adsorbed V atoms are 

heavily oxidized, the other subsurface Fe atoms keep immune to effects of V adsorption. 

The adsorption energy calculations find that V adsorption on an O3-terminated surface will 

result in the largest energy gain, but the relative energy depends very much on the 

adsorption configuration. Kim et al. [30] found that surface sites A, B, and C can be 60% 

occupied for the reduced surface. This is quite close to the 1ML cases studied here. So, the 

adsorption model of (VAB, Os), which is of noticeably strongest V-Fe interaction, is most 

preferred over other combinations.  
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CHAPTER 4 

INITIAL STAGES OF HYDRATION AND ZN OCCUPATION ON 

HYDROXYAPATITE (0001) SURFACES 
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4.1 Introduction 

Hydroxyapatite (HAP), with chemical formula Ca10(PO4)6(OH)2, is widely used in the 

repair, reconstruction, and replacement of diseased or damaged parts of bones and teeth 

[1-4]. HAP also claims attention as an environmental adsorbent of metals and toxic waste 

removal due to its porous nature and highly active ion exchange character [5,6]. It has been 

shown from both experiments and theoretical calculations that the (0001) surface of HAP is 

the dominant interface with respect to vacuum and aqueous phases [7]. Because the surface 

of HAP is of great importance for understanding of dissolution [8] and interfacial 

interactions [9] between the crystal and ambient phases, some efforts have been made to 

investigate the relevant surface properties. In experiments, multiple studies have been 

carried out using several characterization techniques [10] to identify the HAP 

biocompatibility [11], adhesion properties [2] and synthetic conditions [12]. Meanwhile, 

computational methodology has shown its strength in interpreting electronic structure, 

charge distribution and atomic configuration by the ab initio Hartree-Fock method [13], 

molecular dynamics simulation [14], semi-empirical [15] and density functional theory 

(DFT) [16,17]. 

Zhu and his co-workers studied vacuum-surface energetics of HAP using the DFT approach, 

finding out that the relaxation of the slab surfaces has an apparent effect on surface energy. 

They also proposed the relative order of the morphological importance of different (hkl) 

surfaces [18]. Zahn and Hochrein investigated energetic preference of HAP with bulk 

substitutional defects in order/disorder arrangement of OH- ions, concluding that the 



 

112

HO-…HO- arrangement is most favorable [19]. De Leeuw drew the similar conclusions 

using DFT [20]. Ion exchange properties have also been studied experimentally [21,22]. 

The manner in which some divalent cations in aqueous solution are removed by synthetic 

HAP has been probed by using both batch and column methods. The ranking of the cations 

according to amount exchanged is found to be Cd2+≈Zn2+ > Ni2+ > Ba2+≈Mg2+, 

suggesting that HAP has a selectivity for metallic cations and can be employed as a new 

inorganic cation-exchanger for recovering valuable ions in waste water [5]. There are 

several other theoretical papers reporting studies about defects, structures, and adsorptions 

on HAP surfaces or near-surface region [23,24], but they have never treated HAP as a 

hydrated material for ion exchange. In a recent work by Zahn and Hochrein, molecular 

dynamics simulations were performed to study the hydration process on HAP (0001) 

surface [14]. However, until now, no report on using first principles methods to study this 

process has been found. 

There has also been much interest in the chemistry of metal ions as substituents in HAP, 

especially in the presence of water. In the biological context, it has been established that the 

uptake and release of Zn in the body is strongly mediated by the bone reservoir [25]. 

Furthermore, Zn bound HAP, denoted as Zn/HAP, is found to be very effective as a 

co-catalyst together with a Lewis base in coupling of CO2 and epoxides [26]. So far, 

theoretical interpretation of the chemistry of Zn ions in HAP seems to be limited to a study 

of bulk substitution for Ca [27]. 

A DFT study on the surface of low-coverage hydrated HAP with respect to surface structure 
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and adsorption energy will be described in the first part of this chapter. In the second part, 

the preferential occupation of Zn in the HAP surface region will be reported, through which 

a better understanding of the geometry, energetics and the corresponding substitution 

mechanism is expected to be achieved.  

4.2 Theoretical approach  

4.2.1 Computational methodology 

Band structure calculations are carried out using the first principles periodic slab DFT 

program VASP (Vienna ab initio simulation package) [28] making use of pseudopotentials 

with a plane wave basis [29] (see chapter 1.2.2 for more background). The 

exchange-correlation potential is chosen as the spin-polarized generalized gradient 

approximation (SP-GGA) of PW91, to calculate geometry relaxation and surface energy. 

The representation of ion core-electron interactions is performed using the projector 

augmented wave method (PAW) [30]; the detailed implementation was that of Kresse and 

Joubert [31]. Automatically generated Monkhorst-Pack grids [32] are used to carry out 

Brillouin zone integrations. For each (1x1) unit cell, a 2x2x1 k-points mesh is used for 

geometrical relaxation and energy calculations, and energy cutoff of a plane wave basis set 

is set to be 450 eV. In geometrical relaxation, a Gaussian smearing finite temperature 

broadening method is used, with width σ=0.1eV. For energy calculations, the tetrahedron 

method is adopted to perform Brillouin zone sampling. By making a series of calibration 

runs, the total energy is found to be converged within 0.03eV/unit cell (<0.01%).  
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Through bulk calculations, the lattice constants a = b = 9.42 Å and c = 6.87 Å are obtained, 

which are found to be within 0.15% of the experimental lattice values of a = b = 9.43 Å, 

and c = 6.88 Å [33]. The slabs with different configurations then are relaxed to determine 

the most stable termination; then, the surfaces without or with varying numbers of adsorbed 

H2O are fully relaxed. The vacuum gap between two neighboring slabs is set to be around 

13 Å, a distance large enough to avoid interference from each other. 

4.2.2 Unit cell geometry 

Hexagonal Ca10(PO4)6(OH)2 crystallizes in space group P63/m [27]. A primitive unit cell 

contains 44 atoms (Figure 4.1; some side- and corner- atoms shown are shared by different 

unit cells). 

Considering different sites which Ca and Oxygen ions occupy, the HAP molecular formula 

can be rewritten as Ca(I)4Ca(II)6(POaOb(Oc)2)6(OHH)2. As shown in Figure 4.1, Ca ions are 

situated in two different sites, denoted as Ca(I), Ca(II), respectively. According to the 

definition that effective Ca-O bond lengths are less than 3 Å, Ca(I) is found to be 

coordinated to nine Oxygen ions (3Oa, 3Ob, 3Oc) from six different phosphate tetrahedral 

groups and Ca(II) is 7-fold coordinated by six Oxygen ions of five phosphate groups and 

one from Hydroxyl group (1Oa, 1Ob, 4Oc, 1OH). The Ca(I)O9 polyhedron is much bigger 

than the Ca(II)O7 polyhedron in volume (30 Å3 to 22 Å3) [34] (Figures 4.2a, 4.2b). The 

Ca(II) ions are distributed in a hexagonal fashion so that they form channels, with each 

centering an array of hydroxyl groups (Figure 4.2c).  
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Figure 4.1 Hydroxyapatite (1x1) unit cell. 
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a 

 
b 

 
c 

Figure 4.2 HAP molecular structure in detail.  

(a) Ca(I) polyhedron; (b) Ca(II) polyhedron; (c) Hydroxyl hexagonal channel, looking 
along the c-axis. 
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4.3 Results and discussion 

4.3.1 Clean dry surfaces 

Compared with the (1000) crystallographic direction of HAP, the polarity at the (0001) 

direction is stronger, which could result in more structured-water layers [35]. Considering 

that the (0001) surfaces are the predominant form of interfaces of teeth to saliva [14], 

different terminated (0001) surfaces are relaxed as a pretreatment step to hydration. This 

relaxation is based on assumptions that there is only one kind of termination on the surface 

and the surface phosphate groups are kept intact. According to Posner, the numbers and 

orientations of the surface polar (P-O…H) groups will determine the adsorption strength on 

apatite surfaces and will be directly related to those of water molecules available through 

hydrogen bonding [36].  

According to this just described assumption, three HAP (0001) terminations are taken into 

account. They are called zero-Ca(I) (Figure 4.3a), single-Ca(I) (Figure 4.3b) and 

double-Ca(I) (Figure 4.3c) terminations, respectively, for there are different numbers of 

Ca(I) ions exposed to the vacuum. The termination with a single Ca(I) ion on the top is 

found to be energetically most stable (with energy gain of 1.68 eV compared to zero-Ca(I) 

termination and a much larger value of 13.03 eV compared to double-Ca(I) termination), so 

it is selected as the substrate system for hydration. 
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a 

 
b 

 
c 

Figure 4.3 HAP typical terminations on (0001) surface.  

(a) Zero-; (b) single-; (c) double- Ca (I) terminated surfaces. 
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4.3.2 Adsorption of water molecules 

The relaxation of geometrical structure performed by VASP shows that for most atoms 

within the unit cell boundary, the interlayer distances don’t noticeably change, and the shift 

of the positions of the ions within the plane parallel to the surface is hardly significant. The 

exceptions are that: (1) the surface Ca(I) is pulled down during the surface contraction, so 

the slab thickness (defined as the vertical distance within a 1x1x1 cell between two Ca(I) 

terminal ions, one on the top, the other at the bottom) is reduced by 11.2%; (2) the distance 

between the two hydroxyl groups is increased by 10.1% (Figure 4.4). 

H2O molecules are added to the single-Ca(I) terminated surface in a step-wise fashion to 

produce a hydrated HAP (0001) surface. Although a unit cell with surface area of 76.85 Å2 

(a parallelogram with sides of 9.42 Å) is relatively spacious, perhaps capable of holding 15 

H2O molecules, only 6 H2O molecules are sequentially added to this surface as an initial 

probe to the comprehensive picture of hydration.  
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Figure 4.4 Surface relaxation of a single-Ca(I) terminated HAP.  

(a) before relaxation; (b) after relaxation.  
The “surface plane” labeled “0.0” above is defined by positions of terminal Oc atoms.  
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4.3.2.1 Geometry 

Figure 4.5 gives the resulting configurations after adsorbing from one to six H2O molecules 

on the HAP (0001) surface.  

The adsorption of H2O molecules is tried at different surface sites in order to find the 

energetically most favorable configuration. The relaxed structures and some critical bond 

lengths can be found in Figure 4.5. Here are some conclusions: First, H2O has neither a 

tendency to fall into the hexagonal channel nor to form any hydrogen bonds (H-bonds) with 

the surface Hydroxyl group. This may be surprising since the (OH) channel is considered 

the principal route for ionic diffusion into the solid and the expulsion of water upon 

calcination. Second, the surface structure of HAP responds very little to the water 

adsorption, both horizontally and vertically, except that the terminal Ca(I) atom is pushed 

up by 6.1%, partially restoring its bulk position (Figure 4.6). Third, when H2O coverage is 

low, say 1 or 2 H2O molecules adsorbed per unit cell, Oad in H2O tends to form Ca-O bonds 

of 2.4 - 2.6 Å in length, but as coverage continues to increase, it becomes more difficult for 

additional H2O to interact directly with surface Ca. These H2O will loosely float on the 

surface, or begin to form an H2O film. The exception to this “rule” is found in Figure 5e, 

where 3 H2O forms only 2 O-Ca bonds, while in 5g, 5i, and 5k, three O-Ca bonds are 

formed. Fourth, some protons of the H2O molecules form H-bonds with Oxygen in surface 

phosphate groups, showing that the phosphate groups are susceptible to protonation. This 

can be viewed as the initial step of acidic corrosion of Hydroxyapatite according to the 

equation, 
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       Ca10(PO4)6(OH)2 ＋ 8H+ → 10Ca2+ ＋ 6(HPO4)2- ＋ 2H2O           (4.1) 

However, although incipient H-Ophosphate bonds are seen, there is no sign of H-O bond 

dissociation in H2O and P-O bonds weakening at such low coverage.  

 
a 

 
b 

 
c 

 
d 

 
e f 
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Figure 4.5 Hydration of (2x2x1) HAP single-Ca(I) (0001) surface. 

(a) One H2O (side view); (b) One H2O (top view); 
(c) Two H2O (side view); (d) Two H2O (top view); 

(e) Three H2O (side view); (f) Three H2O (top view); 
(g) Four H2O (side view); (h) Four H2O (top view); 
(i) Five H2O (side view); (j) Five H2O (top view); 
(k) Six H2O (side view); (l) Six H2O (top view). 

The numbers in blue denote bond lengths of Oad in the adsorbed H2O with surface Ca ion; 
the numbers in orange denote bond lengths of Had with surface O ion. 
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4.3.2.2 Adsorption energy 

Adsorption energy is defined as surfaceOHOnHsurfacead EnEEE −−= − 22
, where n is the number 

of the adsorbed H2O. A negative adE means adsorption is energetically favored. For better 

interpretation, “Adsorption Energy per H2O (
OperH

E
2

)” is also reported (Figure 4.7), which 

is defined as nEE adOperH /
2
= , see Table 4.1. 

 

Number of H2O  
 1 2 3 4 5 6 

adE (eV) -0.78 -1.25 -2.16 -2.44 -3.27 -3.99 
OperH

E
2

(eV) -0.78 -0.63 -0.72 -0.61 -0.65 -0.67 
 

In Table 4.1, the average adsorption energy of ~0.7 eV/molecule demonstrates that the 

single-Ca(I) terminated HAP (0001) surface is a good substrate for H2O adsorption. 

Although the curve in Figure 4.7 is zigzag when H2O coverage is low, it becomes fairly 

“flat” as four more H2O molecules are added to the surface. Figure 4.6 graphically depicts 

how H2O molecules form layers over the HAP (0001) surface. Surface “0.0” is defined by 

the plane of Oc ions from the surface phosphate groups. Most H2O molecules (5, in the 

figure) gather near the height of 1.6Å above this surface, while 1 H2O floats as high as 3.2 

Å from the surface plane. Figures 4.6 and 4.7 show when more water molecules are 

adsorbed, they will not interact directly with the HAP surface layer, but will lie on the 

already-formed water film and gain much more mobility. The results found here confirm 

Table 4.1 The calculated adsorption energies of H2O on a HAP (0001) surface 
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Zahn and Hochrein’s semiempirical molecular dynamics study for the formation of H2O 

layers, showing decreasing of mobility in proximity of the apatite surface [14]. 
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Figure 4.6 Water on the (0001) surface (six H2O per unit cell); side view. 

The first adsorption layer is seen at a height of ~1.6Å. 

 

 
Figure 4.7 Adsorption energy per H2O, on single-Ca(I) terminated HAP. 
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4.3.3 Substitution and occupation of Zn on metal sites 

4.3.3.1 Zn on Ca sites 

Substitution of surface cations is considered by placing Zn on the surface Ca site. Periodic 

slab DFT calculations are performed to determine the total energy change upon substitution. 

Figures 4.8a and 4.8b show the relaxed surface structure with some critical bond lengths 

denoted. 

Since the Ca(I) at the bottom of the slab (pointed out by an arrow) is essentially in the 

symmetric position equivalent to Zn, its bond lengths with some neighbors are also 

measured. Figure 4.8a clearly shows that the Zn-X bonds shrink significantly compared 

with the corresponding Ca(I)-X bonds. The top view in Figure 4.8b graphically shows that 

after substitution, Zn basically stays at the position of the original Ca(I) site. The ratio of 

Zn-X bond lengths to the Ca(I)-X bond lengths, RZn-X/RCa(I)-X, is calculated according to the 

data in Figure 4.8a. The results fall into the range of 89.2% to 96.2% (Table 4.2). This 

nearly proportional change proves that the substitution of Zn on Ca(I) site causes the 

shrinkage of the M(I)O9 polyhedron (M = Zn, Ca). 

 

((ÅÅ)) Zn Ca(I) R1 % 
M-Ob 2.317 2.409 96.2 
M-Oc 2.180 2.444 89.2 

Ob-Ca(I) 2.515 2.666 94.3 
M-Ca(I) 3.194 3.495 89.8 

Table 4.2 Bond lengths and percentage for Zn substitution on a Ca(I) surface site
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Note:
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XZnRR
−

−
×= . 

a 
 

b 
 

 

 
c 
 

Figure 4.8 Zn substitution on Ca sites I and II of HAP (0001). 

(a) Zn substitution on Ca(I) (side view); (b) Zn on Ca(I) (top view); (c) Zn on Ca(II) (top 
view). Some critical bond lengths are indicated. 
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Figure 4.8c presents Zn substitution for one of three surface Ca(II) cations. For better 

visualization, the hexagonal hydroxyl channel is also included. 

In Figure 4.8c, the bond lengths associated with Zn and with one of the surface Ca(II) ions 

on the symmetric site are denoted. The Zn ion is observed to move toward the Hydroxyl 

group by about 0.5 Å, accompanied by changes in the bond lengths of the MO7 polyhedron. 

Table 4.3 gives the bond lengths and calculated percentage changes. 

  

((ÅÅ)) Zn Ca(II) ∆R2 % 
M-Oa 2.261 2.448 -7.64 
M-Ob 2.452 2.375 3.24 
M-Oc 1.995 2.276 -12.34 

 2.861 2.550 12.20 
 2.066 2.318 -10.87 

M-OH 2.073 2.510 -17.41 

Note:
))((

))(()(1002 XIICaR
XIICaRXZnRR

−
−−−

×=∆ . 

 

Different from Zn occupation on the Ca(I) site, substitution Zn at the Ca(II) site causes 

mainly a shift of the metal ion, but not the shrinkage of the polyhedron. This is probably 

because metal site (II) is at the edge of the (OH) channel, so having much more freedom to 

relocate from the original site, while site (I) is fairly compressed within the cluster. The 

metal ion at site (I) has to overcome a greater energy barrier to shift, so it prefers to stay at 

the symmetrical center and adjust bond lengths accordingly. 

Electronic structure of Zn and Ca in both substitution sites (Table 4.4) is calculated by the 

cluster method (see Chapter 1.2.3 for program details).  

Table 4.3 Bond lengths and percentage changes for Zn on a Ca(II) surface site 
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 Site I Site II 
 Zn Ca(I) Zn Ca(II) 

Charge (e) 1.15 1.88 1.51 1.86 
Mulliken 

Population 3d9.994s0.834p0.04 3s2.003p6.003d0.06 3d9.974s0.454p0.07 3s2.003p6.003d0.08

 

The most notable difference between the nominally divalent cations lies in the Mulliken 

charge: for site I, a 1.88e charge on Ca before substitution and a 1.15e on Zn after 

substitution are found; for site II, there remains 1.86e on Ca, but a lesser 1.51e on Zn. In 

both cases, Zn is less ionic than Ca, indicative of the expected more covalent character of 

the Zn-O bonding. 

4.3.3.2 Energetics and site-preferential occupancy 

Energies per unit cell regarding the unhydrated surface are displayed in Table 4.5, where 

ionsisolatedsystemtotal EEE _−= , total
HAPCa

total
HAPZnsub EEE −− −=  and total

HAPvacancy
total

HAPZnad EEE −− −= , 

negative totalE refers to a stable cluster, and negative subE and adE indicate thermodynamic 

favorability. 

 

Energy per cell (eV) totalE  subE  adE  
HAP-no vacancy -307.78   

Ca(I) vacancy -296.89   
Zn on Ca(I) -302.25 +5.53 -5.36 

Ca(II) vacancy -296.08   

Table 4.4 Charges and Mulliken populations for metal ions at Ca sites I and II 

Table 4.5 Total, substitution and adsorption energies for Zn on Ca ion sites (unhydrated 

surface) 
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Zn on Ca(II) -302.32 +5.46 -6.24 
 

Table 4.5 shows that ion substitution of Ca2+ by Zn2+ is endothermic on both types of Ca 

sites; but occupying both vacancy sites is highly exothermic. Various reports have been 

published on calcium deficiency in HAP [36,37]; calcium vacancies can be 

charge-compensated by creating OH- vacancies, creating PO4
3- vacancies, carbonate ions 

substituting for phosphate groups, (HPO4)2- substituting for phosphate groups, and cation 

sites occupied by other metal cations. Due to the extensive existence of calcium vacancies 

in HAP surfaces and bulk, this variable stoichiometry will favor HAP as a Zn-releasing 

material for bones and teeth. 

Table 4.6 provides the energies for the six-H2O hydrated HAP (0001) surface. 

 

Energy per cell (eV) totalE  subE  adE  
HAP-no vacancy -397.20   

Ca(I) vacancy -385.47   
Zn on Ca(I) -391.63 +5.57 -6.16 

Ca(II) vacancy -385.52   
Zn on Ca(II) -391.89 +5.31 -6.37 

 

Tables 4.5 and 4.6 indicate that Zn prefers to occupy the Ca(II) vacancy site over Ca(I) with 

an energy gain of 0.88 eV (unhydrated surface) and 0.21 eV (hydrated surface). This can be 

compared to E∆ = 0.05 eV in bulk [38]. Less energy gain on a hydrated surface implies 

that the surface modified by adsorbed water seriously affects the potential of this 

termination. Earlier researchers studying divalent metal impurity occupations have 

Table 4.6 Total, substitution and adsorption energies for Zn on Ca ion sites (hydrated surface)
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proposed some rules for preferential occupation sites. Urusov and Khudolozhkin [39] noted 

that divalent cations larger than Ca2+ preferentially occupy the smaller Ca(II) site, whereas 

divalent cations smaller than Ca2+ occupy the Ca(I) site, supposedly because the restricted 

alignment of the Ca(I) site causes a stronger repulsion. Badraoui et al. suggested judging 

the preferential occupation according to the electronegativity of the cations [40]. In their 

proposal, an increase in the electronegativity of the cation will lead to an increase in the 

covalent character of the bond between the cation and the carboxyl group in metal 

arachidates. Thus, previous theories tend to explain the preferential occupancy of divalent 

cations in HAP mainly by arguments based on ionic radius and electronegativity of the 

cations. 

However, results from experiments and the present theoretical work challenge the above 

mentioned ideas. Table 4.7 summaries the results from experiments of Zhu et al. and this 

theoretical work. 

 

 Sr2+ Pb2+ Cd2+ Zn2+ 
Ionic Radius (Å) (Ca2+: 1.00) 1.12 1.19 0.97 0.74 
Electronegativity (Ca2+: 0.99) 0.95 2.33 1.69 1.65 

Preferential site IIa IIa IIa IIb 
Note: (a) Experiment [37]; (b) this calculation. 

  

Table 4.7 lists preferential sites of four divalent cations. The proposed rules of ionic radius 

and electronegativity fail for Sr2+, Cd2+ and Zn2+, which uniformly prefer site II regardless 

of ion size and electronegativity, and only work for Pb22++, which is bigger and more 

Table 4.7 Preferential occupancy site for some divalent cations
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electronegative than Ca22++..  According to the results given in Table 4.7, the site preference of 

cations is not decided solely by ionic radius or electronegativity, but is very possibly 

determined by the spatial constraints. Figure 4.8 shows the relaxed configuration after Zn 

occupies Ca vacancy sites. As mentioned earlier, the occupation on M(I) site causes the 

shrinkage of the MO9 polyhedron to 89.2% - 96.2% of the original bond lengths, while the 

occupation on M(II) site mainly causes a shift of the cation toward the hydroxyl group; so 

the latter, requiring less energy compensation, is preferred for many divalent cations. 

4.4 Conclusions 

The initial stages of hydration have been simulated on a single-Ca(I) terminated 

Hydroxyapatite (0001) surface in step-by-step fashion using periodic slab density 

functional theory. The prerequisite assumption is that there is only one type of termination 

on the surface and the surface phosphate groups are kept intact so any dangling bonds on 

surface ion P can be ignored. Water adsorption is found to be energetically favored on the 

HAP (0001) surface. At low H2O coverage, Oad in H2O prefers to form a Ca-Oad bond with 

surface Ca cations, but as coverage increases, additional H2O tends to loosely float on the 

already-formed water layer. The height of the first water layer is found around 1.6 Å 

relative to the relaxed surface plane defined by Oc in phosphate groups and a second layer 

of adsorbed water is found another 1.6 Å above the first layer. In Park’s high-resolution 

X-ray reflectivity study on the structure of the Fluroapatite (1000)-water interface, a 2.65 Å 

height was found for the first layer, and 1.54 Å for the second layer [41]. As earlier 

mentioned, the polarity of the (0001) direction is stronger than that of the (1000) direction 
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[34]. This will explain the shorter water-HAP interlayer distance on the (0001) surface. 

Meanwhile, the water-water distancein in this work, 1.6 Å, is substantially less than the 

mean van der Waals diameter of water, 2.82 Å [42], which suggests a certain orientational 

configuration of the first layer water molecules, which is observed here. In this periodic 

slab model, there are roughly 5 H2O molecules on per unit-cell area (Auc = 76.85 Å2) in the 

first layer of water, which is comparable to Park’s result that the derived number of H2O 

molecules is 3.5 per unit-cell area (Auc = 64.9 Å2) on the (1000) surface [41]. 

DFT surface relaxation results show that during the hydration process: (1) no H2O 

dissociation is detected, (2) some O ions in surface phosphate groups are protonated by 

association with water, and (3) the surface (OH) group in the Hydroxyl channel remains 

immune to the H2O molecules. Some literature suggests the formation of strong bonds 

between phosphate oxygen atoms and the hydrogen atoms of water [14]; however, this 

study does not support this idea, as there are no significant P-O bond length changes found 

upon forming of the P-O…H bonds. In an acidic medium, the result would probably be 

quite different. At the current stage of neutral H2O adsorption, decomposition of the 

phosphate groups is not predicted. The conclusion that the Hydroxyl channel is immune to 

the H2O overlayer agrees with Zahn and Hochrein’s molecular dynamics study [14]. They 

suggest that the decomposition of the embedding Ca(II) triangles may be expected to be a 

prerequisite of such a process; Ca deficiency would thus be an important factor. 

Considering Ca-O bonds forming at low H2O coverage, it is possible that the introduction 

of some basic groups may help to reduce the repulsion from Ca(II) ions which are at the 
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edge of the hydroxyl channel, so to facilitate the interaction of (OH) groups with 

adsorbates. 

Zn substitution and occupation on Ca(I) and Ca(II) sites were also studied. The energetics 

results show that ion substitution is not favored, but Zn occupation on Ca vacancy sites is 

highly probable. The occupation energy differences for both metal sites are 0.88 eV for the 

unhydrated surface and 0.21 eV for the hydrated surface, with M(II) site favored in each 

case. The slab structure change is distinguished by an obvious shrinkage of the M(I) 

polyhedron and a shift of metal ion from original M(II) site toward the hydroxyl group. 

This difference in occupation mechanism is considered to be the main reason for the site 

preference. So the spatial constraint is suggested to be the more probable factor in the 

substitution mechanism than ionic radius and electronegativity of cations. 
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