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ABSTRACT 
 The electronic spin state (S) of metal ions is fundamental to the performance of magnets, 

protein cofactors, and magnetic resonance imaging (MRI) contrast agents. The ability to 

manipulate the spin state of transition metals allows for the development of advanced materials 

with emergent properties. This following chapters will introduce two different methods of tuning 

S, targeting metal-organic magnetic materials and responsive magnetic resonance probes.  

One way to tune the spin state of transition metal ions is through the introduction of 

magnetic coupling. Strong coupling between metal centers is particularly important for the design 

of magnetic materials, including metal-organic magnets. Metal organic magnets offer several 

advantages over inorganic magnets, but strong magnetic coupling between metal centers is 

difficult to achieve across large organic linkers. To address this issue, we targeted a strong 

magnetic coupling mechanism called double-exchange which stems from fast electron transfer 

between metal ions in different oxidation states. While double-exchange coupling is well 

documented in inorganic materials like perovskites, it is exceedingly rare in organic-bridged 

molecules and materials. As a proof of concept, we synthesized a mixed-valence dinuclear 

Fe2+Fe3+ complex with a diiminobenzoquinone-based bridging ligand to allow electron transfer 

and magnetic coupling between metal centers. Mössbauer spectroscopy, single crystal X-Ray 

crystallography, and SQUID magnetometry confirmed the presence of double-exchange coupling 

and a well-isolated S = 9/2 spin ground state. This work represents the largest metal-metal 

separation observed for double-exchange coupling. 

 The spin state of transition metal ions can also be manipulated through the modification of 

its ligand environment. With the appropriate ligand strength and geometry, some iron(II) 
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complexes can undergo a thermally-induced spin transition, a process called spin-crossover. These 

spin-crossover compounds occupy a diamagnetic S = 0 ground state at low temperature, but are 

thermally excited to the S = 2 state at high temperatures. Considering the resonance frequencies of 

NMR-active nuclei are highly dependent on S, we have developed a 19F magnetic resonance pH 

sensor in which the value of S depends on its protonation state. This was accomplished by 

introducing mildly acidic hydroxylpyridine groups to our previously developed spin-crossover 19F 

MR thermometer. Deprotonation of the hydroxylpyridine ligands increases S and causes a dramatic 

35.25 ppm shift in the 19F resonance frequency at 25 °C as the pH is increased from 4.74 to 7.82. 

A plot of resonance frequency vs pH can then be used as a standard curve for the direct 

measurement of pH in samples or tissues.  
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1 INTRODUCTION 
As the spin state (S) is a primary parameter governing molecular electronic structure, S is crucial 

to the design of transition metal compounds in a variety of applications, including catalysis,1 

magnetism,2, and magnetic resonance imaging (MRI)3 and is also of extreme importance to the 

function of protein cofactors.4 Given this importance, an enormous amount of work in molecular 

inorganic chemistry has focused on manipulating the electronic spin state of transition metal-based 

molecular materials. My thesis work describes two ways to manipulate S towards two different 

applications. 

One method of manipulating S is to introduce magnetic coupling between multiple paramagnetic 

metal ions and is particularly important for the development of molecule-based magnetic materials 

with high operating temperatures. Targeting molecules with high values of S is of particular focus 

in developing metal organic magnets with large relaxation barriers, as the relaxation barrier, U, is 

dependent on S2. However as larger values of U are achieved, it becomes increasingly important 

to consider magnetic coupling in order to make such high spin states thermally stable.  For 

example, the record ground-state spin number of S = 45 was achieved in a Fe42 cyanide bridged 

cluster, stemming from ferromagnetic superexchange coupling of 18 high-spin Fe3+ atoms through 

cyanide bridging ligands, but iron centers become decoupled above 5 K. 5  Strong coupling is also 

necessary for the high-temperature function of higher-dimensional magnets, as the relaxation 

barrier in single-chain magnets 6  and the ordering temperature in bulk magnets 7  are both 

proportional to the strength of magnetic exchange interactions between spin carriers.  

The work described in Chapter 2 demonstrates that large values of S can be stabilized through 

strong double-exchange coupling,8 providing a potential electronic coupling mechanism for the 
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development of metal-organic magnets. Indeed, several classes of mixed-valence Fe2 complexes 

with S = 9/2 ground states mediated by double-exchange interactions have been isolated and 

studied, with Fe2 cores supported by small or single-atom inorganic bridging ligands, which 

mediate the double-exchange interactions. As an alternative, the employment of organic bridging 

ligands could provide new synthetic opportunities for high-nuclearity molecules and high-

dimensional solids with strong magnetic coupling and itinerant electrons, since these ligands can 

accommodate extensive chemical. 

The work in Chapter 2 describes the synthesis and characterization of the mixed-valence Fe2+Fe3+ 

complex, [(Me3TPyA)2Fe2(L)]3+ (2) (see Figure 1.1). 9  Variable-temperature dc magnetic 

susceptibility data for 2 can be modelled considering double-exchange, with a fit to the data 

providing values of J = +8.9(7) cm−1 and the double-exchange parameter, B, equal to 69(4) cm−1. 

This work demonstrates that quinonoid bridging ligands can mediate electron hopping between 

metal centers through a double-exchange mechanism in mixed-valence Fe2 complexes, thereby 

providing the first example of double-exchange through an organic ligand between Fe centers. 

Variable-temperature Mössbauer spectra for this complex reveal a thermally-induced transition 

from a valence-trapped to detrapped state, with an activation energy for electron hopping of 63(8) 

cm–1. Finally, while the mixed-valence complex exhibits only tails in the ac magnetic 

susceptibility, a corresponding one electron-reduced FeII
2 complex displays single-molecule 

magnet behavior with a relaxation barrier of Ueff = 14(1) cm−1. 
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Figure 1.1| One electron oxidation of benzoquinoid-bridged Fe2 complex yields and mixed-valence compound with 
an detrapped itinerant electron. dc magnetic susceptibility data confirm and S = 9/2 ground state stabilized by double-
exchange coupling. 

 

Alternatively, S can also controlled via by designing complexes that can switch between low and 

high spin states in a process called spin-crossover. Such magnetically bistable molecules and 

materials have been explored as potential candidates for molecular switches 10  and chemical 

sensors, 11  as the spin transition can be controlled by a number of external stimuli, such as 

temperature,12 pressure,13 and light.14 Recently, we and others have started to explore the potential 

for spin-switchable molecules as bioresponsive sensors for temperature,15 anions,16 and enzyme 

activity.17 Given the relationship between tissue acidosis and diseases, including cancer18 and 

ischemia,19 a compound that undergoes a spin state transition as a function of pH could serve as a 

valuable tool for pH sensing. However, pH-induced spin state switching is rare, and the only 
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compounds that have demonstrated such behavior exhibit pKa values that are unsuitable for 

biological sensing applications.20  

 
Figure 1.2| Scheme depicting mechanism of pH-induced change in spin state population. Deprotonation of 
hydroxylpyridine groups decreases ligand field and stabilizes high-spin state. 

 

As detailed in Chapter 3, I designed a Fe2+-based molecule in which the spin state population can 

be controlled by deprotonation of the ligand and demonstrated that small changes in S may afford 

highly sensitive pH probes for 19F magnetic resonance spectroscopy. 19F MRS offers key 

advantages over the more commonly employed 1H MRS, including most notably the absence of 

endogenous fluorine in living systems. 21  Furthermore, since both the contact and dipolar 

contributions to the paramagnetic chemical shift scale with S(S+1), 22  small changes in the 

electronic spin, S, due to thermal population of the high-spin state afforded a dramatic increase in 

resonance frequency with temperature. Our group has previously used the relationship between S 

and chemical shift to make highly sensitive spin-crossover temperature sensors.15 Building on 
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these results, I designed a spin-crossover Fe2+ complex that has pH-sensitive spin state population 

(see Figure 1.2). The sensitivity of S stems from deprotonation of hydroxylpyridine groups on the 

ligand, which decreases the ligand field strength. The molecular and electronic structure of this 

compound was analyzed via single crystal X-ray crystallography, variable-pH UV-Vis absorption 

spectroscopy as well as variable-pH and variable-temperature solution-phase magnetic 

susceptibility measurements. Variable pH 19F NMR measurements revealed that the change in the 

population of S causes a 30.47 ppm shift in the 19F resonance frequency of 3 at 37 °C, which is 

more pH-sensitive than the best lanthanide-based 19F pH sensor.  
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2 ELECTRON HOPPING THROUGH DOUBLE-EXCHANGE COUPLING IN A 

MIXED-VALENCE FE2 COMPLEX * 

2.1 ABSTRACT 

The ability of a benzoquinonoid bridging ligand to mediate double-exchange coupling in a mixed-

valence Fe2 complex is demonstrated. Metalation of the bridging ligand 2,5-di(2,6-

dimethylanilino)-3,6-dibromo-1,4-benzoquinone (LH2) with FeII in the presence of the capping 

ligand tris(2-(6-methyl)pyridylmethyl)amine (Me3TPyA) affords the dinuclear complex 

[(Me3TPyA)2FeII
2(L)]2+. Dc magnetic measurements, in conjunction with X-ray diffraction and 

Mössbauer spectroscopy, reveal the presence of weak ferromagnetic superexchange coupling 

between FeII centers through the diamagnetic bridging ligand to give an S = 4 ground state. Ac 

magnetic susceptibility measurements, collected in a small dc field, show this complex to behave 

as a single-molecule magnet with a relaxation barrier of Ueff = 14(1) cm−1. The slow magnetic 

relaxation in the FeII
2 complex can be switched off through one-electron oxidation to the mixed-

valence congener [(Me3TPyA)2Fe2(L)]3+, where X-ray diffraction and Mössbauer spectroscopy 

indicate a metal-centered oxidation. Dc magnetic measurements show an S = 9/2 ground state for 

the mixed-valence complex, stemming from strong ferromagnetic exchange coupling that is best 

described considering electron hopping through a double-exchange coupling mechanism, with a 

double-exchange parameter of B = 69(4) cm−1. In accordance with double-exchange, an intense 

feature is observed in the near infrared region and is assigned as an intervalence charge-transfer 

band. The rate of intervalence electron hopping is comparable to that of the Mössbauer timescale, 

                                                           
* Gaudette, A. I.; Jeon, I.-R.; Anderson, J. S.; Grandjean, F.; Long, G. J.; Harris, T. D. J. Am. Chem. Soc. 2015, 137, 
12617–12626. 
Mossbauer data analysis performed by Grandjean  and Long (see section 2.4.3 and Appendix). 
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such that variable-temperature Mössbauer spectra reveal a thermally-activated transition from a 

valence-trapped to detrapped state and provide an activation energy for electron hopping of 63(8) 

cm–1. These results demonstrate the ability of quinonoid ligands to mediate electron hopping 

between high-spin metal centers, by providing the first example of an Fe complex that exhibits 

double-exchange through an organic bridging ligand and the largest metal-metal separation yet 

observed in any metal complex with double-exchange coupling. 

2.2 INTRODUCTION 

Over the past two decades, a number of molecules have been shown to exhibit slow magnetic 

relaxation upon removal of an applied external magnetic field, thereby mimicking the behavior 

previously only associated with bulk magnets.23 These discrete molecular complexes, which have 

come to be known as single-molecule magnets, may find use in applications such as high-density 

spin-based information storage and processing.24 To date, single-molecule magnets have taken the 

form of multi- and mononuclear complexes containing transition metals,25,26 lanthanides,27,28 and 

actinides,29,30 and have been shown to exhibit spin relaxation barriers of up to 652 cm−1 28d and 

magnetic blocking temperatures of up to 14 K.27c In an effort to further increase the relaxation 

barriers and blocking temperatures in single-molecule magnets, researchers have focused on 

maximizing the spin ground state (S) and the axial zero-field splitting parameter (D) of these 

molecules, as the magnitude of relaxation barrier is given as U = S2|D|. 

In addition to the critical parameters S and D, the strength of magnetic interaction between spin 

centers in a molecule should also be maximized, as this value is directly correlated to the energetic 

isolation of the ground state from excited states.31 Moreover, strong coupling is also necessary for 
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the high-temperature function of higher-dimensional magnets, as the relaxation barrier in single-

chain magnets32 and the ordering temperature in bulk magnets 33 are both proportional to the 

strength of magnetic exchange interactions between spin carriers. One strategy toward this end is 

the installation of electron hopping between metal centers in a mixed-valence complex, which can 

give rise very strong ferromagnetic interactions between high-spin metal centers via a double-

exchange mechanism.34 Indeed, several classes of mixed-valence Fe2 complexes with S = 9/2 

ground states mediated by double-exchange interactions have been isolated and studied, with Fe2 

cores supported by hydroxo,35 phenoxo,36 alkoxo,37 and carboxylato38 bridging ligands. Similarly, 

a number of iron-sulfur clusters in biology have been shown to exhibit double-exchange that is 

mediated through sulfido bridges in Fe2 units.39  

Notably, all of the above complexes and metalloproteins that exhibit double-exchange coupling 

feature direct Fe···Fe orbital interactions and/or single-atom inorganic bridging ligands, which 

serve to mediate the double-exchange interactions. As an alternative, the employment of organic 

bridging ligands would provide new synthetic opportunities for high-nuclearity molecules and 

high-dimensional solids with strong magnetic coupling and itinerant electrons, owing to the ability 

of these ligands to accommodate extensive chemical modification and to enable rational chemical 

design and synthesis. Despite this potential, to date no organic ligand-bridged Fe2 complex has 

been shown to exhibit a high-spin ground state through double-exchange. In fact, an imidazolate-

bridged [V2]V complex provides the only example of organic ligand-based double-exchange in any 

metal complex, which was shown to exhibit a well-isolated S = 5/2 ground state through a double-

exchange interaction.40 
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When considering potential organic bridging ligands to mediate double-exchange in mixed-

valence molecules, quinonoid-type ligands offer two key potential attributes. First, a number of 

dinuclear benzoquinonoid-bridged mixed-valence complexes have been shown to support electron 

delocalization, albeit only in low-spin molecules. 41 - 44  In addition, the extensive chemical 

modularity of these ligands offers the possibility to precisely tune the thermodynamics and kinetics 

of electron transfer. Herein, we report the synthesis and characterization of two redox isomers of 

a diiminobenzoquinone-bridged Fe2 complex, [(Me3TPyA)2Fe2(L)]n+ (n = 2, 3). The latter isomer, 

which features a mixed-valence [Fe2]V core, exhibits an S = 9/2 ground state, with magnetic 

susceptibility and spectroscopic measurements indicating the presence of electron hopping 

between Fe centers. In addition, variable-temperature Mössbauer spectra reveal the transition from 

a valence-trapped to detrapped state with decreasing temperature. To the best of our knowledge, 

this mixed-valence molecule is the first example of an iron complex with double-exchange through 

an organic bridging ligand, and it features the largest metal-metal separation yet observed in any 

metal complex involving a double-exchange mechanism. 

2.3 EXPERIMENTAL SECTION 

2.3.1 General Considerations.  

Unless otherwise noted, the manipulations described below were performed under a dinitrogen 

atmosphere in a Vacuum Atmospheres Nexus II glovebox. Glassware was oven-dried at 150 °C 

for at least 4 h and allowed to cool in an evacuated antechamber prior to use in the glovebox. 

Tetrahydrofuran, dichloromethane, and hexanes were dried using a commercial solvent 

purification system from Pure Process Technology and stored over 3 or 4 Å molecular sieves prior 
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to use. Deuterated solvents were purchased from Cambridge Isotope Labs or Sigma Aldrich, 

deoxygenated by three successive freeze-pump-thaw cycles, and stored over 3 or 4 Å molecular 

sieves prior to use. Hexanes and tetrahydrofuran were typically tested with a standard purple 

solution of sodium benzophenone ketyl in THF in order to confirm effective oxygen and moisture 

removal. The compounds [Fe(MeCN)6](BArF
4)2, 45  [N(4-BrC6H4)3](BArF

4), 46  tris(6-methyl-2-

pyridylmethyl)amine (Me3TPyA),
47 and lithium bis(trimethylsilyl)amide (Li[N(SiMe3)2])48 were 

prepared according to literature procedures. All other reagents were purchased from commercial 

vendors and used without further purification. 

2.3.2 2,5-di(2,6-dimethylanilino)-3,6-dibromo-1,4-benzoquinone (LH2). 

In air, 2,6-dimethylaniline (2.28 g, 18.8 mmol) was added dropwise to a slurry of 2,3,5,6-

tetrabromo-1,4-benzoquinone (2.00 g, 4.72 mmol) and sodium acetate (1.54 g, 18.8 mmol) in 80 

mL EtOH at 60 °C. The reaction mixture was then heated at reflux for 48 hours, resulting in the 

precipitation of a red solid.  This solid was collected via vacuum filtration, washed with H2O (10 

mL), EtOH (10 mL), and hexanes (10 mL), and then was dried under reduced pressure for 12 h to 

yield LH2 as a red solid (0.655 g, 28%). 1H NMR (DMSO-d6): 9.61 (s, 2H) 7.14 (t, 2H) 7.05 (d, 

4H) 2.10 (s, 12H).   

2.3.3 [(Me3TPyA)2Fe2(L)](BArF
4)2 (1). 

Me3TPyA (0.112 g, 0.337 mmol) was dissolved in THF (2 mL), and the resulting solution was 

added dropwise with stirring to a solution of [Fe(MeCN)6](BArF
4)2 (0.683 g, 0.337 mmol) in THF 

(3 mL). The resulting yellow solution was stirred for 5 minutes at ambient temperature, and to it 

was added a slurry of LH2 (0.085 g, 0.19 mmol) in THF (2 mL). To this mixture, a solution of 

Li[N(SiMe3)2] (0.056 g, 0.34 mmol) in THF (2 mL) was added dropwise with stirring, resulting in 
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a dark green solution. After stirring at ambient temperature for 15 min, the solution was filtered 

through diatomaceous earth. Layering of the filtrate with hexanes produced a mixture of dark 

brown-green and colorless microcrystalline solid. This solid mixture was washed with cold EtOH 

(1 mL), and the residual dark green microcrystalline solid was dissolved in THF (4 mL). Layering 

of hexanes (16 mL) onto the resulting solution gave 1 (0.208 g, 21%) as dark green plate-shaped 

crystals suitable for single-crystal X-ray diffraction. Anal. Calcd. for C128H90B2Br2F48Fe2N10O2: 

C, 51.1; H, 3.05; N, 4.65%. Found: C, 51.25; H, 3.06; N, 4.56%.  

2.3.4 [(Me3TPyA)2Fe2(L)](BArF4)3·CH2Cl2 (2). 

 A solution of [N(4-BrC6H4)3](BArF
4) (50 mg, 0.035 mmol) in CH2Cl2 (4 mL) was cooled to −78 

°C and then was added dropwise with stirring to a solution of 1 (100 mg, 0.033 mmol) in CH2Cl2 

(4 mL) at −78 °C to give a dark red-purple solution. This solution was filtered through 

diatomaceous earth, and then layered with hexanes (10 mL) at −78 °C to give dark red-purple 

plate-shaped crystals suitable for single-crystal X-ray diffraction. These crystals were collected 

via vacuum filtration and washed with cold 1:1 CH2Cl2/hexanes (20 mL) to afford 86 mg (63%) 

of 2. Anal. Calcd. for C161H104B3Br2Cl2F72Fe2N10O2: C, 48.9; H, 2.65; N, 3.54%. Found: C, 49.74; 

H, 2.92; N, 3.46 % 

2.3.5 X-ray Structure Determination.  

Single crystals of 1 and 2 suitable for X-ray analysis were coated with deoxygenated Paratone-N 

oil and mounted on a MicroMountsTM rod. Crystallographic data were collected at 100 K using a 

Bruker Kappa Apex II diffractometer equipped with an APEX-II detector, a Cu Kα microfocus 

source, and MX Optics. Raw data were integrated and corrected for Lorentz and polarization 

effects with SAINT v8.27B.49 Absorption corrections were applied using SADABS for 1 and 2. 
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Space group assignments were determined by examination of systematic absences, E-statistics, 

and successive refinement of the structures. Structures were solved with SHELXT50 and further 

refined with SHELXL51 operated with the Olex2 interface.52 The SADI restraint was applied to all 

atoms of the [BArF
4]– counterions in 1 due to disorder. Positional disorder in several 

trifluoromethyl groups was modeled with partial occupancies. The enhanced rigid-bond restraint 

(SHELX keyword RIGU) was applied globally in 2.53 Positional disorder in the trifluoromethyl 

groups on the [BArF
4

 ]– counterions were modeled with partial occupancies. All hydrogen atoms 

were placed at calculated positions using suitable riding models and refined using isotropic 

displacement parameters derived from their parent atoms. Thermal parameters were refined 

anisotropically for all non-hydrogen atoms. Crystallographic data and the details of data collection 

are listed in Table 2.1. Crystals of both 1 and 2 diffracted weakly, resulting in high R1 values and 

Table 2.1 | Crystallographic data for 1 and 2 

 1 2 
formula C128H90B2Br2F48Fe2N10O2 C161H104B3Br2Cl2F72Fe2N10O2 
fw (g/mol) 3005.23 3953.39 
space group P−1 P−1 
wavelength (Å) 1.54178 1.54178 
temp. (K) 100 100 
a (Å) 12.2741(5) 16.461(6) 
b (Å) 20.2397(8) 23.978(9) 
c (Å) 26.2330(10) 46.22(2) 
α (deg) 88.986(2) 74.978(12) 
β (deg) 88.420(2) 89.070(15) 
γ (deg) 78.267(2) 71.113(9) 
V (Å3) 6377.8(4) 16625(11) 
Z 2 4 
dcalcd (g cm3) 1.565 1.579 
Rint 0.0296 0.0986 
aR1 (I >2σ(I)) 0.0901 0.1286 
bwR2 (all) 0.2594 0.3523 
GoF 1.024 0.972 
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low precision on bond lengths. The data collection for 2 was further complicated by decomposition 

of the crystal during the data collection. Attempts to obtain better data sets for 1 and 2 have thus 

far been unsuccessful. 

2.3.6 Magnetic Measurements.  

Magnetic measurements of 1 and 2 were performed on polycrystalline samples sealed in 

polyethylene bags under a dinitrogen atmosphere. All data were collected using a Quantum Design 

MPMS-XL SQUID magnetometer from 1.8 to 300 K at applied dc fields ranging from 0 to +7 T. 

Ac magnetic susceptibility data were collected under a dc field of 750 Oe and an ac field of 4 Oe, 

oscillating at frequencies in the range 10-1500 Hz. Ac susceptibility data were used to construct 

Cole-Cole plots, which were then fit using a generalized Debye model54 in the temperature range 

1.8-2.4 K to estimate relaxation times. Dc susceptibility data were corrected for diamagnetic 

contributions from the sample holder and for the core diamagnetism of each sample estimated 

using Pascal’s constants.55 M vs H curves, constructed from data collected from 0 to 4 T at 100 K, 

confirmed the absence of ferromagnetic impurities.  

2.3.7 Other Physical Measurements.  

Elemental analyses of 1 and 2 were performed by the Midwest Microlab (Indianapolis, IN). 

Infrared spectra were recorded on a Bruker Alpha FTIR spectrometer equipped with an attenuated 

total reflectance accessory. UV/Vis/NIR spectra were obtained using a Varian Cary 5000 

spectrophotometer. Cyclic voltammetry measurements were carried out in a standard one-

compartment cell under dinitrogen, equipped with platinum wires as counter/working electrodes 

and a silver wire as reference electrode using a CHI 760c potentiostat. Analyte solutions were 

prepared with 0.1 M solutions of (Bu4N)PF6 in CH2Cl2. Ferrocene was used as an internal standard, 
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and all potentials were referenced to the [Cp2Fe]0/1+ couple. Zero-field iron-57 Mössbauer spectra 

were obtained between 5 and 260 K with a constant acceleration spectrometer and a cobalt-57 

rhodium source. Prior to the measurements, the spectrometer was calibrated at 295 K with α-iron 

foil. Samples were prepared in a dinitrogen-filled glovebox and frozen in liquid nitrogen prior to 

handling in air. All spectra were analyzed using the WMOSS Mössbauer Spectral Analysis 

Software (www.wmoss.org). 

2.4 RESULTS AND DISCUSSION 

2.4.1 Syntheses, Structures, and Cyclic Voltammetry. 

 Reaction of [Fe(MeCN)6](BArF
4)2 with Me3TPyA in MeCN, followed by treatment with a mixture 

of LH2 and Li[N(SiMe3)2], resulted in a dark green solution. Subsequent liquid diffusion of 

hexanes into this solution gave dark green plate-shaped crystals of [(Me3TPyA)2Fe2(L)](BArF
4)2 

(1) in 21% yield. The asymmetric unit of the crystal structure of 1 features two halves of the 

[(Me3TPyA)2Fe2(L)]2+ cation, with the remainder of each cationic complex related through a 

crystallographic center of inversion (see Figure 2.1, upper), affording a structure with two 

crystallographically distinct dinuclear cationic complexes. Each FeII center resides in a distorted 

octahedral coordination environment, with nitrogen and oxygen donor atoms of L2− occupying two 

cis oriented sites and the four nitrogen atoms of Me3TPyA occupying the remaining sites. Within 

L2−, the average C-O distance of 1.289(8) Å falls nearly midway between that expected for a single 

and a double bond (see Table 2.2). In addition, the average C-N distance of 1.30(1) is in close 

agreement with a double bond. Accordingly, L2− is therefore best described by a resonance form 

comprising two hydroxo and two imino donors, as has been observed previously in related 
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complexes of iron, cobalt, and ruthenium.56-60 The average Fe-O and Fe-N distances of 1.972(6) 

and 2.244(7) Å, respectively, are indicative of high-spin S = 2 FeII centers and support the above 

description of L2−. Finally, the structure of 1 features a mean intramolecular Fe···Fe distance of 

8.126(2) Å and a closest intermolecular Fe···Fe distance of 9.618(2) Å.  

Table 2.2|Selected mean interatomic distances (Å) in 1 and 2 at 100 K. 

 1 2  1 2 

Fe-N2 2.319(7) 2.23(2) C1-C2 1.37(1) 1.38(3) 

Fe-N3 2.303(7) 2.21(2) C2-C3 1.43(2) 1.46(3) 

Fe-N4 2.233(8) 2.25(2) C3-C1A 1.51(1) 1.49(3) 

Fe-N5 2.203(6) 2.15(2) C-Cavg 1.43(1) 1.44(3) 

Fe-NTPyA, avg 2.264(7) 2.21(2) N1-C2 1.30(1) 1.32(2) 

Fe-N1 2.244(7) 2.13(2) O1-C3 1.289(8) 1.28(2) 

Fe-O1 1.972(6) 1.94(1) Fe···Feintra 8.126(2) 8.029(4) 
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Figure 2.1| Oxidation of [(Me3TPyA)2Fe2(L)]2+ (1) (upper) to give [(Me3TPyA)2Fe2(L)]3+ (2) (lower). Orange, maroon, 
red, blue, and gray spheres represent Fe, Br, O, N, and C atoms, respectively; H atoms are omitted for clarity. 

The cyclic voltammogram of a CH2Cl2 solution of 1, shown in Figure 2.2, exhibits three reversible 

redox processes, centered at E1/2 = +0.704, +0.364, and –1.45 V vs [Cp2Fe]0/1+, with an open-

circuit voltage of −0.83 V. Based on precedent in other benzoquinonoid-bridged Fe complexes, 

we assign the wave at negative potential to a ligand-based L2−/3−• process and the two waves at 

positive potential to metal-based FeII/III processes.43h The potential separation of E1/2 = 0.340 V 

between the metal-based waves corresponds to a comproportionation constant of Kc =5.52 × 105 

for the reaction [(Me3TPyA)2Fe2(L)]2+ + [(Me3TPyA)2Fe2(L)]4+ → 2[(Me3TPyA)2Fe2(L)]3+, which 

suggests that the mixed-valence species [(Me3TPyA)2Fe2(L)]3+ can be chemically isolated. Toward 
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this end, a solution of 1 in CH2Cl2 was treated at −78 °C with one equivalent of the iminium radical 

cation-containing oxidant [N(4-BrC6H4)3](BArF
4)46, 61  to give a dark red-purple solution. 

Monitoring of this reaction in CD2Cl2 by 1H NMR revealed the complete consumption of 1 with 

concomitant formation of a new paramagnetic species (see Figure 2.3). Layering of cold hexanes 

onto this solution afforded dark red-purple plate-shaped crystals of 

[(Me3TPyA)2Fe2(L)](BArF
4)3·CH2Cl2 (2) in 63% yield upon storage at −78 °C. 

 

Figure 2.2 | Cyclic voltammogram obtained for a CH2Cl2 solution of 1 using a glassy carbon working electrode, 50 
mV/s scan rate, and 0.1 M (Bu4N)PF6 supporting electrolyte. 
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Figure 2.3| NMR spectrum for 1 (top, blue) and 2 (bottom, red) in CD2Cl2 at –35 °C. 

The crystal structure of 2 at 100 K exhibits an asymmetric unit that contains one full molecule of 

[(Me3TPyA)2Fe2(L)]3+, where the two iron centers are crystallographically inequivalent, along 

with two halves of different molecules of [(Me3TPyA)2Fe2(L)]3+, with the remaining half of each 

molecule related through a crystallographic inversion center (see Figure 2.1, lower). Despite the 

presence of four crystallographically unique Fe centers in the structure of 2, the individual Fe-

NMe3TPyA and Fe-NL distances are nearly identical, although the Fe-O distances range from 1.900(9) 

to 1.97(2) Å. While the different Fe-O distances indicate valence-trapping, the collective low 
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variation in bond distances at the independent Fe sites suggests that the asymmetry of the structure 

may also partially arise due to crystal packing of the [BArF
4]− counteranions. 

Table 2.2 summarizes the key comparisons in mean interatomic distances between the cationic 

complexes in 1 and 2. In moving from 1 and 2, the mean Fe-NMe3TPyA distance decreases by 2.5%, 

from 2.264(7) to 2.21(2) Å. In addition, the mean Fe-NL distance decreases by 5.2%, from 2.244(7) 

to 2.13(2) Å, and the Fe-O distance decreases by 1.5%, from 1.972(6) to 1.94(1) Å. These 

decreases in bond lengths at Fe upon oxidation are consistent with an oxidation of a single Fe 

center from FeII to FeIII. In further support of this assignment, no statistically significant differences 

are observed for the C-CL, N-CL, or C-O bond distances. In sum, this structural comparison 

provides strong evidence that the oxidation of 1 to 2 involves a primarily metal-based redox event. 

Finally, the structure of 2 features a mean intramolecular Fe···Fe distance of 8.029(4) Å and a 

closest intermolecular Fe···Fe distance of 14.360(6) Å. 

2.4.2 Mössbauer Spectroscopy.  

In order to confirm the presence of a metal-based oxidation and to probe the nature of mixed 

valency in [(Me3TPyA)2Fe2(L)]3+, Mössbauer spectra were collected for solid samples of 1 and 2 

under zero applied field. At 5 and 80 K, the spectrum for 1 consists of a slightly broadened 

quadrupole doublet. Each of these spectra is best fit considering two symmetric quadrupole 

doublets with equal areas and linewidths, consistent with the presence of two crystallographically 

inequivalent Fe centers, with an average isomer shift and quadrupole splitting of δ = 1.095(2) mm/s 

and ΔEQ = 2.152(4) mm/s, respectively, and a linewidth of = 0.270(3) mm/s (see Figure 2.4 and 

Table 2.3).  These parameters are typical of high-spin FeII and are close to those previously 

reported for diiminobenzoquinone- and azophenine-bridged FeII
2 complexes.60,62  
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Table 2.3 | Mössbauer Spectral Parametersa of [(Me3TPyA)2Fe2(L)](BArF

4)2 (1) 

T, 
K 

, 
mm/sb 

EQ, 
mm/s 

, 
mm/s 

Area, 
% 

c2 Site Assignment 

80 1.095(1) 2.152(1) 0.338(2) 100 1.776 Fe(II) 

 1.163(1) 2.148(2) 0.270(3) 50 0.705 Fe1, Fe(II) 

 1.027(1) 2.155(2) 0.270(3) 50 - Fe2, Fe(II) 

5 1.126(2) 2.217(4) 0.384(6) 100 0.535 Fe(II) 

 1.16(1) 2.22(1) 0.37(1) 50 0.535 Fe1, Fe(II) 

 1.09(1) 2.21(1) 0.37(1) 50 - Fe2, Fe(II) 

aStatistical fitting errors are given in parenthesis. The actual errors are approximately two to three 
times as large. bThe isomer shifts are reported relative to a-iron foil measured at 295 K. 

 

Figure 2.4 | Mössbauer spectra of [(Me3TPyA)2Fe2(L)](BArF4)2, 1, obtained at the indicated temperatures and fit 
with two symmetric quadrupole doublets. 
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The Mössbauer spectra for 2 were measured 

from 50 to 260 K and at 5 K (see Figure 2.5). 

The former spectra reveal a spectral profile as 

a function of temperature that is typical of a 

Class II/III mixed-valence, high-spin FeIIFeIII 

complex that is undergoing relaxation as the 

result of electron hopping on the Mössbauer 

time scale of 10–8 s. The spectra from 50 to 

260 K were fit with a model 63  involving 

relaxation between a high-spin FeII and a 

high-spin FeIII quadrupole doublet (see 

Appendix, and Table 2.3). Note that these fits 

are made difficult because of an absence of 

knowledge of the FeII and FeIII doublet 

hyperfine parameters, first, in the slow 

relaxation limit that is unknown because of 

the onset of slow paramagnetic relaxation 

below ca. 40 to 50 K and, second, of the 

average FeII/III doublet in the fast relaxation 

limit, presumably somewhat above ca. 300 K 

and unobtainable because of the thermal 

instability of 2 above ca. 260 K. Furthermore, 

it is difficult to surmise the best intrinsic line 
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Figure 2.5 | Mössbauer spectra for 2, measured at the 
indicated temperatures between 50 and 260 K. Black crosses 
represent experimental data, and red lines correspond to 
fits considering electron hopping between FeII and FeIII, as 
described in the text.  
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width to use in the relaxation fits owing to the presence of three crystallographically distinct Fe2 

complexes in 2, which involve electron hopping between Fe1…Fe1, Fe2…Fe2, and Fe3…Fe4, each 

of which may possibly have slightly different limiting hyperfine parameters. To overcome this 

difficulty, a  = 0.40 mm/s, the narrowest absorption observed near 0 mm/s at 220 K, was used to 

represent an upper limit of the intrinsic line width of the limiting quadrupole doublets.  

Despite these difficulties, the observed spectral profiles are well fit considering an electron 

hopping mechanism. The fits clearly reveal that both limiting quadrupole doublets must have the 

same sign of EQ, a sign that is most likely positive based on a fit of the 5 K spectrum discussed 

below. An Arrhenius plot of the logarithm of the electron hopping frequency, n, yields an 

activation energy for the electron hopping of 63(8) cm–1, a value that is consistent with the upper 

limit of activation energy obtained from optical spectroscopy (see Figure 2.6). 

 

Figure 2.6 | An Arrhenius plot of the logarithm of the electron hopping frequency, , obtained between 50 and 260 
K. The line yields an activation energy for the electron transfer of 90(10) K or 63(8) cm–1. 
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 The presence of a very asymmetric quadrupole doublet with decreasing temperature is indicative 

of an intervalence charge transfer, or electron hopping, between the FeII and FeIII ions at a rate 

similar to that of the Mössbauer timescale. Similar behavior has been observed in FeIIFeIII-

containing cationic biferrocene64 and oxo-centered, carboxylato-bridged FeIIFeIII
2

65 complexes. 

Importantly, heat capacity measurements have shown that the onset of valence detrapping in these 

complexes usually stems from a phase transition involving intermolecular interactions, rather than 

simple thermal effects on the kinetics of electron hopping.66 In these cases, the absence of any line 

broadening with changing temperature provided key evidence of such lattice effects. In contrast, 

the spectra of 2 unambiguously exhibit asymmetric line broadening with decreasing temperature 

as would be expected as the rate of electron hopping decreases with decreasing thermal energy. 

Moreover, to our knowledge, 2 represents the second example of a molecule with a high-spin 

ground state that exhibits changes in electron hopping rate observable by Mössbauer spectroscopy, 

which was first reported in a phenoxo-bridged [Fe2]V complex with an S = 9/2 ground state.67 

Below 50 K, the spectrum for 2 undergoes further broadening and splitting until broadened sextets 

indicative of slow paramagnetic relaxation are observed at 5 K (see Appendix). This behavior 

suggests that 2 is a single-molecule magnet at zero-field on the Mössbauer timescale (see below 

for further discussion of ac magnetic susceptibility measurements). Analysis of the 5 K Mössbauer 

spectrum of 2 is complicated because it requires at least three broadened sextets and, apparently, 

a small amount of FeIII impurity. Nevertheless, the data can be modeled assuming that at 5 K 2 is 

a Class I mixed-valence complex with no electron hopping, but in which the FeII and FeIII ion 

moments undergo ±z anisotropic slow paramagnetic relaxation with a frequency of 6.8(3) MHz, 

similar to the Larmor precession frequency (see Appendix). 
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Table 2.4 | Mössbauer spectral parametersa for 2. 

aStatistical fitting errors are given in parentheses. The actual errors may be two to three times as large. The iron(II) to 
iron(III) area ratio was fixed to 1:1 and the linewidth to 0.40 mm/s. bThe isomer shifts are reported relative to -iron 
foil measured at 295 K. 
 

2.4.3 UV/Vis/NIR Spectroscopy. 

 To further probe the electronic structure of 1 and 2, the UV/Vis/NIR absorption spectra were 

collected for solution samples of 1 and 2 in CD2Cl2 at 298 K. The UV/Vis/NIR spectrum for 1, as 

depicted in Figure 2.7, exhibits an intense band at νmax = 26737 cm–1 with a shoulder at 27548 cm–

1. Considering the reduction of intensity upon oxidation (see below), we tentatively assign these 

features to metal-to-ligand charge transfer (MLCT) transitions. The sharp peaks in the low energy 

region likely correspond to vibronic overtones of CH2Cl2 impurities in the solvent that are too 

intense for an accurate background subtraction.  

T 
(K) 

Fe(II) 
(mm/s)b 

EQ,Fe(II) 
(mm/s) 

Fe(III) 
(mm/s)b 

EQ,Fe(III), 
(mm/s) 


(MHz) 

Area 
(%) (mm/s) 

260 0.738(9) 2.39(2) 0.506(9) 0.74(2) 46(6) 0.75(1) 
220 0.783(7) 2.58(1) 0.515(7) 0.75(2) 43(3) 1.19(1) 
150 0.820(5) 2.89(1) 0.546(4) 0.74(1) 38(1) 2.40(3) 
115 0.845(5) 3.00(1) 0.551(4) 0.77(1) 30(1) 3.40(3) 
80 0.861(4) 3.15(1) 0.576(4) 0.80(1) 18.0(3) 3.85(1) 
50 0.880(7) 3.17(2) 0.570(8) 0.81(2) 11.4(3) 4.12(5) 
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Figure 2.7 | UV/Vis/NIR spectra for CD2Cl2 solutions of 1 (blue) and 2 (red). Inset: Expanded view of the NIR region 
for 2. 

The spectrum obtained for 2 exhibits a markedly different profile than that of 1. The MLCT bands 

broaden and decrease in intensity, with the maximum shifted to νmax = 28409 cm–1. Additionally, 

new bands appear at νmax = 20703, 13986, 10952, and 4810 cm–1. Of the new bands, we assign the 

lowest energy feature, positioned in the NIR region with a molar absorption coefficient of εmax = 

3950 M–1cm–1, to an intervalence charge transfer (IVCT) band. This feature exhibits a bandwidth 

of Δν1/2 = 1403 cm–1, which is much lower than the theoretical bandwidth of ν°1/2, = (2310(νmax))1/2 

= 3333 cm–1 obtained considering a classical two-state model.68 Accordingly, this result suggests 

the presence of at least some degree of valence detrapping in the mixed-valence compound 2. 
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Further, the ratio between the experimental and the theoretical bandwidth gives the parameter Γ = 

1 – ν1/2/ν°1/2 = 0.58, which is close to the value of Γ = 0.50 expected at the Class II-Class III 

transition.69 Moreover, the relatively symmetric shape of the IVCT band lacks a cutoff on the lower 

energy side that is commonly observed in delocalized, Class III mixed-valence compounds (see 

Figure 2.7, inset).70 Taken together with the variable- temperature Mössbauer spectra and crystal 

structure, these results suggest that 2 may be best described as a Class II-III mixed-valence 

compound.71 Note that an examination of the solvent dependence of the IVCT transition was 

precluded due to the low stability of 2 in other solvents that have high transparency in the NIR 

region. Nevertheless, the solid-state spectrum of 2 was investigated by diffuse reflectance 

spectroscopy (see Figure 2.8). Although the detector limit did not allow full analysis of the IVCT 

band, the position and relative intensity of the NIR features are similar to those observed in 

solution.  

Figure 2.8 | Diffuse reflectance spectrum of 2 diluted with KBr powder at ambient temperature 
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To quantify the extent of electronic coupling and the energy of activation, the IVCT band was 

further analyzed. In the case of a delocalized Class III system, the electronic coupling parameter, 

is given as HAB = 0.5νmax = 2405 cm–1, which provides an upper limit of the coupling. Alternatively, 

HAB may be calculated using the classical two-site model considering the electron transfer distance 

in Å, rAB,70, 72 which gives HAB = 419 cm–1 in the case of 2. Here, the value of HAB represents a 

lower bound, as the electron transfer distance in the presence of significant electronic mixing with 

the ligand orbitals and/or between metal centers across the ligand can be considerably shorter than 

the geometrical distances obtained from the structural analysis. Furthermore, the energies of the 

thermal and optical processes are directly related, and the activation energy for thermal electron 

transfer in a Class II system is given as Ea = νmax/4 – HAB + HAB
2/νmax = 820 cm–1.68 As the value 

of HAB = 419 cm–1 represents the lower limit of electronic coupling, the true value of Ea in 2 should 

be smaller than 820 cm–1, which is consistent with the observation of a thermally-activated 

transition from a trapped to detrapped valence in the Mössbauer spectra. 

The double-exchange parameter B can also be extracted from the IVCT band. In the case of a 

delocalized Class III system, the most intense energy of the IVCT transition, νmax, is equated with 

the spin state transition in the ground state, 10B.73 This gives a double-exchange parameter of B = 

481 cm–1 for 2, which is nearly seven times larger than that extracted from the magnetic data (see 

below). The observed discrepancy arises due to the fact that this analysis assumes full electronic 

delocalization and neglects vibronic coupling and the role of the bridging ligand. Finally, note that 

the classical two-state theory cannot adequately describe electronic exchange for compounds near 

the Class II-Class III transition, and as such a complete understanding of the electronic structure 

of 2 requires a detailed theoretical analysis that is beyond the scope of this work 
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2.4.4 Static Magnetic Properties.  

To assess potential magnetic interactions in 1 and 2, variable-temperature dc magnetic 

susceptibility data were collected for solid samples under an applied field of 1 T. The resulting 

plots of χMT vs T for both compounds are shown in Figure 2.9. In the case of 1, χMT = 6.65 cm3 K 

mol−1 at 300 K, corresponding to two magnetically isolated S = 2 FeII centers with g = 2.08. As the 

temperature is decreased, the value of MT increases gradually down to 100 K and then more 

steeply, reaching a maximum value of 8.9 cm3 K mol−1 at 12 K. This increase in MT with 

decreasing temperature indicates weak ferromagnetic superexchange coupling between high-spin 

FeII centers through the diamagnetic bridging ligand, resulting in an S coupling between high-spin 

FeII centers through the diamagnetic bridging ligand, resulting in an S = 4 ground state. Below 12 

K, MT decreases sharply to a value of 3.86 cm3 K mol−1 at 1.8 K, stemming from Zeeman splitting, 

zero-field splitting, and potentially weak intermolecular interactions. In order to quantify the 

ferromagnetic superexchange in 1, the data were fit in the temperature range 18-300 K to the Van 

Vleck equation according to the spin Hamiltonian Ĥ = −2J(ŜFe1·ŜFe2), giving an exchange constant 

of J = +1.21(1) cm−1 and g = 2.08(1). Here, the magnitude of J is consistent with other examples 

of benzoquinonoid-bridged FeII
2 complexes. More specifically, |J| is larger than that of 0.70 cm−1 

reported for a tetraoxolene-bridged complex,74 but smaller than that of 2.90(2) cm−1 reported for a 

tetraazalene-bridged complex.62 This intermediate value is expected, given the presence of two 

hydroxo and two imino donors on the bridging ligand of 1. Finally, low-temperature magnetization 

data collected for 1 confirm the presence of an S = 4 ground state, with a fit to the data giving 

parameters of D = −4.9 cm−1 and g = 2.1 (see Figure 2.10). 
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In contrast, the plot of MT vs T for 2 exhibits a markedly different profile. The value of MT at 

300 K of 9.97 cm3 K mol−1 is considerably higher than that expected for isolated S = 2 FeII and S 

= 5/2 FeIII centers with g = 2.00. As the temperature is decreased, MT undergoes a nearly 

monotonic increase to reach a maximum value of 12.38 cm3 K mol−1 at 40 K, very close to that 

expected for exclusive population of an S = 9/2 ground state. Indeed, low-temperature 

magnetization data confirm this ground state, with a fit to the data giving parameters of D = +3.4 

cm−1 and g = 2.1 (see Figure 2.11).75 Considering the evidence for electron hopping in 2, as 

ascertained from Mössbauer and UV/Vis/NIR spectra, the data were modeled using the Van Vleck 

equation according to the Hamiltonian Ĥ = −2J(ŜFe1·ŜFe2ÔFe1 + ŜFe1·ŜFe2ÔFe2) + BTAB, where J and 

B are the Heisenberg and double-exchange constants, respectively.76 Accordingly, fits to the data  

Figure 2.9 | Variable-temperature dc magnetic susceptibility data for 1 (blue) and 2 (red), 
collected under an applied field of 1 T. The black lines correspond to fits of the data 



44 
 
in the temperature range 65-300 K give values of J = +8.9(7) cm−1, B = 69(4) cm−1

 , and g = 

2.01(1). Note that small changes to the low-temperature limit of data included in fitting leads to 

large variation in J and B, likely owing to the lack of significant temperature dependence of the 

MT vs T data. Moreover, these parameters represent the average values of the three 

crystallographically distinct intramolecular Fe···Fe contacts. As such, these values should be 

regarded as estimates. Below 50 K, the data undergo a sharp downturn as a result of zero-field and 

Zeeman splitting. 

The value of B = 69(4) cm−1 obtained for 2 is smaller than those previously reported in other 

double-exchange complexes. Previously reported mixed-valence [Fe2]V complexes exhibit values 

of B = 943Error! Bookmark not defined.a-132025b cm−1, while a [V2]V complex was shown to 

feature a double-exchange parameter of B = 122 cm−1.4040,77 This difference likely stems in part 

from the large intramolecular Fe···Fe distance of 8.029(4) Å in 2, compared to those of 2.509(6)35b-

2.7485(5)37 Å and 6.188 Å4040 previously observed in the [Fe2]V complexes and [V2]V complex 

noted above, respectively. Indeed, to the best of our knowledge, 2 features the largest 

intramolecular metal-metal separation yet observed in a complex the exhibits a double-exchange 

mechanism, although we note that a radical-radical separation of ca. 22 Å has been observed for 

an S = 3/2 organic molecule with electron delocalization between two nitronyl nitroxide centers 

mediated through a bridging CoIII bis(semiquinonate) unit. 78  Nevertheless, the present result 

demonstrates the ability of quinonoid bridging ligands to mediate electron hopping through 

double-exchange coupling between high-spin metal centers.  
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Figure 2.10 | Low-temperature magnetization data for 1 at selected fields. Black lines indicate fits to data. 

 

Figure 2.11 | Low-temperature magnetization data for 2 at selected fields. Black lines indicate fits to data 
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2.4.5 Dynamic Magnetic Properties.  

Finally, in order to probe for slow magnetic relaxation in 1 and 2, variable-frequency ac magnetic 

susceptibility data were collected on solid samples. Under zero applied dc field, neither compound 

exhibits slow magnetic relaxation above 1.8 K and below 1500 Hz. However, upon application of 

a 750 Oe dc field, which provides the slowest dynamics as confirmed by field dependence of 

variable-frequency ac susceptibility data, temperature-dependent features are observed for 1 in the 

plot of M′′ vs  (see Figure 2.12). These isotherms were used to construct Cole-Cole plots, which 

were fit considering a generalized Debye model to extract a relaxation time at each temperature.544 

As depicted in the inset of Figure 2.12, the relaxation time of 2 exhibits thermally-activated 

behavior at high temperature, with a linear fit to the data in the temperature range 2.2-2.4 K 

providing a relaxation barrier of 14(1) cm−1. Note that, owing to the weak intramolecular Fe···Fe 

exchange of J = +1.21(1) cm−1 in 1, this slow relaxation may involve spin excited states in addition 

to the S = 4 ground state. 

Under an applied dc field of 750 Oe, 2 exhibits only tails at high frequency above 1.8 K, and 

therefore features a much smaller relaxation barrier than 1. Accordingly, the complex 

[(Me3TPyA)2FeII
2(L)]n+ can be described as a redox-switchable single-molecule magnet, where 

one-electron redox chemistry can be employed to significantly modulate magnetic relaxation time. 

To date, very few redox-switchable single-molecule magnets have been reported,79 including a 

cyano-bridged Mn4Re cluster,80 a nindigo-bridged Co2 complex,81 and an azophenine-bridged Fe2 

complex.62 This class of molecules could find use in devices such as single-molecule transistors, 

where a gate voltage can be used to reversibly switch spin state and relaxation dynamics. 82 

Interestingly, the presence of tails in the plot of M′′ vs  for 2 suggests slow magnetic relaxation, 
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albeit corresponding to a miniscule relaxation barrier, in spite of a positive D value extracted from 

magnetization data. As fitting magnetization data is often an unreliable method for obtaining the 

sign of zero-field splitting parameters, we cannot rule out the possibility that D is in fact negative. 

Nevertheless, recent work has uncovered a number of single-molecule magnets with positive D 

values confirmed by high-field EPR measurements.26 c,83  

 

Figure 2.12 | Variable-frequency ac susceptibility data for 1, collected under an applied dc field of 750 Oe in the 
temperature range 1.8 (blue) to 2.7 (red) K. Inset: Arrhenius plot of relaxation time, with a linear fit giving Ueff = 14(1) 
cm−1. 

The presence of slow magnetic relaxation in 2 is consistent with the Mössbauer spectra presented 

above, which reveal slow paramagnetic relaxation at 5 K even at zero field, because Mössbauer 

spectroscopy probes a much faster timescale, and therefore higher temperature range, than ac 
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magnetic susceptibility. As such, we hypothesize that fast relaxation processes, such as quantum 

tunneling or spin-spin relaxation, are operative in 2 at the low temperatures probed by ac 

susceptibility. Indeed, a similar phenomenon, where slow magnetic relaxation is evident from 

zero-field Mössbauer spectra but only from ac susceptibility under an applied dc field, has been 

reported in mononuclear trigonal pyramidal84 and linear, two-coordinate85 FeII complexes. 

2.5 SUMMARY AND OUTLOOK 

The foregoing results demonstrate that quinoid bridging ligands can mediate electron hopping 

between metal centers through a double-exchange mechanism in mixed-valence Fe2 complexes, 

as exemplified in the S = 9/2 complex [(Me3TPyA)2Fe2(L)]3+, thereby providing the first example 

of double-exchange through an organic ligand between Fe centers. Accordingly, variable-

temperature dc magnetic susceptibility data can be modelled considering double-exchange, with a 

fit to the data providing values of J = +8.9(7) cm−1 and B = 69(4) cm−1. Moreover, variable-

temperature Mössbauer spectra for this complex reveal a thermally-induced transition from a 

valence-trapped to detrapped state, with an activation energy for electron hopping of 63(8) cm–1. 

Finally, while the mixed-valence complex exhibits only tails in the ac magnetic susceptibility, a 

corresponding one electron-reduced FeII
2 complex displays single-molecule magnet behavior with 

a relaxation barrier of Ueff = 14(1) cm−1. Work is underway to elucidate the role of benzoquinone 

substitution in governing double-exchange and to incorporate benzoquinone bridges into mixed-

valence extended solids. 
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3 PH-DEPENDENT SPIN-STATE POPULATION AND 19F NMR CHEMICAL 

SHIFTS VIA REMOTE LIGAND PROTONATION IN AN IRON(II) COMPLEX 

3.1 ABSTRACT 

The synthesis and characterization of an FeII complex, [(LH2)Fe]2+ (3), which undergoes a 

deprotonation-induced change in spin state population is described. Variable temperature solution 

phase magnetic susceptibility data collected via the Evans method demonstrate spin-crossover 

behavior at pH 4.47, while at pH 7.78 the high spin state almost completely stabilized more 

stabilized. We attribute this shift toward greater population of the S = 2 state with increasing pH 

to a decreased ligand field strength of L2− vs H2L, owing to the weaker  acidity of the latter. This 

change in the population of S causes a 30.47 ppm shift in the 19F resonance frequency of 3 at 37 

°C. To the best of our knowledge, [(LH2)Fe]2+ represents the first example of an 19F MRS pH 

probe that employs a pH-induced spin state change 

3.2 INTRODUCTION 

The development of transition metal-based molecules and materials that can be switched between 

low-spin and high-spin electronic states has constituted a highly active area of research over the 

past several decades.86 Indeed, the magnetic bistability of such spin-crossover compounds make 

them potential candidates for molecular switches87 and chemical sensors,88 as the spin transition 

can be controlled by a number of external stimuli, such as temperature,89 pressure,90 and light.91 

Recently, we and others have begun to explore the potential for spin-switchable molecules as 

bioresponsive sensors for temperature,92 anions,93 and enzyme activity.94 Given the relationship 

between tissue acidosis and diseases, including cancer 95  and ischemia, 96  a compound that 
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undergoes a spin state transition as a function of pH could serve as a valuable tool for pH sensing. 

Nevertheless, pH-induced spin state switching is rare, and the only compounds that have 

demonstrated such behavior exhibit pKa values that are unsuitable for biological sensing 

applications.97 

One approach toward biological pH sensing is to employ pH-induced changes in the chemical shift 

of 19F resonances, typically caused by an interconversion between species of different protonation 

states. Here, the use of 19F magnetic resonance spectroscopy (MRS) offers key advantages over 

the more commonly employed 1H MRS, including most notably the absence of endogenous 

fluorine in living systems.98 Furthermore, the resonance frequency of the 19F nucleus is highly 

sensitive to its chemical environment so that small changes in spin density lead to drastic changes 

in chemical shift.99 Indeed, diamagnetic 19F MRS pH sensors with values near pKa = 7 have been 

developed for in vivo applications, where over 12 ppm variation in 19F chemical shift was observed 

between the protonated and deprotonated forms.100 In addition, the sensitivity of 19F MRS sensors 

can be further improved by incorporating paramagnetic metal ions, as the difference in resonance 

frequency between the protonated and deprotonated forms is amplified by the presence of contact 

(through-bond) and dipolar (through-space) contributions to the chemical shift.101 

We previously demonstrated that spin-crossover FeII complexes can facilitate chemical shift-based 

MR thermometry.99a Here, since both the contact and dipolar contributions to the paramagnetic 

chemical shift scale with S(S+1), 102  small changes in the electronic spin, S, due to thermal 

population of the high-spin state afforded a dramatic increase in resonance frequency with 

temperature. Building on these results, we sought to develop a spin-crossover FeII complex that 

undergoes a deprotonation-induced spin state change near biological pH for 19F chemical shift-
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based pH sensing. Herein, we report the synthesis and characterization of an FeII complex that 

features a new 1,4,7-triazacyclononane (TACN) ligand appended with three 2-picolyl donors, and 

demonstrate that pH-induced spin state switching can engender highly sensitive 19F MRS pH 

probes. To our knowledge, this work provides the first example of a 19F MR pH sensor that 

employs a pH-induced spin-crossover.  

In order to develop an 19F MR probe that undergoes a pH-induced spin state transition, we set out 

to design a ligand that (1) forms a water-soluble complex with FeII, (2) features an 19F reporter 

group, and (3) affords a ligand field that changes dramatically with pH. Toward this end, we 

selected 4-hydroxy-3,5-dimethyl-2-pyridyl groups as the pH sensing moieties, because the ability 

of hydroxylpyridines to engender significant changes in the electronic structure of transition metal 

compounds upon protonation or deprotonation has been demonstrated in Fe-,103 Co-,104 Re-,105 Ru-

,106 and Ir-based107 compounds. We thus hypothesized that incorporating hydroxylpyridine groups 

into a spin-crossover complex would create a compound with a pH-sensitive spin state population 

(see Figure 3.1). Along these lines, we targeted the ligand LH2, based on a modification of our 

previously reported 19F spin-crossover temperature sensor99a with hydroxylpyridine substituents. 
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Figure 3.1 | Scheme depicting the mechanism for pH sensing using the FeII complex [(LHx)Fe]x+ where x = 0–2. With 
increasing pH, the pendent hydroxylpyridine groups become deprotonated, and the resulting weaker ligand field 
leads to a higher population of the S = 2 spin state. This spin state dependence gives a dramatic change in the 19F 
resonance frequency as a function of pH. 

3.3 EXPERIMENTAL SECTION 

3.3.1 General Considerations.  

Unless otherwise specified, the manipulations described below were carried out under a dinitrogen 

atmosphere in a glovebox or using standard Schlenk line techniques. For water-free manipulations, 

glassware was oven-dried at 150 °C for at least 4 h and allowed to cool under vacuum prior to use. 

Acetonitrile (MeCN), dichloromethane (CH2Cl2), diethyl ether (Et2O) and methanol (MeOH) were 

dried using a commercial solvent purification system from Pure Process Technology and stored 

over 3 or 4 Å molecular sieves prior to use. Water was obtained from a purification system from 

EMD Millipore. Elemental analysis was conducted by Midwest Microlab Inc. Deuterated solvents 

were purchased from Cambridge Isotope Laboratories. The compounds H2Ts-TACN and 3-fluoro-

2-formyl-6-methylpyridine were synthesized following literature procedures.92a All other 

compounds were purchased from commercial vendors and used without further purification. 
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3.3.2 Synthesis of N, Nඁ-di(4-methoxy-3,5-dimethyl-2-picoyl)-N഻഻-monotosyl-1,4,7-

triazacyclononane.  

Ts-TACN (1.8 g, 6.4 mmol) and 2-(chloromethyl)-4-

methoxy-3,5-dimethylpyridine hydrochloride (2.82 g, 12.7 

mmol) were dried for 12 h under vacuum before being 

added to a flame-dried 200 mL Schlenk flask along with dry 

DIPEA (8.4 g, 65 mmol) and dry MeCN (50 mL). The 

reaction mixture was stirred and heated at 60 °C under a 

dinitrogen atmosphere. The reaction was followed by ESI-MS, which indicated a complete 

reaction after 16 h. The resulting white suspension was cooled to room temperature and evaporated 

to dryness to give an orange oil and white crystalline solid. The crude mixture was dissolved in 

1M aqueous NaOH solution (30 mL) and extracted with CH2Cl2 (4 × 50 mL). The organic layer 

was dried with MgSO4(s), filtered and evaporated to dryness under reduced pressure to give an 

orange oil. The crude product was purified by column chromatography using silica gel. The 

column was loaded with 5% triethylamine (TEA) in hexanes and initially run with 1.5% TEA in 

1:1 EtOAc/hexanes to remove excess 2-(chloromethyl)-4-methoxy-3,5-dimethylpyridine starting 

material. Then the solvent mixture was changed to 2% TEA in EtOAc to elute the title compound, 

which was obtained as a white oily solid after removing the solvent under reduced pressure (2.2 g, 

3.8 mmol, 59%). ESI-MS (m/z): Calcd. for C31H42N5O4S (M+H)+: 582.30, found 582.30. 1H NMR 

(500 MHz, CDCl3, 25 °C):  8.10 (s, 2H), 7.54 (d, J = 8.2 Hz, 2H), 7.22 (d, J = 7.9 Hz, 2H), 3.70 

(s, 4H), 3.70 (s, 6H), 3.01 (d, J = 8.4 Hz, 8H), 2.62 (s, 4H), 2.38 (s, 3H), 2.28 (s, 6H), 2.21 (s, 6H).   
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3.3.3 Synthesis of N, Nඁ-di(4-hydroxy-3,5-dimethyl-2-picoyl)- 1,4,7-triazacyclononane. 

N, Nʹ-di(4-methoxy-3,5-dimethyl-2-picoyl)-Nʹʹ-monotosyl-

1,4,7-triazacyclononane (1.9 g, 3.3 mmol) and a magnetic 

stir bar were introduced into a 25 mL round bottom flask. 

To this, concentrated H2SO4 solution (10 mL) was slowly 

added and the resulting orange-yellow mixture was placed 

under vacuum for 1 h to remove all traces of oxygen.  Afterwards, the reaction flask was connected 

to a reflux condenser and the homogeneous orange solution was heated to 160 °C under a 

dinitrogen atmosphere with stirring temperature for 16 h. The resulting black reaction mixture was 

cooled to room temperature and then added to stirring EtOH (60 mL) at −20 °C. Subsequent 

addition of Et2O (300 mL) resulted in the formation of a pale brown suspension, which was filtered 

to give a black hygroscopic solid. The solid was dissolved in saturated aqueous K2CO3 solution 

(10 mL) and EtOH (200 mL) was added to create a biphasic mixture, which was stirred at 25 °C 

for 30 min. The EtOH layer was collected and filtered to give an orange solution which was 

evaporated to dryness to give an orange oil. The crude product was dissolved in MeCN (50 mL) 

and concentrated AcOH solution (1 mL) was added to generate the neutral species. The resulting 

solution was evaporated to dryness to give a mixture of brown oil and a white crystalline solid. 

This mixture was triturated with CH2Cl2 (100 mL) and the supernatant was filtered and evaporated 

to dryness to give the product as an orange oil (0.75 g, 1.9 mmol, 58%).  ESI-MS (m/z): Calcd. for 

C22H33N5O2 (M+H)+: 400.27, found 400.28. 1H NMR (500 MHz, CD3OD, 25 °C):  7.49 (s, 2H), 

3.65 (s, 4H), 2.91 – 2.76 (m, 8H) 2.47 (broad s, 4H), 1.97 (s, 6H), 1.96 (s, 6H).  
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3.3.4 Synthesis of N, Nඁ-di(4-hydroxy-3,5-dimethyl-2-picoyl)-N഻഻-mono(3-fluoro-6-methyl-2-

picolyl)-1,4,7-triazacyclononane (LH2) 

N, Nʹ-di(4-hydroxy-3,5-dimethyl-2-picoyl)-1,4,7-

triazacyclononane (0.75 g, 1.9 mmol) and 3-fluoro1-2-

formyl-6-methylpyridine (0.28 g, 2.0 mmol) were added 

to a 100 mL Schlenk flask in a dinitrogen atmosphere 

glove box. To this, dry CH2Cl2 (40 mL) was added and 

the flask sealed with a septum. This yellow solution was 

stirred at 40 °C for 1 h in the glove box. Next, solid 

NaHB(OAc)3 (1.3 g) was added and the reaction was 

followed by ESI-MS. After stirring for 1 h, the reaction was 85% complete and did not improve 

upon further heating. Therefore, the reaction mixture was cooled to room temperature, brought out 

of the glove box, and quenched with concentrated aqueous K2CO3 solution (20 mL). The resulting 

solution was extracted with CH2Cl2 (3 × 50 mL). The organic layers were collected, dried with 

MgSO4(s), and filtered. The solvent was removed under reduced pressure to give a pale yellow 

powder. This powder was dissolved in MeCN (4 mL) and concentrated AcOH solution (1 mL) 

was added. This solution was evaporated to dryness to give an orange oil which was triturated with 

CH2Cl2 (5 mL) and filtered through diatomaceous earth. The filtrate was evaporated to dryness to 

give the crude product as a yellow solid. The ligand was purified by column chromatography using 

aluminum oxide basic and 0–10% H2O in MeCN as eluent. The ligand was obtained as a yellow 

solid after removing the solvent under reduced pressure (0.12g, 0.22 mmol, 12%). ESI-MS (m/z): 

Calcd. for C29H39FN6O2 (M+H)+: 523.32, found 523.33. 1H NMR (500 MHz, CDCl3, 25 °C): 
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7.29 (s, 2H), 7.24 – 7.13 (m, 1H), 6.99 (dd, J = 8.5, 3.6 Hz, 1H), 3.83 (s, 2H), 3.64 (s, 4H), 2.87 

– 2.76 (m, 4H), 2.72 – 2.65 (m, 4H), 2.62 (s, 4H), 2.34 (s, 3H), 1.95 (s, 6H), 1.94 (s, 6H). 19F NMR 

(376 MHz, CDCl3, 25 °C): −129.91 (d, J = 7.2 Hz). 

3.3.5 Synthesis of [(LH2)Fe](BF4)2. 

 Under an inert atmosphere of dinitrogen, a pale pink suspension of [Fe(H2O)6](BF4)2 (0.097 g, 

0.29 mmol) in MeCN (2 mL) was added dropwise to a stirring light orange solution of LH2 (0.15 

g, 0.29 mmol) in MeCN (6 mL). The resulting dark green solution was stirred at ambient 

temperature for 3 h and then filtered. The dark green filtrate was concentrated under reduced 

pressure to give a dark green-brown film. This film was dissolved in deionized H2O at 60 °C and 

upon cooling to room temperature, light green-yellow crystalline solid formed. This solid was 

washed with cold deionized H2O (1 mL) and dried under vacuum for 16 h to give the title 

compound (0.11 g, 0.15 mmol, 52%).  Anal. Calcd. for C29H39B2F9FeN6O2: C, 46.31%; H, 5.23%; 

N, 11.17%. Found: C, 45.79%; H, 5.33%; N, 11.17%. Yellow-green block-shaped crystals of 

[(LH2)Fe](BF4)2 suitable for X-ray diffraction analysis were grown by slow cooling of a 

concentrated H2O solution of the compound. 

3.3.6 X-ray Structure Determination. 

 Single crystals of [(LH2)Fe](BF4)2 were directly coated with deoxygenated Paratone-N oil, 

mounted on a MicroMounts rod and frozen under a stream of dinitrogen during data collection. 

Crystallographic data were collected at 100 K using a Bruker Kappa Apex II diffractometer 

equipped with a Triumph detector, a MoKα source, and MX Optics. Raw data were integrated and 

corrected for Lorentz and polarization effects with SAINT v8.27B.108 Absorption corrections were 

applied using SADABS. 109  Space group assignments were determined by examination of 
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systematic absences, E-statistics, and successive refinement of the structures. Structures were 

solved with SHELXT 110  and further refined with SHELXL 111  operated within the OLEX2 

interface.112 Positional disorder of the (BF4)− anions was modeled with partial occupancies. All 

non-acidic hydrogen atoms were placed at calculated positions using suitable riding models and 

refined using isotropic displacement parameters derived from their parent atoms. The 

hydroxylpyridine protons were found in the Fourier difference map and were freely refined. 

Thermal parameters were refined anisotropically for all non-hydrogen atoms. Crystallographic 

data and the details of data collection are listed in Table 3.1.  

3.3.7 Solution magnetic measurements.  

The solution magnetic moments of [(LHx)Fe]x+ were determined using the Evans method,113 by 

collecting variable-temperature 1H NMR spectra using an Agilent DD2 500 MHz (11.7 T) 

spectrometer. Samples for measurements were prepared according to the following protocol. A 50 

L aliquot of a 14.0 mM stock solution of [(LH2)Fe](BF4)2 in deoxygenated H2O was dissolved in 

0.45 mL of deoxygenated 100 mM phosphate buffer solutions containing 2% (v/v) 

dimethylsulfoxide (DMSO) as a reference. The pH of the phosphate buffer solutions ranged from 

5.4 to 7.8. Blank samples containing 50 L water and 0.45 mL of the same DMSO/phosphate 

buffer solutions were also created for each pH value. The samples were added to NMR tubes 

equipped with flame-sealed capillaries containing 2% (v/v) TFA and 5% (v/v) DMSO in D2O 

reference solutions. The frequency differences of the DMSO resonance in the sample and reference 

solutions from the blank samples were subtracted from the analogous DMSO frequency 

differences of the [(LH2)Fe](BF4)2 samples. The average of three measurements afforded the 

resulting data. All data were corrected for diamagnetic contributions (determined from elemental 
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analysis) from the core diamagnetism of each sample (estimated using Pascal’s constants).114 The 

paramagnetic molar susceptibility M
para (cm3 mol−1) was calculated using the following equation: 

113 

M
para  = (3Mw)/(4π0m − M

dia                                         (1) 

In this equation, is the frequency difference (Hz) between the tert-butyl resonance of tert-

butanol in the sample and reference solutions, Mw is the molecular mass of the paramagnetic 

compound (g mol−1), 0is the operating frequency of the NMR spectrometer (Hz), m is the 

concentration of the paramagnetic compound (g cm−3), and M
dia is the diamagnetic contribution 

to the molar susceptibility (cm3 mol−1). 

3.3.8 NMR spectroscopy.  

1H and 19F NMR spectra of ligand LH2 and ligand precursors were collected at 25 °C on either an 

Agilent DD2 500 MHz (11.7 T) system, at 500 and 470 MHz frequencies respectively, or on an 

automated Agilent DD MR 400 MHz (9.40 T) system equipped with Agilent 7600 96-sample 

autosampler, at 400 and 376 MHz frequencies respectively. Variable-temperature 19F NMR spectra 

of [(LH2)Fe](BF4)2 were collected on an Agilent DD2 500 MHz (11.7 T) system at 470 MHz. 

NMR spectra of samples in 100 mM phosphate buffer solutions containing 2% (v/v) DMSO at 

various pH values were acquired using 1% solutions of trifluoroacetic acid (TFA) in D2O in an 

inner capillary to lock the sample. Chemical shift values () are reported in ppm and referenced to 

residual proton signals from the deuterated solvents for all 1H NMR spectra (7.26 ppm for CDCl3 

and 3.31 ppm for CD3OD). 19F NMR chemical shift values for spectra recorded in CDCl3 were 

referenced to trichlorofluoromethane (CFCl3) at 0 ppm. For variable-pH NMR spectra of 
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[(LHx)Fe]x+

 in 100 mM phosphate buffer solutions, the 19F NMR chemical shift values are 

referenced to TFA at 0 ppm. All coupling constants (J) were measured in Hertz (Hz). The 

MestReNova 10.0 NMR data processing software was used to analyze and process all recorded 

NMR spectra. 

3.3.9 UV-Visible absorption measurements. 

 UV-Visible experiments were carried out on an Agilent Cary 5000 UV-Vis-NIR spectrometer. 

Spectra were collected in the 200–800 nm range for 70 M samples of [(LHx)Fe]x+ in 100 mM 

phosphate buffer solutions containing 2% (v/v) DMSO at various pH values. 

3.4 RESULTS AND DISCUSSION  

 

Figure 3.2 | Synthesis of ligand LH2. 

3.4.1 Synthesis and X-Ray Crystallography. 

The ligand LH2 was prepared following a four-step synthesis outlined in Figure 3.2. Incorporation 

of two 4-methoxy-3,5-dimethyl-2-picolyl donors onto a tosylated 1,4,7-triazacyclononane 

57% yield

69% yield66% yield

15% yield
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(TACN) macrocycle via nucleophilic substitution reaction, followed by deprotection with H2SO4 

and reductive amination with 3-fluoro-6-methyl-2-pyridinecarboxaldehyde, afforded LH2 as a 

yellow solid. Under anaerobic conditions, reaction of LH2 with one equivalent of [Fe(H2O)6](BF4)2 

in MeCN yielded a green-brown film. Subsequent trituration with CH2Cl2 and THF, followed by 

slow cooling of an aqueous solution, afforded yellow-green block-shaped crystals of 

[(LH2)Fe](BF4)2 (3).  

Single-crystal X-ray diffraction analysis for 3 was carried out at 100 K (see Figure 3.3 and Table 

3.1). The compound crystallized in the orthorhombic space group Pbca, with one [(LH2)Fe]2+ 

cation and two [BF4]− anions in the asymmetric unit. The two acidic protons on the 

hydroxylpyridine moieties were located in the Fourier difference map and were freely refined. The 

coordination environment at the FeII center in [(LH2)Fe]2+ is highly distorted from octahedral 

geometry. The Fe–N bond distances range from 2.109(5) to 2.223(5) Å with an average distance 

of 2.165(5) Å, and the N–Fe–N angles range from 75.1(2) to 111.3(2)° with an average angle of 

90.8(2)°. These structural metrics indicate the presence of high-spin FeII in the solid state at 100 

K. Considering the observation of low-spin FeII in related compounds at 100 K, 7b,115 we surmise 

the high-spin FeII in 3 likely results from crystal packing effects. 
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Table 3.1 | Crystallographic data for [(LH2)Fe](BF4)2. 

Empirical formula C29H39B2F9FeN6O2  

Formula weight, g mol−1 752.13  

Temperature, K 100.0  

Crystal system Orthorhombic  

Space group Pbca  

a, Å 15.049(11)  

b, Å 14.809(10)  

c,Å 29.11(2)  

α ,° 90  

β, ° 90  

γ, ° 90  
V, Å3 6486(8)  

Z 8  

ρcalc, g cm−3 1.540  

μ, mm−1 0.556  

F(000) 3104.0  

Crystal size, mm3 0.256 × 0.103 × 0.076  

Radiation MoKα (λ = 0.71073 Å)  

Reflections collected 51003  

Independent reflections 5963 [Rint = 0.0720, Rsigma = 0.0415]  

Goodness-of-fit on F2 1.032  

Final R indexes (I > 2σ(I)) R1 = 0.0786,a wR2 = 0.1887 b  

Final R indexes (all) R1 = 0.1199,a wR2 = 0.2141b  

Largest diff. peak/hole, e− Å−3 1.36 / −0.61  
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3.4.2 UV-Visible Absorption Measurements.  

We next examined the effects of pH on the electronic structure of 3 in aqueous solution. UV-

Visible absorption spectra were collected in 100 mM phosphate buffer solutions containing 2% 

(v/v) DMSO between pH 5.39 and 7.94 at 25 °C (see Figure 3.4). At pH 7.94, the UV-Vis spectrum 

displays an intense absorption band at 271 nm (max = 27,000 M−1 cm−1) and three less intense 

bands at 334 (max = 2,300 M−1 cm−1), 416 (max = 960 M−1 cm−1), and 453 nm (max = 1,200 M−1 

cm−1). We assign these features to and metal-ligand charge transfer (MLCT) transitions, 

respectively, as observed in similar compounds.115,116  As the pH was decreased to 5.39, the 

intensity of the  absorption decreased (max = 12,000 M−1 cm−1), while the intensities of the 

MLCT bands increased significantly with a concomitant shift to 383 (max = 2,800 M−1 cm−1) and 

451 nm (max = 1,600 M−1 cm−1). This increase in MLCT band intensity with decreasing pH 

suggests that the low-spin state becomes more populated when the ligand is fully protonated.92a,117 

Furthermore, the presence of two isosbestic points at 325 and 472 nm indicates an equilibrium 

between different protonation states of [(LHx)Fe]x+ (x = 0–2) in the biological pH range.  

Figure 3.3 | Crystal structure of the complex cation in 1. Orange, green, 
red, blue, gray, and white spheres represent Fe, F, O, N, C, and H atoms 
respectively; non-hydroxyl H atoms are omitted for clarity. 
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Figure 3.4 | Variable-pH UV-Vis spectra for [(LHx)Fe]x+ in 100 mM phosphate buffer solutions containing 2% (v/v) 
DMSO. Spectra were measured at 25 °C in the pH range 5.39–7.94. Colored numbers in the legend denote the pH of 
the solutions measured with a pH electrode.  

3.4.3 Solution-Phase Magnetic Susceptibility. 

To probe the magnetic properties and solution electronic structure of 3 as a function of pH, 

variable-temperature dc magnetic susceptibility data were collected using the Evans method113 in 

the temperature range 5–60 °C, in 100 mM phosphate buffer solutions with 2% (v/v) DMSO added 

as a reference (see Figure 3.5). At pH 4.74, the value of MT increases with increasing temperature 

from 1.78(1) cm3 K mol−1 at 5 °C to 2.40(1) cm3 K mol−1 at 60 °C. This temperature dependence 

indicates the presence of thermally-induced spin-crossover, with significant population of both an 

S = 0 ground state and S = 2 excited state in this temperature range. Assuming a value of g = 2 for 
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the S = 2 state, insertion into the Curie equation gives percentages of high-spin molecules (%HS) 

of 59% at 5 °C and 80% at 60 °C.118 In contrast, the variable-temperature magnetic susceptibility 

for an analogous solution of 3 at pH 7.82 show much less temperature dependence. Here, MT 

increases only slightly with increasing temperature, from 2.62(1) cm3 K mol−1 at 5 °C to 2.70(1) 

cm3 K mol−1 at 60 °C, corresponding to %HS = 87% at 5 °C and 90% at 60 °C. We attribute this 

shift toward greater population of the S = 2 state with increasing pH to a decreased ligand field 

strength of L2− vs H2L, owing to the weaker  acidity of the latter.  

 

Figure 3.5 | Variable temperature Evans method magnetic susceptibility data for [(LH2)Fe]2+ in a 100 mM phosphate 
buffer with 2% v/v DMSO at pH 4.74 and pH 7.82. 

 To further probe the pH dependence of the spin state of 3, dc magnetic susceptibility data 

were collected as a function of pH at 25 and 37 °C (see Figure 3.6). At 25 °C, MT rapidly increases 
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with increasing pH, from a value MT = 2.07(1) cm3 K mol−1 at pH 4.74 to MT = 2.64(1) cm3 K 

mol−1 at pH 7.82, corresponding to %HS = 69% at pH 4.74 and 88% at pH 7.82. The plot of MT 

vs pH at 37 °C exhibits similar behavior, albeit with less pronounced pH dependence, where MT 

increases from 2.20(1) cm3 K mol−1 at pH 4.74 (%HS = 73%) to 2.65(1) cm3K mol−1 at pH 7.82 

(%HS = 88%). These results are in accord with the variable-pH behavior observed in the UV-Vis 

analysis described above, and confirm the pH dependence of the spin state population in 3. 

 

Figure 3.6 | Variable pH Evans method magnetic susceptibility data for [(LH2)Fe]2+ in a 100 mM phosphate buffer 
with 2% v/v DMSO at 25 °C (blue) and 37 °C (red). 
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Figure 3.7 | | Variable-pH 19F NMR spectra of [(LHx)Fe]x+ in 100 mM phosphate buffer solutions containing 2% (v/v) 
DMSO at 25 °C. The 19F chemical shift of all spectra are referenced to TFA at 0 ppm. Black numbers on the left denote 
the pH of the solutions measured with a pH electrode. 

 

Figure 3.8 | Variable-pH 19F NMR spectra of [(LHx)Fe]x+ in 100 mM phosphate buffer solutions containing 2% (v/v) 
DMSO at 37 °C. The 19F chemical shift of all spectra are referenced to TFA at 0 ppm. Black numbers on the left 
denote the pH of the solutions measured with a pH electrode. 
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3.4.4 Variable-pH 19F NMR Spectroscopy. 

Finally, we aimed to determine the effect of the pH-dependent spin state population on the 19F 

NMR resonance frequency of 3. Variable-pH 19F NMR spectra were collected on 2 mM solutions 

of 3 in 100 mM phosphate buffers with 2% (v/v) DMSO at 25 and 37 °C (see Figures 3.7 and 3.8). 

In the pH range 4.61–7.74, these spectra display a single 19F resonance from the metalated ligand. 

At pH 4.61, when the hydroxylpyridine groups are predominantly protonated, the 19F resonance 

appears at 11.89 ppm vs trifluoroacetic acid (TFA) at 25 °C. As the pH is increased, this resonance 

frequency shifts downfield, following sigmoidal behavior to a maximum value of 47.03 ppm at 

pH = 7.74. The data at 37 °C exhibit a similar pH profile, albeit with a slightly smaller pH 

dependence, where the 19F chemical shift increases from 13.10 to 43.57 ppm from pH 4.61 to 7.74 

(see Figure 3.9). These data were fitted to a Boltzmann sigmoidal function according to Equation 

2:119  

 = A2 + (A1 − A2)/(1 + exp ((pH − pKa)/dx))                 (2)

 

Figure 3.9 | Plot of variable pH 19F NMR resonances of  [(LH2)Fe]2+ in a 100 mM phosphate buffer with 2% v/v 
DMSO at 25 °C and 37 °C. All were spectra are referenced TFA which was set to 0 ppm. 
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Table 3.2 | Parameters obtained from sigmoidal fits of the 19F chemical shift vs pH data for [(LHx)Fe]x+ to Equation 1 

 25 °C 37 °C 

Adj. R2 0.99981 0.99988 
A1 9.5(3) 11.0(2) 
A2 48.3(2) 44.5(1) 

pKa 6.03(1) 5.97(1) 
dx 0.51(1) 0.50(1) 

 

where  is the observed 19F chemical shift, A2 is the theoretical chemical shift of the fully 

deprotonated species, A1 is the theoretical chemical shift of the fully protonated species, dx is a 

parameter describing the steepness of the curve, and pKa is obtained as the inflection point of the 

curve. Fits to the data provided estimated pKa values of 6.03(1) at 25 °C and 5.97(1) at 37 °C. 

Further, rearranging Equation 1 and inserting the values obtained from the sigmoidal fit of each 

curve (see Table 3.2) gives Equations 3 and 4 for the data at 25 and 37 °C, respectively, which 

relate chemical shift to pH: 

pH = 6.03 + 0.51 ln(−38.8 / ( − 48.3) − 1)             (3) 

pH = 5.97 + 0.50 ln(−33.6 / (− 44.5) − 1)                  (4) 

In addition, by applying a linear fit to the data between pH 5.25 and 6.95, the change in 19F 

chemical shift affords a pH sensitivity of 16.0(4) ppm per pH unit at 25 °C and 13.9(5) ppm per 

pH unit at 37 °C (see Figure 3.10). While this pH sensitivity may partially stem from electrostatic 

effects and/or small changes in geometry at FeII upon deprotonation, the dramatic change in 19F 

resonance frequency with pH strongly resembles the variable-pH MT data discussed above. This 

similarity suggests that the primary cause of the pH-induced change in 19F resonance frequency is 

an increase in population of the S = 2 state owing to deprotonation of the hydroxylpyridine donors. 
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Figure 3.10 | pH dependence of the 19F chemical shift of [(LHx)Fe]x+ vs TFA in 100 mM phosphate buffer solutions 
containing 2% (v/v) DMSO at 25 °C (blue) and 37 °C (red) between pH 5.25 and 6.95. Circles represent experimental 
data and black solid lines denote linear fits to the data (see equations on the graph). 

3.5 SUMMARY AND OUTLOOK 

The foregoing results demonstrate the potential utility of a pH-induced spin state change for pH 

sensing using 19F MRS. We show that a change in spin state upon deprotonation of [(LH2)Fe]2+ 

dramatically affects its 19F resonance frequency, which can be employed to quantitate pH. Indeed, 

this complex displays greater pH sensitivity than the current most-sensitive lanthanide-based 19F 

MRS sensors101b and the only reported transition metal-based 1H MRS pH sensor.120 To the best 

of our knowledge, [(LH2)Fe]2+ represents the first example of an 19F MRS pH probe that employs 

a pH-induced spin state change. While the oxygen sensitivity of this compound precludes it from 

in vivo experiments, the principles outlined here could inform the design of resonance frequency-
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based MR pH sensors. Future efforts will focus on developing similar compounds with higher 

stability under biological conditions. 
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4 UTILIZING PARACEST NMR PH SENSORS TO IMAGE MICROBIAL-INDUCED 

CORROSION  

4.1 INTRODUCTION 

Microbial induced corrosion of fuels and materials poses a serious impediment to the operation 

and maintenance of the US Air Force fleet and its supporting infrastructure.121 In particular, a 

number of corrosive microbes have been found to grow at the fuel-water interface in underground 

fuel storage tanks. These organisms consume alkanes in fuel, breaking down long-chain 

hydrocarbons into less combustible compounds, and releasing particulate matter into the fuels, 

which can interfere with engine performance.122 Furthermore, as these organisms grow, they efflux 

protons, leading to acidification of the surrounding media, which can increase the rate of fuel and 

material corrosion. 123  While microbial 

acidification is a well-known phenomenon, 

quantitative, time resolved studies of 

microbial pH gradient formation are 

unreported in a many of the microbial 

species that are most responsible for 

corrosion of fuels and materials. 

The lack of longitudinal pH studies on 

microbial induced corrosion is likely due to 

the difficulty of quantitatively measuring pH 

with high spatial and temporal resolution in 

living system. Traditional potentiometric pH 

 

Figure 4.1 | Crystal structure of Co2. Purple, green, 
magenta, red, blue, and gray spheres represent Co, Cl, P, O, 
N, and C atoms, respectively; H atoms are omitted for 
clarity.   
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measurements rely on the use of point detecting 

pH probes, which do not provide spatial 

resolution and which necessarily disturb pH 

gradients upon insertion of the probe. 

Furthermore, fluorescence-based pH indicators 

cannot be easily used to due to significant 

background fluorescence from the microbial 

films.  

Magnetic resonance imaging (MRI) could be an 

excellent candidate for measuring the pH of 

biofilms and their surrounding environment in 

three dimensions with excellent spatial 

resolution. Though the MR properties of water 

are necessarily pH dependent, the measurement 

of pH with MRI in biological systems commonly employs pH-sensing exogenous agents in order 

to obtain greater pH sensitivity.124 Among these are paramagnetic chemical exchange saturation 

transfer (PARACEST) agents which generate image contrast via selective radiation of a proton on 

the contrast agent which is in exchange with bulk water.125 PARACEST agents are particularly 

suited to measuring pH as the exchange rate of the contrast agent proton with the bulk water is 

inherently pH sensitive.126 Our group has recently developed a highly pH-sensitive PARACEST 

probe, Co2 (see Figure 4.1), which can be used to detect pH by measuring the ratio of the CEST 

intensity at 106 ppm vs 64 ppm.127 The aim of this project is to use Co2 to study the pH gradients 

 

Figure 4.2 | Photograph of PAO1 biofilm sample 
growing at the interface of 5mM Co2 in BH broth and 
biodiesel. 
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formed by living microbial films with high spatial resolution. By incubating these films in a 

solution of Co2 we can monitor the pH gradient over time without disturbing the solution with the 

goal to learn more about the rate and mechanism of microbial acid metabolism. 

While it would be ideal to measure these pH gradients in their natural environment, the 

MR imaging of an actual fuel tank system has several insurmountable problems, including the size 

and metal content of the fuel storage tanks. In this project, we will aim to recreate the fuel tank 

conditions on a much smaller scale, in an NMR tube (see Figure 4.2) Each sample will contain 

biodiesel layered on top of an aqueous solution of Co2 and will be inoculated with a strain of 

bacteria or yeast that is known to grow biofilms on the fuel water interface of fuel storage tank. As 

these films grow, we will employ a technique called slice-selective NMR to measure the pH along 

the vertical axis of the NMR tube.128 Slice-selective imaging is accomplished by applying a 

gradient pulse along the 1 cm active volume of the NMR coil. This changes the resonance 

frequency of the nuclei by changing he magnetic field as a function of position. By then applying 

a frequency-selective pulse, we can image a small slice of the NMR tube at various positions 

throughout the active volume of the NMR coil. While there are several reports of using slice-

selective 1H NMR to monitor reaction gradients, this technique has not yet been applied toward 

the study of microbes, nor has a pulse sequence yet been developed to allow for slice-selective 

PARACEST NMR. This chapter outlines the preliminary results of our PARACEST slice-selective 

imaging experiments and cell viability studies. 
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4.2 EXPERIMENTAL SECTION 

4.2.1 General considerations.  

All experiments were performed at the Air Force Research Lab in Dayton, OH. The synthesis 

of Co2 was performed as previously described.71 The preparation of all samples was performed in 

air at ambient temperatures unless otherwise stated. All materials for the preparation of microbial 

samples were autoclaved or sterilized with 70% isopropanol before inoculation. 

4.2.2 Cell viability studies 

 Cells cultures of Pseudomonas Protogens, Wickerhamomyces, and Candida Haemolens were 

grown overnight in tryptic soy broth (TSB), diluted by 1:10,000 in TSB, then dispensed into 

microwell plates. Co2 was added to the well in serial dilution so that the final concentration ranged 

from 5 to 0.005 mM.  The plates were incubated at 27 °C then the absorption at 600 nm was 

measured using a plate reading UV-Vis spectrometer. 

4.2.3 In vitro NMR sample preparation. 

Co2 was dissolved in BH broth to form a 5 mM solution. The pH was adjusted with HCl and NaOH 

to create samples at 5 different pH. These samples were then transferred to an NMR tube fitted 

with a D2O-filled capillary. 

4.2.4 Biofilm NMR sample preparation. 

NMR tubes with 250 L BH broth and 250 L were inoculated with PAO1 allowed to grow at 27 

°C for 24 days and formed a film at the fuel/water interface. A 13 in. long Pasteur pipet was used 

to remove the BH broth solution, which was replaced with 250 L of 5 mM Co2 in BH broth and 
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a D2O capillary was added. A long pipet was used to ensure that the film settled at the fuel-water 

interface. After the initial slice-selective experiment, the PAO1-Co2 samples were stored in a 27 

°C incubator. 

4.2.5 NMR CEST spectroscopy.  

CEST experiments were carried out on an Bruker 400 MHz (9.4 T) spectrometer at 37 °C. Z-

spectra (CEST spectra) were obtained according to the following protocol: 1H NMR spectra were 

acquired from −130 to 130 ppm with a step increase of 1 ppm using a presaturation pulse applied 

for 2 s at a power level (B1) of 13.8 T. D2O was placed in an inner capillary within the NMR 

sample tube to lock the sample. The normalized integrations of the H2O signal from the obtained 

spectra were plotted against frequency offset to generate a Z-spectrum.  

 

Figure 4.3 | The pulse sequence diagram for PARACEST with slice-selective imaging, a z-filter and spin-echo 
detection. 

4.2.6 Slice-selective CEST imaging.  

Slice-selective CEST experiments were carried out on an Bruker 400 MHz (9.4 T) spectrometer 

using similar samples as described above. The pulse sequence is outlined in Figure 4.3.  First, a 2 
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s, 30 T presaturation pulse was applied to the whole sample volume. Slice selection was 

accomplished by applying a 90° Gaussian cascade pulse129 concurrently with a rectangular gradient 

pulse with a power of 10.5 G/cm.  A non-selective 90° pulse was used to tip the magnetization 

along the –z axis and any residual signals or out-of-phase signals are removed with a 1 ms gradient 

pulse (7 G/cm). The signal was then detected with a spin echo. The normalized integrations of the 

H2O signal from the obtained spectra were plotted against frequency offset to generate a Z-

spectrum.  

4.3 RESULTS AND DISCUSSION 

4.3.1 PARACEST Titration Curve in Busnell-Haas (BH) Broth 

In order to measure the pH gradients of bacteria growing in NMR tubes, we must first ensure that 

Co2 demonstrates the same variable pH behavior in the microbe growth medium as it does in tris 

buffer. Bushnell-Haas (BH) broth is a minimal growth medium that provide only essential 

inorganic minerals to a microbial culture. In our experiment, BH broth also mimics the 

composition of water that leaches into fuel storage tanks. Since the small amount of paramagnetic 

FeCl3 in the broth could change the chemical shift and electronic relaxation time of Co2 and water 

protons, it was necessary to perform a control CEST titration experiment. A 5 mM solution of Co2 

in BH broth was titrated with 1 M HCl solution and the CEST spectra were collected between pH 

6.31 and 7.15 (see Figure 4.4). As expected from our previous studies in tris buffer,92a the CEST 

peak at 65 ppm increased with pH while the peak at 106 demonstrated the opposite behavior. 

Taking the log10 of the ratio between these peaks vs pH gives a linear curve, which has the same 

slope as the data in tris buffer (see Figure 4.5). This experiment confirms that our compound does  
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Figure 4.4  |  Variable pH CEST spectra of 5 mM Co2 in BH broth 

 

 

Figure 4.5 | Log10 of CEST peak ratio vs pH. Data were collected in BH broth and tris buffer demonstrate nearly 
identical variable pH behavior. 



78 
 
indeed have the same sensitivity in BH broth and is a good candidate for imaging experiments on 

biofilms. 

As an initial test of PARACEST imaging, a pH gradient was prepared by layering a pH 4 solution 

of Co2 in Busnell-Haas (BH) broth on the top of a similar pH 7 solution in a 5 mm NMR tube and 

PARACEST spectra were acquired for 2 slices (see Figure 4.6).  While some spectrometer issues 

led to unusual noise in the spectra, there is a clear difference between the spectrum acquired at the 

center of the probe (blue) and the spectrum taken slightly above (green). Taking the ratio between 

the peaks at 106 and 65 ppm at z = 0 gives an approximate pH of 7.0. The offset spectrum, on the 

other hand, shows no signal intensity at 65 ppm, corresponding to a pH of less than 6. The 

collection of slices at other off sets on this sample was attempted, but fast diffusion of the acidic 

and basic solutions gave identical spectra for each slice.  This experiment needs to be repeated 

using layered agar samples slow down diffusion. 

 

Figure 4.6 |  PARACEST spectra collected via slice selective imagining of an artificial pH gradient made 
by layering pH 4 and pH 7 solutions of Co2.  
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4.3.2 Cell Viability Studies 

Cell viability studies were performed on 

three microbial strains. Cell cultures of 

Pseudomonas Protogens, Wickerhamomyces, and 

Candida Haemolens were diluted in tryptic soy 

broth (TSB) and dispensed into microwell plates. 

Co2 was then added in concentration of 0–10 mM. 

and the cells were incubated in at 27 °C. Growth 

was estimated by measuring optical density (OD) at 600 nm. The results of these studies are shown 

in Figures 4.7–4.8. Co2 was best tolerated by the bacterial microbe, Pseudomonas Protogens 

(Figure 4.8). After 24 h, the OD 600 studies showed ~50% less biomass than the control cells. 

 

Figure 4.7  | OD600 cell viability studies of fungal strains in TSB broth with Co2. A) Wickerhamomyces B) Candida haemolens. 

 
Figure 4.8 | OD600 cell viability studies of 
Pseudomonas Protogens in TSB broth with Co2. 
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Similar behavior was observed in another bacterial strain, PAO1. Co2 also slowed the growth of 

two yeast strains, Wickerhamomyces and Candida Haemolens (Figure 4.7). While OD 600 studies 

show almost no growth for these organisms with any concentration of Co2, the amount of biomass 

increased to near control levels after several days. Over all, these studies suggest that cell 

metabolism is active in the presence of Co2 and will likely generate a pH gradient during imaging 

experiments. 

 

Figure 4.9 | Slice-selective 1H NMR spectra of biofilm growing in a fuel/BH broth mixture. Numbers on the right indicate the 
offset frequency of the slice secretive pulse. 

4.3.3 Biofilm Imaging Experiments. 

Given the success of our biocompatibility studies and CEST experiments in BH broth, we next 

attempted chemical shift imaging experiments on a pseudomonas aeruginosa (PAO1) biofilm 

sample. These films were grown in NMR tubes in a biphasic solution of BH broth and biodiesel. 

To perform PARACEST imaging, the BH broth in each sample was removed and replaced with a 

pH = 7 solution of 5mM Co2 in BH broth such that the biofilm and the aqueous/organic interface 

was centered near the middle of the active volume of the NMR probe. The fuel water interface was 
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located in the spectrometer by taking a series of 1H spectra at locations along the NMR tube and 

comparing the intensity between the water peak (4.5 ppm) and the two broad fuel signals at 0.9 

and 1.3 ppm. As the slice-selective pulse frequency offset was scanned from -40,000 Hz to -20,000 

Hz, the intensity of the aliphatic resonances decreased while the H2O intensity increased (see 

Figure 4.9). 

 

Figure 4.10 | CEST spectrum of a slice at the fuel-water interface of a PAO1 biofilm sample. 

 These results determined that the fuel-water interface was observed using a selective pulse offset 

of -30 kHz, which corresponds to a z position located 670 m above the center of the NMR coil.  

The slice-selective CEST spectrum was collected at this offset is shown in Figure 4.10. The peaks 

in the slice have significantly lower intensity than in the standard curve samples, which is expected 
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considering a smaller amount of sample is being measured. The ratio of the CEST effect at 106 vs 

65 ppm gave a calculated pH of 6.85 ppm which agreed well the pH of the Co2 solution as 

measured with a potentiometric pH meter. 

4.4 SUMMARY AND OUTLOOK 

The results above represent our preliminary efforts toward using a PARACEST pH sensor to 

measure acid-producing biofilms. We have concluded that several microbes of interest do indeed 

grow in the presence of 5 mM Co2. Of equal importance is our progress in developing the slice-

selective PARACEST NMR pulse sequence that allows us to take PARACEST spectra at specific 

locations along the z axis of an NMR sample. Future work will focus on obtaining slice-selective 

PARACEST spectra for the four biofilms above, at various locations in the NMR sample over a 

period of several weeks. Doing so will allow us to compare the acidification rate of a variety of 

microbes, and to relate acid generation to microbial growth and metabolism. 
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APPENDIX 

ADDITIONAL DETAILS OF MÖSSBAUER SPECTRAL ANALYSIS (SEE SECTION 2.4.2) 

 The isomer shifts observed† for six-coordinate predominately nitrogen-bonded high-spin 

iron(II) complexes are usually in the range of 1.00 to 1.10 mm/s at 295 K and 1.15 to 1.25 mm/s 

at 5 K. Further, in the analogous iron(III) complexes the isomer shifts usually are in the range of 

0.4 to 0.5 mm/s at 295 K and exhibit rather smaller increases to ca. 0.5 to 0.6 mm/s upon cooling 

to 5 K. Hence, it is apparent from Table 2.3 that the observed iron(II) isomer shifts are typical for 

the coordination environment found in 1. In contrast, as shown in Table 2.4, the isomer shifts 

observed in 2 for iron(II) are substantially lower than normal whereas those of the iron(III) are 

somewhat higher than expected, a difference that is expected in a mixed valence iron(II/III) 

complex. 

 The temperature dependence of the electron hopping relaxation obtained from the fits 

shown in Figure 2.5 is shown in Figure 5.1. As is shown at the top of this figure the temperature 

dependence of the isomer shifts of the iron(II) and iron(III) in 2 is well fit with the Debye model‡3 

for the second-order Doppler shift and yields Mössbauer temperatures,M, of 206(46) and 624(78) 

K for the iron(II) and iron(III) ions, respectively, a difference that is perhaps higher than expected, 

and presumably is related to the mixed-valence nature of 2. 

                                                           
† (a) Little, B. F.; Long, G. J. Inorg. Chem. 1978, 17, 3401. (b) Reiff, W. M.; Long, G. J. Mössbauer Spectroscopy 
Applied to Inorganic Chemistry; Long, G. J., ed., Volume 1, Plenum Press: New York, NY, 1984, pp. 245. 
 
‡ (a) Shenoy, G. K.; Wagner, F. E.; Kalvius, G. M. Mössbauer Isomer Shifts; Shenoy, G. K.; Wagner, F. E., eds.; 
North-Holland: Amsterdam, the Netherlands, 1978, p 49. (b) Owen, T.; Grandjean, F.; Long, G. J.; Domasevitch, K. 
V.; Gerasimchuk, N. Inorg. Chem. 2008, 47, 8704. 
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 The temperature dependence of the logarithm of the total Mössbauer spectral absorption 

area is shown in Figure 2.6 and a fit yields a Debye temperature,D, of 119(3) K. The logarithm 

of the absorption area observed at 50 K for 2 (a data point that is not included in the fit shown) is 

clearly low. This low value indicates that the velocity range of ±4 mm/s used at 50 K is somewhat 

too restricted and, as a consequence, some fraction of the absorption area just above and below ±4 

mm/s is missing from the total spectral area. In addition, theD value of 119(3) K is rather low 

and indicates that the binding of the iron ions in 2 is weaker than would be the case in a Class I 

trapped mixed valence iron(II) and iron(III) complex with virtually no electron delocalization by 

electron hopping on the Mössbauer timescale. 

 It is known† that ΘM is typically two to three times larger than ΘD because these two 

temperatures sample different lattice vibrational properties. More specifically, the isomer shift 

depends on <v2>, the mean-square vibrational velocity of the iron-57 nuclide whereas the 

absorption area depends on <x2>, the mean-square atomic displacement of the nuclide; there is no 

relationship independent model relating these two mean-square values. Measurements on 

structurally related six-coordinate molecular iron(II) complexes indicate that ΘM is often twice the 

ΘD value and may be as much as three to four times larger for some high-spin iron(II) salts. In 2, 

the increase by a factor of ca. 3.5 in going from ΘD to a ΘM of 415 K for the average of the iron(II) 

and iron(III) sites in 2 is realistic for a Class II mixed-valence high-spin iron(II/III) complex 

undergoing electron hopping. 

The temperature dependence of the quadrupole splitting, EQ, in 2 is shown in Figure 5.1. As 

expected, the EQ of the high-spin iron(III) ion is virtually independent of temperature between 

50 and 260 K. In contrast and as expected, the temperature dependence of EQ for the iron(II) ion 
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is found to be larger, decreasing from 3.17(2) mm/s at 50 K to 2.39(2) mm/s at 260 K. The fit of 

the iron(II) quadrupole splitting with the Ingalls model§ yields a low symmetry splitting of the t2g 

orbitals of 605(10) K or 420(7) cm–1, a splitting that is consistent with the pseudooctahedral 

coordination environment about the iron(II) ion in 2. 

The analysis of the 5 K Mössbauer spectrum of 2, shown in Figure 5.2, is problematic because it 

reveals at least three broadened sextets and, apparently, a small amount of iron(III) impurity. The 

analysis shown in Figure 5.2, which uses the approach of Dattagupta,** assumes that at 5 K 2 is a 

Class I trapped mixed valence iron(II) and iron(III) complex with virtually no electron 

delocalization, but in which the iron(II) and iron(III) ion moments undergo ±z anisotropic slow 

paramagnetic relaxation with a frequency of 6.8(3) MHz similar to the Lamor precession 

frequency; ±z are the limiting orientations of the relaxing hyperfine field and, hence the magnetic 

moment, along the principal axis of the electric field gradient tensor, a direction that is unknown 

but is most likely normal to the plane of the bridging ligand. Other relaxation models, with either 

isotropic or anisotropic relaxation models yielded far poorer fits. A more definitive analysis of the 

low temperature slow paramagnetic relaxation of the iron(II) and iron(III) ions in 2 must await 

more detailed measurements of the Mössbauer spectra of 2 between 2 and 50 K. 

The result of the analysis of the 5 K Mössbauer spectrum of 2 with an intrinsic linewidth, , of 0.4 

mm/s is shown with the components in Figure A.2 and the corresponding parameters are given in 

                                                           
§ Ingalls, R. Phys. Rev. 1964, 133, A787-A795. 
** Dattagupta, S.; Blume, M. Phys. Rev. B 1974, 10, 4540. 
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Table A.1. A viable fit requires one iron(II) sextet, shown in green, and two similar iron(III) 

sextets, shown in red, in an area ratio of 1 to 2; the iron(II) to iron(III) area ratio is 1 to 1. 

 It has been found that it is not possible to fit the observed relaxation profile with isomer 

shifts, , and quadrupole splittings, EQ, that are fully consistent with the hyperfine parameters 

observed at 50 to 260 K, temperatures at which 2 behaves as a class II/III mixed valence compound 

with electron hopping on the Mössbauer timescale. However, the observed 5 K hyperfine 

parameters given in Table S2b for both the iron(II) and the two iron(III) sextets are consistent with 

the assignment shown.  
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Figure A.1 | Mössbauer spectral parameters for [(Me3TPyA)2Fe2(L)](BArF
4)3 (2) obtained as a f(T) from the electron 

hopping relaxation fits shown in Figure 2.5. The results are shown in green, for iron(II), in red for iron(III), and in 
black for the entire complex. The solid line fits of the isomer shifts and the logarithm of the total absorption area 
have been obtained by using the Debye model for a solid and yield, for the isomer shifts, Mössbauer temperatures, 
QM, of 206(46) and 624(78) K for iron(II) and iron(III), respectively, and for the logarithm of the absorption area, a 
Debye temperature, QD, of 119(3) K. The fit of the iron(II) quadrupole splitting with the Ingalls’ model yields a low 
symmetry splitting of the t2g orbitals of 605(10) K or 420(7) cm–1.  
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Figure A.2 | 5 K Mössbauer spectrum for 2. Green, red, and blue lines are fits corresponding to FeII sites, FeIII sites, 
and an FeIII impurity, respectively. 

 

Table A.1 | 5 K Mössbauer Spectral Parametersa for 2 

Site d, 

mm/sb 

DEQ, 

mm/s 

H, 

T 

n, 

 MHz 

% 

Area 

Fe(III) 0.50(3) +1.24(5)c 42.7(4) 6.8(3)c 16(2)c 

Fe(III) 0.63(3) +1.24(5)c 38.5(3) 6.8(3)c 31(2)c 

Fe(II) 1.02(2) +1.91(4) 33.9(2) 6.8(3)c 46(2) 

Fe(III)d 0.43(3) 0 8.6(2) 0 7(2) 

aStatistical fitting errors are given in parenthesis. The actual errors may be two to three times 
larger. For all components G is fixed at 0.4 mm/s and q = 0º. bThe isomer shifts are reported relative 
to a-iron foil measured at 295 K. cAdjusted parameters constrained to be held in a fixed ratio. 
dProbably an iron(III) impurity. 

  

98.8

99.0

99.2

99.4

99.6

99.8

100.0

-10 -8 -6 -4 -2 0 2 4 6 8 10

P
er

ce
nt

 T
ra

n
sm

is
si

o
n

Velocity, mm/s

5 K



107 
 

CURRICULUM VITAE 
 
EDUCATION 

Northwestern University, Evanston, Illinois  Expected September 2017 

PhD. in Chemistry | GPA: 3.71/4.00  

Bryn Mawr College, Bryn Mawr, Pennsylvania 2012 

Bachelor of Arts in Chemistry with Honors, magna cum laude | GPA: 3.90/4.00 

 

PUBLICATIONS 

1. Gaudette, A. I., Harris, T. D. “pH-Dependent Spin-State Population and 19F NMR Chemical 

Shifts via Remote Ligand Protonation in an Iron(II) Complex” Manuscript in Preparation. 

2. Thorairinsdottir, A. E.; Gaudette, A. I., Harris, T. D. “Spin Crossover and High-Spin Iron(II) 

Complexes as Chemical Shift-Based 19F MR Thermometers” Chem. Sci. 2017. 8, 2448. 

3. Gaudette, A. I.; Jeon, I.-R.; Anderson, J. S.; Grandjean, F.; Long, G. L., Harris, T. D. “Electron 

Hopping through Double-Exchange Coupling in a Mixed-Valence Diiminobenzoquinone-

Bridged Fe2 Complex” J. Am. Chem. Soc. 2015. 137, 12617. 

 

RESEARCH PRESENTATIONS 

American Chemical Society National Meeting, San Francisco, CA, Oral Presentation 2017 

Air Force Center of Excellence Meeting, Evanston, IL, Oral Presentation 2017 

Wayne State Graduate Research Symposium, Detroit, MI, Poster Presentation 2016 

BIP Departmental Seminars, Evanston, IL, Oral Presentations 2016, 2015, 2014, 2013 



108 
 
 

AWARDS AND HONORS 

Donald E. Smith Award, Northwestern University 2017 

 Awarded for excellence in 400-level teaching. 

Kemin Travel Award, Kemin Industries 2017 

 Competitive grant to fund travel to the American Chemical Society National Meeting.  

Basolo Fellowship, Northwestern University 2012–2013 

 Highly selective award presented to first-year graduate students. 

ACS Undergraduate Award in Inorganic Chemistry, Bryn Mawr College 2012 

 Awarded to top graduating senior in inorganic chemistry. 

Elizabeth S. Shippen Scholarship in Science, Bryn Mawr College 2011 

 

TEACHING EXPERIENCE 

Advanced Inorganic Chemistry, Teaching Assistant and Guest Lecturer, Northwestern 

University 2017 

 Delivered 20% of lectures to a class of 25 graduate students and senior chemistry majors. 

General Chemistry Laboratory, Teaching Assistant, Northwestern University   2012–2014 

 Lectured and supervised groups of 15 undergraduate students in chemistry laboratory 

procedures and safety. 

 Created lab report questions designed to relate laboratory observations to lecture material. 

 Graded weekly lab reports, providing comments and feedback. 

X-Ray Crystallography Laboratory, Teaching Assistant, Northwestern University  2013–2014 


