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Abstract 

 Electrochemical cell devices are increasingly being sought for energy conversion and storage 

applications due to their high efficiencies and their potential for operating free of greenhouse gas (GHG) 

emissions. Solid Acid Electrochemical Cells (SAECs), which most commonly employ CsH2PO4 (CDP) as 

the electrolyte component, are uniquely suited to meet the demands of these energy applications due to 

their operability at intermediate temperatures. Cesium dihydrogen phosphate displays high ionic 

conductivity at the moderate temperature of 250 °C and stability over a wide range of environments. This 

intermediate operating temperature gives SAECs advantages in reaction kinetics and fuel flexibility over 

cooler operating systems and advantages in cost, portability, and system complexity over warmer operating 

systems. This thesis primarily explores (i) electrocatalysis of the hydrogen oxidation reaction (HOR) in 

existing and novel catalyst systems, showing that SAECs are highly effective for hydrogen extraction from 

ammonia, and (ii) the technoeconomic feasibility of using SAECs for ammonia synthesis. 

 First, a systematic analysis of HOR on composite electrodes in CDP-based SAECs is performed. 

Evaluations of HOR on the conventional catalysts, Pt and Pd, are performed in addition to analysis of the 

more novel Ru, Pt-Pd-Ru alloys, and metal phosphide systems. The three monometallic systems display 

comparable HOR activity at low oxidation potentials, while Ru is poisoned at high potentials. Introduction 

of small amounts of Pt and/or Pd to Ru eliminates the poisoning effect. Nickel-based phosphide catalysts 

show promise as active earth abundant HOR catalysts.  

 Next, ammonia electro-decomposition is explored. Use of either Pt or Ru alone as NH3 

electrooxidation catalysts results in poor H2 production rates. However, integration of a Ru-based reforming 

catalyst layer with a Pt-based H2 electrocatalyst layer in a hybrid cathode structure results in the production 

of high-purity hydrogen at an unprecedented rate, opening the potential for using ammonia as a hydrogen 

carrier. 

 Finally, a technoeconomic analysis of using SAECs for ammonia synthesis is performed. This 

analysis shows that by leveraging cheap electricity, modular design, and distributed locations, SAECs can 

be market competitive with existing and possible future technologies for ammonia synthesis. 
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Chapter 1 Introduction 

Chemistry without catalysis, would be a sword without a handle, a light without 

brilliance, a bell without sound. - Alwin Mittasch 

1.1 Overview 

 Solid acid electrochemical cells (SAECs) implementing CsH2PO4 (CDP) based electrolytes have a 

distinct advantage over traditional electrochemical systems in that they can operate at intermediate 

temperatures near 250 °C. This factor alone gives SAECs advantages in kinetics and fuel flexibility over 

cooler operating systems and advantages in cost and portability over warmer operating systems. Initially 

being demonstrated as fuel cells (SAFCs) in 20041, SAECs have made leaps and bounds in technological 

development and deployment. Utilizing their capacity to withstand rugged environments, SAECs have been 

developed for applications ranging from propane-to-electricity portable power units for the Army to efficient 

remote power for cold oil and gas drilling sites that reduces methane emissions and operating costs2. 

 Featuring CDP as the electrolyte, the key areas for innovation in SAECs lie in opportunities to 

improve and tailor electrodes for reactions. Innovation in electrodes can improve cost, activity, stability, and 

selectivity. Furthermore, electrode investigation is key before looking at any unique reaction facilitation. 

This being the case, the goals of this work are to (1) improve electrodes for existing SAEC systems, (2) 

investigate electrodes for novel SAEC systems, and (3) understand simultaneously what drives these 

reactions on a fundamental level with a particular focus on catalysis. 

 In this chapter, an introduction to electrochemical cells as a framework for facilitating chemical 

reactions is presented (Section 1.2). Different types of electrochemical cells as defined by their electrolytes 

used are then explored with a particular focus on the unique benefits of employing CDP (Section 1.3). 

Finally, catalysis will be discussed both from a fundamental basis and in the context of how insights from 

this knowledge can aid in the design of future electrodes (Section 1.4). 
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1.2 Electrochemical Cells 

 An electrochemical cell is, in essence, a device that isolates the electronic component of a chemical 

reaction that involves the transfer of electrons from one molecule to another. This is performed by 

separating the chemical species that donates an electron from the species that accepts an electron and 

only providing two avenues for these species to interact. One avenue is through an insulating membrane 

(the electrolyte) that can conduct a chemically relevant ion while the other avenue is through an 

electronically conductive connection that does not intersect with the membrane and does not conduct the 

chemically-relevant ion. This dual-avenue setup necessitates that the course of the reaction is split into 

half-reactions spatially separated by the electrolyte. Ions and electrons must necessarily split and move in 

tandem to cross the electrolyte and complete the reaction. The part of the cell from which the electrons 

depart is known as the anode and the other portion when electrons are arriving is known as the cathode. 

 As a concrete example, let us consider a H2/O2 fuel cell with a proton conducting membrane (Figure 

1.1). In this cell, hydrogen is supplied to the anode and oxygen (or often diluted oxygen from air) is supplied 

to the cathode. For the hydrogen and oxygen to react, the hydrogen molecule must lose two electrons 

which travel through an external circuit while the remaining protons can move through the membrane. The 

protons meet again with oxygen ions at the same time as the electrons arrive to form water. 

 

  

 

 
Figure 1.1 Schematic of a H2/O2 
fuel cell with a proton conducting 
membrane displaying the half-
reactions that take place at each 
electrode. 
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 Since the H2/O2 reaction is spontaneous at standard conditions (∆𝐺𝑟𝑥𝑛  =  237 kJ/mol), an 

equivalent downhill electrical potential is formed (1.23 V) according to Equation 1.1 that can be used to 

drive electrical work, where 𝐸0 is the standard-state reversible voltage, ∆�̂�𝑟𝑥𝑛
0  is the standard-state free 

energy, n is the number of electrons transferred per unit reaction, and F is Faraday’s constant. The relation 

between Gibbs Free Energy and the Nernst Potential derived in Appendix A.1. 

𝐸0 =
−∆�̂�𝑟𝑥𝑛

0

𝑛𝐹
      (1.1) 

 Since the free energy of the reaction varies with temperature, pressure, and activity, so to the 

electrical potential varies with environmental conditions. This leads to the generalized form of the 

expression expressed in Equation 1.2, where E is the generalized thermodynamic cell voltage, ∆�̂�𝑟𝑥𝑛
0  is the 

standard state entropy of the reaction, T is the temperature at which the reaction is carried out, 𝑇0 is the 

standard-state temperature, R is the gas constant, a is the activity of a component, and ν is the component 

coefficient. The generalized thermodynamic electric potential is derived in Appendix A.2. 

𝐸 =  𝐸0 +
∆�̂�𝑟𝑥𝑛

0

𝑛𝐹
(𝑇 − 𝑇0) −

𝑅𝑇 

𝑛𝐹
𝑙𝑛

∏ 𝑎𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

𝜈𝑖

∏ 𝑎𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠
𝜈𝑖

                (1.2) 

 While the current system described can draw electrical work from the free energy of water 

formation, it can also be used to facilitate the inverse reaction; an electric load applied can drive the splitting 

of water to hydrogen and oxygen. To do so, the potential must be flipped to where an oxidizing electric 

potential is applied on the former cathode and a reducing potential applied on the former anode. These two 

examples show the typical use cases of an electrochemical cell; the first described case draws electrical 

power from a spontaneous chemical reaction and the second utilizes electrical power to drive an otherwise 

unfavorable reaction. There are some other uses for electrochemical cells, such as in sensors (taking 

advantage of well-defined Nernst potentials formed) and gas purifiers (taking advantage of selective ion 

conductivity of electrolytes, but in this work the first two applications will be the most deeply considered. 

 It is valuable to distinguish between common types of electrochemical cells, namely between cells 

like the previously described fuels cells from batteries. The main distinguishing factor between these types 

of systems is whether they are open or closed. The H2/O2 fuel cell relies on a continual input of hydrogen 

and air for continuous operation while simultaneously exhausting water and unused reactants. This 
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necessarily makes the H2/O2 fuel cell an open system that requires inputs from and outputs to the external 

environment. A battery on the other hand relies on closed system electrodes that entirely contain the 

chemical components used. In the battery case, ions, after being transferred through the electrolyte, are 

stored in the opposing electrode (unless brought back to the original electrode in the case of rechargeable 

batteries). This being the case, the size of the electrodes determines the energy capacity for a battery.  

 While both designs of electrochemical are employed for energy storage, they are typically seen as 

complementary in their application rather than competitive. Due to their high efficiency, compactness, and 

power density, batteries are often sought as energy storage solutions for small to medium-sized (e.g., 

automobile) applications that require storage on the time scale from hours to days long storage with a 

lifetime on the order of years. Fuel cells, on the other hand, are sought for medium-sized (e.g., heavy-duty 

truck) to large scale storage for storage on the time scale from weeks to months with a lifetime on the order 

of decades. The Ragone plot shown in Figure 1.2 illustrates this distinction with relation to other energy 

storage technologies. It should be noted that additional factors can affect use cases based on the solutions 

currently implemented, such as the time required to load up the energy storage device, availability of sites 

to load from, and environmental considerations. In our specific case, CDP as an electrolyte could technically 

be employed in a closed battery configuration (similar to a nickel metal hydride battery), but for all practical 

purposes is used in open systems so further discussion herein will be limited to open systems. 

 

 

 

 

 

1.3 CsH2PO4 as an electrolyte 

 Materials implemented for electrolytes are restrictive in their use cases, particularly regarding the 

temperature range in which they can be implemented. This being the case, fuel cells are typically classified 

by the electrolyte membrane used which is dictated by the operating temperature that can be used to 

 

 

Figure 1.2 Gravimetric Ragone plot for various 
energy storage solutions showing tradeoff from 
energy and power density. Dashed lines 
indicate contours of constant lifetime for 
various power to energy density ratios. This 
figure was adapted from O’Hayre3 and is 
reprinted with permission. 
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achieve sufficient ionic conductivity while the electrolyte remains stable. This leads lower temperature fuel 

cells to being those that transport smaller ions such as protons while higher temperature fuel cells can 

afford to transport bulkier ions such as oxygen. A comparison of the most common fuel cells as defined by 

employed electrolyte is shown in Table 1.14. More detailed comparisons of fuel cell technologies are 

discussed in Chapter 8 of O’Hayre et al3. 

 Broadly speaking, fuels cells can be placed into categories of low (less than 200 °C) and high 

(greater than 500 °C) temperature operation. Generally, low temperature fuel cells are lacking in terms of 

fuel flexibility (i.e., requires high-purity hydrogen) and have slower kinetics from their lower temperature of 

operation. On the other hand, high temperature fuel cells are less portable, have longer ramping times, and 

have more expensive auxiliary components. Phosphoric Acid Fuel Cells (PAFCs) are the closest to bridging 

this gap, with higher fuel tolerances [1% CO tolerance as opposed to the 50 ppm CO tolerance of Polymer 

Electrolyte Membrane Fuel Cells (PEMFCs) and Alkaline Fuel Cells (AFC)] and operate around a modest 

200 °C that is suitable for portable applications, but they suffer from a range of other issues including their 

use of a corrosive liquid electrolyte that volatilizes over time3. 

 A class of electrolyte materials known as solid acids, mitigate these challenges by operating an 

intermediate temperature zone. Solid acids achieve a high ionic conductivity by undergoing a phase 

transition to a disordered phase at elevated temperatures, which allows the oxyanion groups to almost 

freely reorient and thus increases the protonic conductivity by several orders of magnitude. This drastic 

change in conductivity has led to this phase transition being referred to as “superprotonic”. Among this 

class of materials, CDP has emerged as a successful candidate material boasting a desirable operating 

temperature (240-260 °C5) and remarkable stability under a wide range of fuel impurities including H2S, 

NH3, CH3OH, CH4, C3H8 and CO. For comparison, CDP-based cell has shown tolerance to up to 20% CO 

in the fuel stream6.  
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Table 1.1 Comparison of Common Fuel Cell Types 

  

FUEL CELL 
TYPE 

COMMON 
ELECTROLYTE 

OPERATING 
TEMPERATURE 

TYPICAL 
STACK 

SIZE 

ELECTRICAL 
EFFICIENCY 

(LHV) 
APPLICATIONS ADVANTAGES CHALLENGES 

Polymer 
electrolyte 
membrane 
(PEMFC) 

Perfluorosulfonic 
acid 

<120 °C 
<1 kW–100 

kW 

60% direct 
H2;  

40% reformed 
fuel  

Backup power 

Portable power 

Distributed 
generation 

Transportation 

Specialty 
vehicles 

Solid electrolyte 
reduces 

corrosion and 
electrolyte 

management 
problems 

Low temperature 

Quick start-up 
and load 
following 

Expensive 
catalysts 

Sensitive to fuel 
impurities 

Alkaline 
(AFC) 

Aqueous 
potassium 

hydroxide soaked 
in a porous matrix, 
or alkaline polymer 

membrane 

<100 °C 1–100 kW 60%  

Military 

Space 

Backup power 

Transportation 

Wider range of 
stable materials 

allows lower cost 
components 

Low temperature 

Quick start-up 

Sensitive to 
CO2 in fuel and 

air 

Electrolyte 
management 

(aqueous) 

Electrolyte 
conductivity 
(polymer) 

Phosphoric 
acid (PAFC) 

Phosphoric acid 
soaked in a porous 
matrix or imbibed 

in a polymer 
membrane 

150 – 200 °C 

5–400 kW, 
100 kW 
module 
(liquid 
PAFC) 

<10 kW 
(polymer 

membrane) 

40%  
Distributed 
generation 

Suitable for CHP 

Increased 
tolerance to fuel 

impurities 

Expensive 
catalysts 

Long start-up 
time 

Sulfur sensitivity 

Molten 
carbonate 

(MCFC) 

Molten lithium, 
sodium, and/or 

potassium 
carbonates, 

soaked in a porous 
matrix 

600 – 700 °C 

300 kW–3 
MW, 

300 kW 
module 

50%  

Electric utility 

Distributed 
generation 

High efficiency 

Fuel flexibility 

Suitable for CHP 

Hybrid/gas 
turbine cycle 

High 
temperature 

corrosion and 
breakdown of 

cell components 

Long start-up 
time 

Low power 
density 

Solid oxide 
(SOFC) 

Yttria stabilized 
zirconia 

500 – 1,000 °C 1 kW–2 MW 60%  

Auxiliary power 

Electric utility 

Distributed 
generation 

High efficiency 

Fuel flexibility 

Solid electrolyte 

Suitable for CHP 

Hybrid/gas 
turbine cycle 

High 
temperature 

corrosion and 
breakdown of 

cell components 

Long start-up 
time 

Limited number 
of shutdowns 
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The main consideration in stabilizing CDP for these cells is that a humid environment must be maintained 

as is shown in Figure 1.37.  

 

 

 Another challenge in employing CDP as an electrolyte is its chemical compatibility with candidate 

catalyst materials. For reasons that will be discussed in detail in Section 1.4, CDP-based electrochemical 

cells employ CDP in the electrode as well as in the electrolyte in a composite form with the catalyst and 

sometimes a support. The CDP in this situation must be in contact with the catalyst and therefore must be 

chemically stable with the catalyst. As Louie found in her thesis, many promising candidate catalyst 

materials react with CDP; this is particularly true with oxides8. Of note is the case with Pd which can lead 

to a ~ 4x decrease in the ORR reaction resistance as compared to Pt, but is unstable due to CDP’s reaction 

with Pd9. This has led to significant efforts to implement mechanisms to prevent this reaction without 

impeding electrochemical activity (e.g., ALD barriers in Appendix D.1). Barring any breakthroughs in this 

area (e.g., the discovery of a chemically stable mixed electronic/ionic conducting material that can be 

employed in SAECs or the discovery of an entirely new electrolyte material that is more universally 

chemically compatible), catalyst stability with CDP remains a challenge. 

 Compared to current state of the art, robustness and fuel flexibility are the main attractive 

advantages of employing SAFCs in situations which, if not for these qualities, PEMFCs might otherwise be 

used. With developments in improving microstructure, stability, and catalyst design SAFCs could possibly 

even compete in currently implemented PEMFC applications. To effectively use SAEC fuel flexibility for 

 

 
 

 

Figure 1.3 The pH2O and temperature dependence 
on the formation of the cubic superprotonic phase for 
CDP7. Figure reproduced with permission. 
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broader applications or to improve the reactions for existing SAFC applications it is crucial to tailor the 

catalysts used for each situation. To accomplish this, it is helpful to understand the fundamental catalysis 

mechanism, which serves as a guide for catalyst design and will be explored in the next section. 

1.4 Catalysis 

1.4.1 General Principle 

 Catalysts are materials that increase the rate of a reaction without being consumed. This is 

accomplished by providing an alternative reaction path that has a lower activation energy as illustrated in 

Figure 1.4. This enables reactions that were otherwise kinetically blocked or prohibitively slowed. Catalysts, 

however, do not make the net reaction thermodynamically more favorable. When catalysts appear in the 

same phase as the reactants, the catalyst is termed as homogeneous, while if the catalysts and the 

reactants are in different phases the catalysts are termed as heterogeneous. As electrochemical reactions 

often occur at the interphase of a solid with either a liquid or gas reactant, we will exclusively explore the 

fundamentals of heterogeneous catalysis, though some materials discussed will still have the capacity to 

be applied to the homogeneous case. 

 

 

  

  

 

 

Figure 1.4 Free energy diagram for an uncatalyzed 
reaction (shown in blue) and the same reaction 
catalyzed (shown in grey). f denotes the forward 
reaction while r denotes the reverse reaction. This 
demonstrates while a catalyst lowers the activation 
barrier, the free energy change associated with the 
reaction stays the same. 
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 In the heterogenous case, for a reaction of reactant A converting to B to be catalyzed, A must first 

absorb to the catalyst surface S. This can be represented by the following equation: 

𝐴 +  𝑆  
𝑘1
→  𝐴𝑆 

𝑘2
→  𝐵 +  𝑆                  (1.3) 

where k1 denotes the rate constant for adsorption of A to S (i.e., the binding affinity), while k2 denotes the 

rate constant of the conversion of A to B and the desorption of B from S. In the case of a gas phase reactant, 

this gives the overall reaction rate r  which is dependent on the number of surface sites Ns, reactant pressure 

p, and fraction of the surface that is covered with the reactant θ using an extension of the Michaelis-Menten 

model10: 

𝑟

𝐴𝑠
 =  𝑘2𝜃 =  

𝑘2𝑘1𝑝

1+𝑘1𝑝
      (1.4) 

 In this description, k1 is dictated by the binding energy to which it is negatively correlated. Lower 

binding energies lead to a higher k1 and thus a higher rate of absorbption and a higher θ.  The relationship 

between k1 and θ is depicted in Figure 1.5a. Lower binding energies will increase the fractional coverage 

of the reactant on the catalyst in a logistic manner until the 

catalyst surface is fully covered.  

 Increasing the binding affinity (k1) will lead to a higher 

surface coverage and will lower k2 as desorption becomes 

more challenging (Figure 1.5b). Since both steps need to 

occur for the reaction to take place, a maximum rate of the 

total reaction exists with an intermediate binding affinity of the 

reactant to the catalyst. This makes the complete reaction 

capable of being defined with a unified descriptor k1: 

𝑟

𝐴𝑠
 =  𝑘2𝜃 =  

𝑐𝑘1
1−𝑎𝑝

1+𝑘1𝑝
   (1.5) 

where c is a constant independent of k1 and a is the slope of 

the rate/equalibria relation for conversion and desorption 

(Figure 1.5c). This expression is derived in Appendix A.3. This 

concept of an optimal catalyst having a binding energy that is 

 

 
Figure 1.5 Relationship of a) fractional 
reactant coverage on the catalyst, b) rate of 
the release of the reactant, c) the overall 
rate of binding, conversion, and release vs. 
the binding affinity of the catalyst with the 
reactant (k1). 
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neither too weak or too strong is known as Sabatier’s principle. This relationship when graphed (see Figure 

1.5c depiction) is known as a “volcano plot” for the characteristic inverted-V shape produced. 

 The main governing factors that determine catalyst effectiveness are the two previously mentioned: 

namely, how low is the transition state energy provided by the catalyst and how optimal is the binding affinity 

of the reactant to the catalyst. These factors arise from fundamental and predictable properties of 

prospective catalyst materials. In the next section we will explore the origins of how catalysts lower 

transisition state energies, what governs their binding energies, and set a logical path for catalyst tunability. 

1.4.2 Mechanisms of Heterogeneous Catalysis 

 In order to understand the key physics of  heterogeneous catalysis we can look to the quantum 

mechanics of a molecule interacting with a surface using a one-electron description as described by 

Hammer and Nørskov11. This one electron in the molecule will interact with the valence states of the metal 

surface atoms to form band(s) of states. The broad s-band is half filled (all the transition metals have one 

s electron in the metallic state) and the d-states form much narrower bands. The occupancy of these d-

bands varies along the transition metals as they shift through the Fermi level11,12.  

 Since d-bands are narrow, the interaction of an adsorbate state with the d-electrons of a surface 

often gives rise to bonding and antibonding states. The adsorbate state only broadens. The broad band 

limit with a single resonance is often called ‘‘weak chemisorption,’’ whereas the split-off bonding and 

antibonding states is ‘‘strong chemisorption’’11,13. 

 To understand the transition from weak to strong chemisorption we can use depict what happens 

when a band of states is coupled to a single absorbate level when the filling of the band is fixed. This 

condition leads to the center of the d-band shifting toward the Fermi level and the width of the band 

decreasing. The low broad band only has a single resonance, but upon shifting upward, the distinctive 

antibonding state appears above this band. The position of these antibonding states is above the Fermi 

level, so they are unoccupied. The strength of the bond is positively correlated with the number of empty 

antibonding states. This illustrates how a shift can occur between the two types of chemisorption. It is also 

noted from this from this example that another way of inducing strong chemisorption would be to shift the 
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bonding orbitals below the Fermi level and strong repulsion is possible if all of the antibonding orbitals are 

occupied when there is a large number of those states available. 

 This description suggests that the position and filling of the d-bands is critical to determining the 

bonding energy and final activation barrier. This is in fact particularly noticeable when considering that 

optimal catalysts for different adsorbates tend to align in columns for transition metals (e.g., Fe, Ru, Os for 

N2 and Ni, Pd, Pt for H2). For a concrete example, we can consider the oxygen chemisorption potential 

covariance with the d-band shift (see Figure 1.6), and the corresponding density of states (DOS) from which 

this arises. All of the group 10 elements have an intermediate binding energy for oxygen, while the group 

11 elements are repulsive since their antibonding orbital is below the Fermi level11. 

  

There is also variance in transition state energies among transition metal groups due to Pauli 

repulsion. Due to the Pauli principle, no two electrons can be in the same state for a given molecule, so 

absorbate 2p states must become orthogonal to the metal d states when they interact14,15. Due to the 4d 

states being more extended than the 3d states and also the 5d states being more extended than the 4d 

states16,17, there is an increase in orthogonalization energy moving down groups on the periodic table. It is 

also of note that cohesive energy increases along columns14. 

 Now understanding the origins of bonding energies, we can apply this knowledge and see how it 

impacts activity for a given reaction. Figure 1.7 shows the nitrogen binding energy versus activity for the 

 

 

 

 

Figure 1.6 Relative oxygen chemisorption 
potentials across the 4d metals as a function 
of their d-band centers. Figure from the work 
of Hammer and Norskov11 and is reprinted 
with permission. 
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ammonia synthesis reaction18. This figure highlights something not earlier foreseen in that the transition 

state energy is inherently linked to the binding energy. Previously, what appeared to be two parameters 

that could be optimized is one factor when considering elemental composition: that is the binding energy. 

There are, however, other ways to impact the transition state that do not impact the binding energy and we 

will explore these methods in the next section. 

1.4.3 Breaking the scaling relation 

 The first thing we can consider that breaks this 

scaling relation for transition metals is certain geometric 

effects. Some electronic effects are impacted by change 

in coordination too since lower coordination leads to 

smaller d-band widths with higher energies for metals with 

greater than half filled d-bands. As a simple example, we 

can examine the case of strain. While the chemical identity 

and coordination have remained the same, the only 

difference for the catalyst surface lies in the bond length. 

Tensile or compressive strains lead to either an increase 

or decrease in the amount of overlap between neighboring 

d-states and their bandwidths in tandem. D-bands will then 

move in energy to maintain constant filling and as a 

consequence will either shift the center of their d-band either up or down11. This straining can be 

accomplished by a few methods, including by implanting ions of an inert gas in the lattice of a catalysts 

demonstrated by Gsell et al19. This led the catalyst to buckle and form compressive and tensile regions 

without changing the chemical identity or coordination of the surface. A second straining method involves 

depositing a thin layer of the catalyst of interest on top of another material with a different lattice constant. 

Pallassana and Neurock successfully showcased this technique with the deposition of Pd on Au, which 

made the catalyst much more active than Pd alone for the dehydrogenation of ethylene and ethyl solely by 

the difference of strain20. 

 

Figure 1.7 Nitrogen adsorption energy versus 
nitrogen transition state energies on various 
metals. Color here refers to the rate of the 
reaction in units of turnover frequency meaning 
times the reaction is carried out per site per 
second. Shaded area shows theoretical limit 
since the activation barrier must be greater than 
zero. Figure from Medford et al18. Reprinted with 
permission. 
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 Facets also tend to have a significant impact both electronically and geometrically. In some simple 

cases the geometric and electronic effects can be isolated such as in the case of CO bonding to Pt. This is 

because CO undergoes atop bonding on all Pt faces, and thus experiences the same reaction geometries. 

The only differences arise from electronic differences, which neatly maps to d-band shifting. Geometric 

effects can then be determined by allowing ionic degrees of freedom for the absorbed complex. One can 

then compare this with the restricted transition state case in which the geometries match and find the 

difference in transition state energy solely arising from geometric differences11.  

 Variations in electronic structure increase in magnitude when considering defects such as steps, 

kinks, vacancies and adatoms. In some cases, there can be purely geometric differences such as the face 

of Ru(0001) where oxygen preferentially binds to three-fold hcp sites as opposed to two-fold bridge sites. 

Despite this, oxygen will preferentially bind to a two-fold site on a step due to the lower coordination raising 

the reactivity11. This increased reactivity has been now broadly recognized as a general phenomenon for 

all heterogeneous catalysis reactions21,22
. This effect can be so powerful that in the case of N2 adsorption 

on single crystal Ru(0001) the few present steps available completely dominate the reaction and no 

reactivity was measurable from the terrace23,24. 

 A more complex pathway lies in alloying catalysts where both the electronic structure and possible 

bonding geometries change, while also leaving open the possibility of indirect effects (e.g., strain) if there 

is segregation between components. One example that takes advantage of electronic shifting is the case 

of dissolving a small amount of Au in Ni, which prevents carbon deposition for the dehydrogenation of 

methane. Since this effect is less predictable, data for d-band shifts of alloys is can be found in the work of 

Ruban et al25. 

 Another mechanism for breaking the scaling relations that has been quite critical historically is the 

addition of coadsorbates. Famous examples of this include the Haber-Bosch process for ammonia 

synthesis which improves the rate of reaction via the addition of alkali metal adsorbates26 and the addition 

of sulfur to Ni catalysts for steam reforming to prevent coking27. The four ways in which coadsorbates can 

interact with catalysts are as follows: (1) a typically repulsive interaction from the direct overlap of orbital for 

small distances between adsorbates, (2) indirect elastic interactions through the substrate, (3) indirect 
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interactions by way of the transition metal d-bands, and (4) direct electrostatic interactions. The latter two 

methods are quite well demonstrated in the case of nitrogen binding on ruthenium11. 

 When a sulfur atom adsorbs onto a ruthenium three-fold site, the neighboring ruthenium atom’s 4d 

band center shifts down. This results from the sulfur atom effectively providing extra coordination which 

increases the d-band width of the surface. In turn, the bonding of other adsorbates on ruthenium sites that 

previously reacted is weakened. This sulfur adsorption greatly increases the nitrogen transition state energy 

for ruthenium sites in its immediate vicinity28. For alkali metal adsorbates on the other hand, the fermi level 

is not impacted at all, rather charge transfer from the alkali metal to the ruthenium surface induces an 

electrostatic effect. The induced electrostatic field from the adsorbed alkali atoms interacts with the N2 

transition state complex in a way that lowers the transition state energy. Sulfur adsorption leads to the 

raising the nitrogen transition state energy while alkali promoters lower it, both without changing the nitrogen 

adsorption energy28. 

 Returning to the electrochemical cell context, these principles of heterogeneous catalysis still hold, 

with the caveat that an additional electric potential is being applied externally to promote an electron transfer 

reaction. Indeed, one can still generate the same volcano plots for activity based on the binding energy 

such as the oxygen binding energy for the oxygen reduction reaction (ORR)29. In the electrochemical cell, 

the real uniqueness lies in that novel reactions can be stimulated to occur at temperatures and pressures 

at which they would otherwise not happen at. It is important to note that the presence of the electric field 

itself can also affect the transition state energies much like in the previously discussed cases for 

coadsorbates. Transition state energies can vary with other environmental changes as well (e.g., different 

pressures, temperatures30, and even magnetic fields31). Nevertheless, binding energies persist as the best 

guiding parameter towards exploring catalysis in these systems, with the ultimate goal to enhance these 

catalysts through geometries, coadsorbates, and environmental conditions. 

 In the case of SAECs, their catalysts are also governed by surface reactions, but in a more stringent 

manner in that they need a path for ion/electron transport to arrive at the surface where the absorbate will 

meet the metal. This leads to SAEC electrodes being composed of a catalyst dispersed on a high surface 

area electronically conductive support (typically carbon) mixed with the ionic conducting electrolyte. This 
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composite structure is intended to raise the number of active sites to yield to give as high of an activity as 

possible. Unfortunately, this geometry is not possible for the ORR electrode since carbon is not stable in 

this configuration, so alternative geometries with the catalyst being solely deposited on the electrolyte have 

been employed32 and are still being explored.  

 At low overpotentials transition state energies tend to dominate the resistance of the overall 

reaction for SAECs. In general, this implies that the choice of catalyst is critical for these cells. At 

intermediate overpotentials ohmic resistances start to dominate, though this cannot be further improved, 

barring the development of a superior electrolyte that operates at an intermediate temperature. At the 

highest overpotentials, cells can experience mass-limiting resistance, but these are typically far from 

operating conditions. Taken together, this information suggests that the main levers we have to pull in 

designing better SAECs are catalyst development and electrode geometry improvement to increase 

available active sites. 
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Chapter 2 Experimental 

For if a man who has never seen fire should prove by adequate reasoning that fire 

burns and injures things and destroys them, his mind would not be satisfied thereby, 

nor would he avoid fire, until he placed his hand or some combustible substance in 

the fire. – Roger Bacon  

2.1 DC Electrochemical Techniques 

  Direct current (DC) electrochemical techniques rely on unidirectional current flow setups while 

measuring current-voltage properties. These measurements most readily reflect their applications which 

will also operate in a DC manner (e.g., fuel cell operation and electrolysis), provide good continuous data 

with high time resolution, and are relatively simple to carry out. Experiments are carried out in either 

potentiostatically (potential controlled) or galvonostatically (current controlled). In steady-state conditions, 

these two modes of operation will yield identical results while conversely, they will differ under non steady-

state conditions. We will briefly explore a few of the DC electrochemical techniques that are applied in this 

work.  

2.1.1 Linear Sweep Voltammetry 

 Linear Sweep Voltammetry (LSV) is a potentiostatic technique that involves sweeping the electrical 

potential between two potentials (see Figure 2.1). Two important factors to involve in this measurement are 

the sweep direction and the sweep rate. Sweep direction refers to whether the potential is moving towards 

a more oxidizing or reducing condition at the working electrode. The sweep rate refers to how fast the 

voltage changes between applied points. The latter point is particularly important for single pass 

measurements as one should be assured that the measurement is done slow enough that the system is in 

a quasi-steady-state to be reflective of the operating characteristics of the cell. 

 LSV measurements are routinely carried out to measure characteristic performance quickly. When 

measuring fuel cell performance for instance, one readily sees the operating voltage at which peak power 

is obtained by examining the current-voltage relationship across the sweep range. One can also tell by the 

shape of the LSV current-voltage profile at which voltages, which kind of resistance are dominant across 
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the cell. In SAECs, we are predominantly concerned 

with a few main sources of extra resistances which 

cause voltage losses called “overpotentials”. 

Deviations in the OCV from Equation 1.2 are typically 

attributed to the gas composition not being completely 

correct due to leaks from the cell or leaks across the 

cell. At low potentials, there can be high overpotentials 

arising from high activation barriers for chemical 

reactions. At intermediate potential ranges there is a 

linear slope region in which resistance changes as a function of ionic conduction, termed as “ohmic 

resistance”. At high levels of reactant consumption (and equivalently higher potentials), there becomes an 

additional overpotential source from not being able to transport enough mass of the reactant to the cell that 

the cell can convert.  

2.1.2 Constant Potential/Current Techniques 

 Constant potential (also called chronoamperometric) and constant current techniques rely on fixing 

some part of the current voltage relationship to examine evolving phenomena. In other words, we take a 

slice of the so-called I-V curve and examine how it changes over time. For chronoamperometry, after some 

resting time, a square-potential wave is applied across the cell (see Figure 2.2) while in the constant current 

technique, just a current is maintained after some 

resting period.  

 These techniques are often applied in two 

situations involving the time domain. On one hand, it is 

often employed to examine things that happen on a fast 

timescale and can be used to measure things like 

diffusion. On the other hand, it is also used to examine 

long term operating performance of a given cell. This 

can be in a case such as a cell being held at the 

 Figure 2.1 Illustrative voltage profile for a LSV 
measurement. 

 

 

 

Figure 2.2 Illustrative voltage profile of a 
chronoamperometric measurement. 
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potential where peak power density is achieved, and then monitoring any increases in overpotential 

overtime. 

2.1.3 Cyclic Voltammetry 

 Cyclic Voltammetry (CV) is a potentiostatic 

technique that involves sweeping between two 

voltage limits that are approached with opposite 

sweeping directions (see  

Figure 2.3 for an example CV waveform). CV 

measurements are often carried out as more 

detailed versions of LSV measurements. For one, 

the CV scan gives more information about the 

complete redox system since it scans in both 

oxidizing and reducing directions. This also shows the reversibility of a redox couple. Like in LSV 

measurements, the measurements can be scan rate dependent if the reaction of interest is evolving at a 

rate slower than the implemented scan rate.  

 CV measurements can also be used to determine in situ catalyst activity if enough is known about 

the system of interest. This is accomplished by supplying a cathode with an inert gas and the anode with 

hydrogen and sweeping up to an oxidizing potential. In this range there should be a peak associated with 

hydrogen adsorption to the catalyst. The x-axis on a cyclic voltammogram can be converted to the time 

domain when the scan rate is known. Integrating the hydrogen adsorption peak with current versus time 

gives the total charge associated with hydrogen adsorption. This can then give the active surface area if 

the charge per area is known.  

2.2 AC Impedance Spectroscopy 

 DC techniques are useful for providing a general picture of fuel cell performance, often the results 

are difficult to deconvolute to determine the main factors governing losses accurately. An alternating current 

 

 

Figure 2.3 Illustrative voltage profile of a cyclic 
voltammetry measurement. 
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(AC) based technique known as electrochemical impedance spectroscopy (EIS) is the most widely used 

technique to address this deconvolution challenge. 

2.2.1 Basic Principles 

Impedance measures the effective resistance to an alternating current. This makes impedance sensitive 

to time and frequency dependent phenomena, unlike DC current based techniques. Whereby Ohm’s law 

defines resistance R as the ratio between voltage V and current i, impedance Z makes this law time t 

dependent: 

𝑍 =  
𝑉(𝑡)

𝑖(𝑡)
         (2.1) 

Impedance measurements are typically made by applying a small sinusoidal voltage waveform: 

𝑉(𝑡)  =  𝑉0 𝑐𝑜𝑠(𝜔𝑡)                 (2.2) 

that produces a current response: 

𝑖(𝑡)  =  𝑖0 𝑐𝑜𝑠(𝜔𝑡 − 𝜙)     (2.3) 

 

Where 𝑉(𝑡) and 𝑖(𝑡) are the voltage and current at time 

t, 𝑉0 and 𝑖0 are the voltage and current amplitudes, 𝜔 

is the radial frequency (i.e., frequency f multiplied by 

2π), and 𝜙 is the phase shift. The voltage perturbation 

is kept to a small amplitude so as to keep the response 

approximately linear. A visual representation of this 

voltage perturbation and the time-lagged current 

response is depicted in Figure 2.4. 

 

 By applying this waveform, this makes the sinusoidal impedance response of the system as: 

Z = 
𝑉0 𝑐𝑜𝑠(𝜔𝑡)

𝑖0 𝑐𝑜𝑠(𝜔𝑡−𝜙)
 = 𝑍0

𝑐𝑜𝑠(𝜔𝑡)

𝑐𝑜𝑠(𝜔𝑡−𝜙)
     (2.4) 

We can simplify this expression by complexifying it into terms of real and imaginary components: 

. 

Figure 2.4 Sinusoidal voltage perturbation with 
resulting current response. 
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Z = 
𝑉0𝑒𝑗𝜔𝑡

𝑖0𝑒𝑗𝜔𝑡−𝑗𝜙 = 𝑍0𝑒𝑗𝜙 = 𝑍0(𝑐𝑜𝑠 𝜙 + 𝑗 𝑠𝑖𝑛 𝜙)    (2.5) 

so that now the impedance can be expressed in terms of the impedance magnitude 𝑍0 and the phase shift, 

or in terms of a real component (Zreal = Z’ = 𝑍0 𝑐𝑜𝑠 𝜙) and an imaginary component (Zimag = Z’’ = 𝑍0 𝑗 𝑠𝑖𝑛 𝜙). 

In these expressions j is represent the imaginary number (j = √−1) since i is typically used for the current 

here. 

 For EIS, we typically plot data in terms of the real and the imaginary components of impedance in 

what is known as a Nyquist Plot. In this plot, the x-axis has the real component of the impedance and the 

y-axis has the negative of the imaginary component. This allows for a detailed summary of the general 

impedance behavior of a system over many orders of magnitude in frequency. An alternative depiction of 

the data is through Bode Plots which more easily show how effects change over frequency. The Bode 

Magnitude Plot shows the magnitude of the overall impedance as a function of frequency and the Bode 

Phase Plot shows the phase shift as a function of frequency. 

2.2.2 Physical Equivalent Circuit Models 

 The physical processes that occur within electrochemical cells can be modeled using circuit 

elements. Groups of resistors and capacitors can effectively model the behavior of ohmic conduction, 

reaction kinetics and mass transport. This leads us to call such circuit-based depictions of electrochemical 

cell impedance spectrums “equivalent circuit models”. Provided one can determine a good equivalent circuit 

model, physical processes and properties can be extracted from. Here, we will investigate the components 

to build up good equivalent circuit models for EIS.  

 Ohmic conduction is simple to model as this behavior is modeled just by a resistor: 

ZOhmic = ROhmic      (2.6) 

Showing that there is only a real response in the impedance. So, if we consider the Nyquist representation 

of this, we will see a single point on the real axis as an effective model for ohmic conduction, as is depicted 

in Figure 2.5a. 

 We need to also introduce the model for a capacitor, as there are significant charge separation 

events that will occur across the reaction interface over the course of an electrochemical reaction. The 



46 
 

 

impedance response of a capacitor is fully imaginary. The equation relating current and voltage for a 

capacitor with capacitance C is: 

i = C 
𝑑𝑉

𝑑𝑡
              (2.7) 

When adding a sinusoidal waveform, this gives a current response of: 

i(t) = C 
𝑑(𝑉0𝑒𝑗𝜔𝑡)

𝑑𝑡
 =C(j𝜔) 𝑉0𝑒𝑗𝜔𝑡     (2.8) 

which gives an impedance shown in Figure 2.5b. and by the equation:  

ZC = 
𝑉0𝑒𝑗𝜔𝑡

𝐶(𝑗𝜔) 𝑉0𝑒𝑗𝜔𝑡 = 
1

𝐶𝑗𝜔
           (2.9) 

 For electrochemical cells, it is often the case that the capacitive element might deviate from an 

ideal capacitor due to several factors such as a distribution of capacitance, distribution of reaction rates, 

roughness, or non-uniform current distribution. A more general form that encompasses these non—ideal 

features is an element known as a constant phase element CQ. This element deviates from the capacitance 

by a factor of α, where α is a number between 0 and 1 with 1 being a perfect capacitor. This is shown in 

Figure 2.5c and given by33:  

ZQ = 
1

𝐶(𝑗𝜔)𝛼                  (2.10) 
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 A final relevant elementary circuit element is the inductor. This mostly matters for the experimental 

setup since wires leading to and from the testing apparatus can indue some level of inductance in the 

measurement. The impedance response for an inductor with inductance L is shown in Figure 2.5d and 

given by: 

 

 

Figure 2.5 Nyquist plot depictions of the following equivalent circuit elements: a) resistor, b) capacitor, c) 
constant phase element, d) inductor. 

 

a) b) 

c) d) 



48 
 

 

ZL = j𝜔L         (2.11) 

 Often, the processes in an electrochemical cell are a combination of these equivalent circuit 

elements. If they are represented by elements in series, the impedance components can be just added 

together normally. If the elements are in parallel, then the components are added reciprocally.  

 The most common equivalent circuit that occurs for an electrochemical reaction is a resistor and a 

constant phase element in parallel. The reason why for this can be understood when thinking about the 

physical steps happening. Charge accumulation on the surface of the reaction site during electrochemical 

reaction causing a capacitive element to form. This charge accumulation effect is not uniform across the 

surface, so the capacitive element is a constant phase element. The reaction kinetics, on the other hand, 

are entirely represented by a resistor and is directly related to the activity of the electrochemical reaction.  

 This leads to many impedance measurements in the early regions of the polarization curve to be 

defined by an ohmic resistance in series with some number of RQ elements affiliated with electrochemical 

reactions. An example of EIS data from an electrochemical cell that is fit with an RRQRQ circuit using an 

in-house built Python program called ECIF34 is shown in Figure 2.6.  

 

 

 

 

 

 

 

 

 From Figure 2.6, one can see that the RQ elements makes a depressed semicircle with the Nyquist 

presentation. An ideal RC circuit would instead show a non-depressed semicircle and the depression 

 

Figure 2.6 EIS data for an example electrochemical 
system with a RRQRQ model fit to it using the ECIF 
program34. a) shows the Nyquist representation, b) 
shows the Bode Magnitude representation, and c) 
shows the Bode phase representation. 

 

 

 

a) b) 

c) 
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corresponds to a lower α value in Equation 2.10. This also shows how the different resistances are easily 

discernable from the Nyquist plot. The ohmic resistance is where the data first crosses the x-axis at around 

0.37 Ωcm2 and the total real portion of the resistance is around 0.95 Ωcm2
 being where the final crossing of 

the x-axis. The reaction resistance can then be found as the difference between these two values. 

Additional deconvolution between those two resistances is easily carried out by the modeling which also 

provides values of the capacitances and α values.  

 To gain a bit of intuition about how the different parameters effect an interactive demo was built 

into the ECIF program34 that allows for manipulation of variables to see how this affects the impedance in 

the Bode magnitude representation of an RRQ circuit and some examples are shown in Figure 2.7.  

From the differences between Figure 2.7a and Figure 2.7b. the ohmic and reaction resistances change 

independently and are easily discernable from each other by where they show a plateau. From Figure 2.7c 

 

 

Figure 2.7 Demo of RRQ circuit with a) initial parameters, b) ohmic resistance halved while reaction resistance is 
doubled, c) capacitance lowered by two orders of magnitude d) α dropped from 1 to 0.6. 

 

a) b) 

c) d) 
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shows that by lowering the capacitance by two orders of magnitude, the point at which the impedance 

transitions from being impacted by both resistances to just the ohmic resistance shifts to two orders of 

higher magnitude frequency. This shows that the transition point frequency is negatively correlated with the 

capacity. Figure 2.7d shows that lower values of α make the transition between the two resistances more 

diffuse. Here, it should be noted that for almost all electrochemical reactions that lower frequencies 

correspond with higher real components of impedance. 

 Mass transport is typically modeled by so-called Warburg elements. These circuit elements are 

based on and derived from diffusion processes. If we consider an infinite length of diffusion, we get an 

infinite Warburg element with as impedance given by: 

𝑍 =  
𝜎𝑖

√𝜔
(1 − 𝑗)            (2.12) 

where 𝜎𝑖 here is the Warburg Coefficient for a species I and is defined as: 

 𝜎𝑖  =  
𝑅𝑇

(𝑛𝑖𝐹)2𝐴√2
(

1

𝑐𝑖
0√𝐷𝑖

)     (2.13) 

where A is the area of the electrode,  𝑐𝑖
0 is the bulk concentration of species i, and 𝐷𝑖 is the diffusion 

coefficient of species i. This means that the Warburg coefficient shows the effectiveness of species i to or 

from reaction interface. By looking at Equation 2.13, we can see that if species i is abundant and diffusion 

in fast, then the Warburg coefficient will be small and the impedance from transport will be small. 

Additionally, at high frequencies, the Warburg impedance is small since diffusing reactants do not have to 

move far. Therefore, Warburg impedance is usually only prevalent at low frequencies, where reactants 

have to diffuse further. The Nyquist presentation of an infinite Warburg element appears as a diagonal line 

with a slope of one as shown in Figure 2.8a.  

 Of course, in regular fuel cells, the diffusion length typically has a finite length. Typically, the 

diffusion layer corresponds to the thickness of the electrode3. In cases with a finite diffusion length, it is  

better to use a Finite (porous bounded) Warburg model. This model has the form of: 
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𝑍 =  
𝜎𝑖

√𝜔
(1 − 𝑗)𝑡𝑎𝑛ℎ(𝛿√

𝑗𝜔

𝐷𝑖
)         (2.14) 

where 𝛿 is the diffusion layer thickness. At high frequencies or with large diffusion layer lengths, this model 

converges to the Infinite Warburg model. Conversely, at low frequencies and small diffusion layer lengths, 

this model’s impedance moves back towards the real axis. The Nyquist representation of this model is 

shown in Figure 2.8b.  

2.3 X-ray Techniques 

 X-rays (electromagnetic waves with wavelengths on the order of 0.5-2.5 Å are very powerful for 

two reasons: (1) they have wavelengths on the order of atomic spacings and (2) they have energies on the 

order of atomic electronic transitions. These make them a powerful asset in determining the chemical and 

structural identity of the materials we study. Here, the main materials characterization x-ray techniques that 

are implemented in this work will be described35. 

2.3.1 XRD 

 X-ray diffraction is a technique predominantly used to probe the structure of a given material 

utilizing the diffraction property of waves when their wavelength is on approximately the same order of 

length of a periodic spacing. Incident X-rays will interact with a material and scattered X-ray will interfere 

constructively and destructively. Scattered X-rays from adjacent planes of atoms that have a spacing of d 

 

Figure 2.8 Nyquist plots of diffusion-based Warburg elements. a) shows the infinite Warburg case while b) shows 
the Finite (porous bounded) Warburg case. 

a) b) 
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between them will constructively interact when the angle θ between the plane and the X-ray results in a 

path length difference that is an integer multiple n of the X-ray wavelength λ. This condition makes up what 

is known as Bragg’s Law: 

n𝜆 = 2d𝑠𝑖𝑛 𝜃           (2.15) 

 By knowing the angle of incidence and measuring the intensities at each angle, we gain knowledge 

about the structure of the material. One thing that is helpful to note when considering Equation 2.15 is the 

relationship between the lattice spacing and the angle. If it is noticed that scattered intensity is appearing 

at a lower angle, then d-spacing is expanding (while 𝜃 is < 90° which is the case for most XRD experiments) 

like in the case of thermal expansion35. 

 In this work, exclusively powder X-ray diffraction is performed (as opposed to the Laue Method or 

Rotating-Crystal method). Further, most often the Bragg-Brentano geometry is most often employed where 

X-rays impact a flat sample and reflected X-rays are detected. Only in a few cases is the Debye-Scherrer 

geometry employed where incident is instead transmitted through the sample and detected. The Debye-

Scherrer geometry is only employed for cases where there is little sample available and is noted where 

used. 

 XRD is also used routinely herein to predict particle size by calculating the crystallite size using 

Scherrer’s Formula:  

𝑡 =  
𝐾𝜆

𝐵 𝑐𝑜𝑠 𝜃
          (2.16) 

Where t is the thickness of the crystallite, K is a shape factor close to unity (typically close to 0.9), 𝜆 is the 

wavelength of the incident X-ray, B is the angular breadth of the peak be examined (i.e., the full-width of 

the peak at half of its maximum intensity), and 𝜃 is the angle at which the peak has its highest intensity. To 

isolate this effect out, other peak broadening effects need to be accounted for. The first is the instrument 

broadening, which can be considered by measuring a standardized sample that provides extremely minimal 

broadening to the pattern itself (typically LaB6), and the broadening of that pattern as the instrumental  

broadening. A second broadening takes place in the presence of non-uniform strain in the sample: 
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𝐵 =  
−2𝛥𝑑

𝑑
𝑡𝑎𝑛 𝜃               (2.17) 

where 
𝛥𝑑

𝑑
 is the variation in strain. To isolate this effect, several peaks must be measured so that it is easy 

to separate the cos 𝜃 breadth dependence from the tan 𝜃 dependence35. 

2.3.2 XRF 

 X-ray fluorescence (XRF) is the emission of characteristic secondary (i.e., fluorescent) X-rays from 

a material that has been excited by X-rays. This happens because X-rays have sufficient energy to knock 

electrons out of the inner orbitals of atoms. This configuration is highly unstable, so an electron from a 

higher orbital will drop to the lower orbital to fill this. Upon doing this, an electromagnetic wave is released 

that corresponds to the energy difference between the two orbital levels. Since each element has orbitals 

with different characteristic energies, XRF can identify materials by their “orbital fingerprint”. 

 The detection of the spectrum of photons emitted is done by an energy dispersive spectrometer, 

so this technique is widely called energy dispersive X-ray spectroscopy (EDS or EDX). The probing 

radiation being X-rays means that the sampling volume penetrates well into the sample. This will change 

depending on several factors such as Z number and density, but tends to be on the order of μms36, while 

the areal resolution can be much more precise with a resolution on the order of the electron microscope’s 

resolving ability when using EDS through it. EDS is useful for getting an idea of a sample composition, but 

should not be the sole analyzing tool when a precise chemical composition needs to be achieved as 

measurements can have around 5% error36. 

2.3.3 XPS 

 XPS, much like EDS, relies on bombarding a sample with X-rays, but in this case, ejected 

photoelectrons are measured. The kinetic energy of the photoelectrons is detected and then the binding 

energy required to liberate the electron from the sample chemical potential is measured. This, like EDS, 

provides a characteristic chemical signature. The main reason why one uses XPS over EDS is that it is 

much more surface sensitive. Depending on the sample one is examining, the sampling depth arises from 

1-10 nm of the sample. Additionally, the binding energy is sensitive to the oxidation state of materials, so 

there is also a higher degree of chemical specificity. The areal sampling resolution for XPS tends to be 
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large and typically requires greater than 10 μm. Additionally, while it is often cited that XPS composition 

analysis can be down to 0.1% error, depending on the sample the error can range to 10% error37.  

2.4 Chemical Vapor Deposition 

 Chemical Vapor Deposition (CVD) is a vacuum-based thin film deposition method that relies on a 

gas-phase precursor to react or decompose onto the surface of a sample. Often this needs to be coupled 

with a gas removal step since there are often volatile by-products after the precursor has reacted or 

decomposed. While there are many possible methods of employing CVD, we will look more in-depth at two 

methods employed in this work. 

2.4.1 MOCVD 

 Metalorganic Chemical Vapor Deposition (MOCVD) is essentially a CVD process carried out by the 

reaction of a volatile metalorganic precursor. This is useful for clean metallic depositions since the organic 

part remains volatile after the reaction so that the sample is not as contaminated and leaves behind a metal 

of interest.  

 Many MOCVD methods use a flowing stream of the volatile precursor, which is often mixed with 

an inert carrier gas. This reactant stream is then flowed over a substrate of interest. This substrate is usually 

heated to induce the breakdown of the precursor when it collides with surface. For MOCVD, there is typically 

one continuously applied reactant gas and the amount of deposition is controlled by the amount of precursor 

supplied and the time allowed to react. This method can be challenging to apply to powders in the deposition 

of uniform films though since they can have high surface areas and many areas might have limited 

accessibility to the convective gas flow. 

 In the case for depositing on CDP, a unique MOCVD technique was developed. For this procedure, 

a solid metalorganic precursor is mixed directly with a fine CDP powder. This is then supplied to a reactor 

vacuum furnace in a container alongside a container of water that will volatilize to maintain humidity in the 

chamber. This is then brought to vacuum and purged with nitrogen several times, then finally allowed to 

remain in vacuum. This chamber is then heated to a point where the metalorganic precursor volatilizes and 
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deposits a uniform film on top of the CDP powder. The deposition amount here is controlled by how much 

of the precursor is mixed with the CDP38.  

2.4.2 ALD 

 Atomic Layer Deposition (ALD), much like CVD, relies on a volatile precursor gas to deposit thin 

films of a material of interest. The main distinguishing factor about this process is that it occurs on the order 

of a single atomic layer at a time. This is achieved by breaking the deposition process into at least two steps 

that are each self-limiting. The first step typically relies on a volatile precursor that will chemisorb to the 

surface of a substrate of interest. The secondary byproducts are then purged from the apparatus. Next, a 

second reactive gas is introduced into the chamber that also reacts with the surface in a self-limiting manner 

and is also followed by a purge (see Figure 2.9 for diagram). Together this makes one cycle, and the 

material can be built up layer by layer in this manner.  

 There are many benefits to this method over MOCVD including subnanometer thickness control, 

high conformality, stoichiometric control, low surface roughness, repeatability, and adhesion. The main 

disadvantages are that the process is more time intensive, more expensive as more precursor is wasted, 

and the options for precursors are more limited since it more challenging to get element carriers with a good 

ALD deposition window. 

 

Figure 2.9 a) Diagram of general binary ALD sequence. Precursor A is pulsed into ALD reaction chamber and 
allowed to chemisorb to the surface of the substrate while secondary molecules remain volatile. The remaining 
volatile gas is then purged from the chamber. Then, precursor B is pulsed into the reaction chamber, and 
subsequently the secondary volatile materials are purged. This cycle is repeated till desired thickness achieved. b) 
Schematic of a typical ALD reactor setup. Reaction chamber is held under vacuum and heated to desired chamber. 
Dosage for ALD precursors is controlled by fast acting valves that are pulsed open for short periods of time. 
Optionally, as opposed to working in a continuous flow manner, the stop valve can be engaged to seal reactants 
in the reactant chamber for a period. 

 

a) b) 
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 For the ALD process, it is strongly desired to have an irreversible saturating chemisorption bond 

for strong single layer formation over weak physisorption bonds that allow for multilayer formation39. 

Typically, a desired temperature window must be found where ALD proceeds well in. At too low of 

temperatures, uncontrolled growth can occur because either the precursor can condensate on the surface 

of the substrate or the thermal energy is too small and does not allow for surface reactions. Too high of 

temperatures will lead to thermal decomposition of the precursors on the substrate surface or the precursor 

will have too high of a volatility to stay on the substrate surface40. Having a low melting point is associated 

with branching and asymmetry. 

 Good ALD precursors should be chemically reactive, thermally stable, be volatile, and have self-

limiting behavior41. Additionally, bulky ligands can prevent access to active sites leading to sub-monolayer 

deposition. Typical precursors are either halides or organometallices. Halides are thermally stable and 

inexpensive, but they tend to leave halogen impurities and are corrosive to the reaction chamber. 

Organometallic precursors are highly reactive and non-corrosive but suffer from thermal stability and will 

leave carbon impurities at times. A final important consideration for deposition from ALD is nucleation. If 

nucleation is favorable mostly on the substrate and subsequently on alternate layers, then ALD will proceed 

in a layer-by-layer fashion. If there is sufficient motivation to also deposit on like layers, then ALD processes 

can deposit in a more random fashion. If the nucleation is highly more favorable towards depositing on like 

materials over that of alternating layers or the substrate, then the deposited material will tend to form islands 

of depositing on itself. This is particularly true for deposition of metals42. 

2.5 Cell Testing 

 Due to the myriad of parameters that can affect the performance of electrochemical cells, rigorous 

protocols were established for the fabrication and testing of said cells to limit cell to cell variation. Any 

deviation from these protocols to carry out a particular experiment is noted in the text.  

2.5.1 Cell Fabrication 

 Cells constructed here were prepared by serially pressing several layers together using a uniaxial 

press. Before using the die set, all components are washed in isopropyl alcohol and then in deionized water 

and allowed to dry. The edges of the die rod are lightly wiped with steric acid in IPA. Initially, a 1.8 cm 
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stainless steel mesh is lightly pressed to ensure it is flat and then sonicated in IPA for five minutes and 

dried under N2. This disc is then placed inside a 1.9 cm die. Then a so-called “MPL layer” is spread on top 

of this die consisting of 75 mg of a mixture of CsH2PO4, carbon black acetylene (Alfa Aesar, 99.9%) and 

naphthalene (Alfa Aesar, 99.8%) in a 3:1:2 mass ratio, where the naphthalene serves as a fugitive pore 

former. Before the powder is spread, the powder is chopped with a razor to break up any agglomerate 

particles. Care is taken when forming this layer to ensure that the powder is spread using a razor to a level 

even with the level of the opening of the die. Subsequently, a piece of weigh paper is placed on top of the 

opening and pressed down along the edges while a razor is combed over the surface. This aids in assuring 

the surface is smooth. Then a 0.102 mm shim is inserted and an electrocatalyst layer is spread on top 

composed of a mixture of CsH2PO4 + Pt on carbon (20 mass% Pt on carbon black, HiSPEC® 3000, Alfa 

Aesar) in a 6:1 mass ratio. The same steps to ensure smoothness with the weigh paper and razor are used. 

This is then pressed at three tons for three seconds and afterwards the pressure is slowly released. A razor 

is used to remove powder stuck to the edge of the disc and N2 is lightly blown over the surface to remove 

any loose powder. What is fabricated up to this point will serve as the counter electrode.  

 At this point, the entire die set is cleaned again, once in IPA and a second time in deionized water 

and allowed to dry. The edges of the die rod are lightly wiped with steric acid in IPA. Then the cell in 

progress is placed back again in the hole for the die. 50 mg of a fine CDP powder are placed upon the top 

of the cell and spread evenly. The same steps with the razor and weigh paper are applied. At this point, a 

cap made with Kapton tape covering it is place on top of the hole and the assembly is pressed at four tons 

for one minute after which the assembly is slowly depressurized. The powder on the edges of the cell is 

removed with a razor and the loose powder on the top is removed with N2. The cell is then double wrapped 

around the edges with Teflon tape. This is then lightly pressed on top to make the Teflon layer as thin as 

possible. A picture of this cell is then taken from a bird’s eye view with sufficient lighting and a ruler for 

reference to obtain the active area of the cell not covered by the edge Teflon tape. An area calculation is 

then done using ImageJ on this image.  
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 Now the final electrode powder is prepared to be added. At this point, a quick procedure for how 

the electrode powders were often made is that the metal on carbon and CDP are added to a mortar. These 

powders are mixed by mortar and pestle until the powder appears uniform. A spatula is used to scrape and 

pressed powder until all is loose. Then, a small amount of isopropyl alcohol is added to the mortar. This 

powder is again mortared and pestled for at least one minute until the isopropyl alcohol is close to drying. 

At this point, the pressed powder in the mortar is dried lightly under N2. The pressed powder is removed by 

a spatula and the removed powder at this point is very fine and by appearance should be black. This powder 

is then placed on top of the previously fabricated half-cell. This powder is spread evenly over the entire cell 

(including areas covered by Teflon). The same procedure for ensuring a smooth layer with the weigh paper 

and razor is applied. The cap with Kapton tape is then placed on top of the hole and this assembly is 

pressed at two tons for one second. The edges of the die rod are lightly wiped with steric acid in IPA. Then 

a layer of carbon paper is added on top (TGP-H-120 Toray paper) followed by a 1.9 cm stainless steel 

mesh. The cell is then double wrapped around the edges with Teflon tape and the cell is ready for use. A 

schematic of the complete cell is shown in Figure 2.10. 

 

 

 

 

 

 

 As a note for materials handling, all materials were stored in a glovebox prior to use where the pO2 

and pH2O are held to less than 0.5 ppm. The MPL powder could not be stored in the glovebox as the 

naphthalene would routinely volatilize upon transfer through the antechamber. This being the case, the 

MPL powder was stored in a desiccator when not in use. All powders were sieved with a 53 μm sieve before 

use, except for the working electrode powders. Additionally, all powders used were thoroughly mixed with 

 

 

Figure 2.10 Schematic of a standard counter 
electrode supported electrochemical cell. Here, CE 
refers to the counter electrode, WE refers to the 
working electrode, GDL stands for gas diffusion 
layer (i.e. a 2-layer stainless steel mesh), SS refers 
to stainless steel. Employed electrolyte is always 
CDP for these cells. The counter electrode catalyst 
mix is typically a standard Pt/C composite. The WE 
catalyst mix is the varied electrode of interest. 
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extensive mortar and pestling. The standard counter electrode powder was additionally ball-milled before 

mixing with mortar and pestle.  

2.5.2 Testing Configuration 

 To test electrochemical cells, an in-house built electrochemical testing station was used (see Figure 

2.11). For this station, four gas lines are setup to supply gases to the station that are flow-controlled with 

mass flow controllers (MFCs) calibrated by a Gilibrator. Two of these gas lines go through a furnace, inside 

which there are two glass bubblers. The lines run through these bubblers in order to humidify the gas to a 

degree which is determined by the temperature of the furnace and the associated water partial pressure. 

The exhaust of the bubblers then meets with the other two dry gas lines past the MFCs at T-joints. There 

is a check valve on the humidified gas line side of the T-joint to allow for solely dry gas to be supplied to 

the cell without causing backflow through the humidified line. These joint lines then lead into the oven where 

 

Figure 2.11 Schematic of electrochemical testing station used for 
ammonia electrooxidation cells. Separate dry and wet gas flows 
controlled by upstream mass flow controllers. Separate combined 
lines supplied to and exhausted from electrochemical cells. Water 
partial pressures maintained through temperature in water bath in 
external furnace. Vented exhaust also passes through water 
bubblers to check gas flow. 
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the cell holder is. One of the joint lines leads to the working electrode side while the other line leads to the 

counter electrode side. Similarly, each cell holder side exhausts separately to a vent.  

 Every portion of the gas lines that is potentially exposed to humidified gas is wrapped with heat 

rope and held at 150 °C with Omega temperature controllers to prevent condensation in the lines. Right 

before the cell, ceramic tubes are used to electrically isolate the cell. Otherwise, the remainder of the tubing 

is stainless steel. Before reaching the exhaust, venting lines are passed through another set of bubblers to 

check gas flow. This is used when loading the cell to ensure that proper sealing is achieved before ramping 

to operating conditions. Typical operation involves flowing no or dry gases up to 150 °C and then supplying 

humidified gas (pH2O = 0.38) when ramping from 150°C to 250 °C with ramp rates of 2 °C/min. 

 To do electrochemical measurements two silver wires are attached on each side of the cell holder 

in electrical contact with the cell electrodes in a pseudo four-point probe configuration. This allows for the 

ohmic contribution from the silver wire to be removed. There is still an unavoidable inductance signal that 

is found when doing AC impedance measurements that has to be corrected for. One way of achieving this 

is by inducing a short-circuit across the cell by contacting either side of the cell holder to the other. This 

data can then be subtracted from the non-short-circuited data. The inductance can also be accounted for 

with an equivalent circuit model as discussed in Section 2.2.2. The wires then lead to an instrument to carry 

out electrochemical measurements (Biologic, SP-300). 

 There were three gas conditions that were predominantly used as gas conditions to test 

electrochemical cells here, all at typically 50 standard cubic centimeters (sccm) of gas supplied to each 

electrode and a water partial pressure of 0.38 atm pH2O. The first is a condition where only humidified 

hydrogen is supplied to both electrodes. This leads to gas partial pressures of 0.62atm pH2 for both sides. 

This was used as a reference condition and could be used to probe general hydrogen electrocatalysis 

measurements with high pH2 such as hydrogen oxidation (HOR) and hydrogen evolution (HER).  

 The second condition involves maintaining the hydrogen partial pressure at the counter electrode 

at 0.62atm pH2 while mixing dry and humidified hydrogen. The working electrode gas is then switched to a 

mixture of humidified nitrogen and 10% H2 bal. Ar in a mixture that creates a pH2 of 0.024-0.025 atm pH2 

(still pH2O = 0.38 atm, and bal. is N2 and Ar). This condition served two purposes. One is that we could 
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check if hydrogen from the counter electrode is crossing over to the working electrode by measuring the 

OCV. The difference in the hydrogen chemical potential across the two electrodes causes a voltage of 71-

73 mV (range from MFC error range) according to Equation 1.2. All cell results here passed this hydrogen 

crossover test and any results with OCVs less than 71 mV were disregarded. The second use of this 

condition was to test HOR/HER activity at the working electrode under dilute hydrogen conditions.  

 The third main condition employed maintained the counter electrode gas condition but switched 

the working electrode dry 10% H2 bal. N2 to dry NH3. This made for a gas condition at the working electrode 

of 0.4 atm pNH3, 0.38 atm pH2O, and balance nitrogen. This was used to test ammonia oxidation at the 

working electrode. A variation of this was also made to investigate higher ammonia partial pressures. In 

this configuration the humidified nitrogen was no longer supplied to the working electrode. Instead, humidity 

was supplied directly to the gas line through the implementation of a syringe pump pumping water into the 

line directly above the cell at a T. A small amount of N2 was supplied on this external line to help push the 

steam to the system. This alternate configuration maintained a gas condition at the working electrode of 

0.6 atm pNH3, 0.38 atm pH2O, and balance nitrogen and at a flow rate of 50 sccm like in all the other 

conditions. 

2.6 Adsorption Techniques 

 As heterogeneous catalysis and electrochemical catalysis occurs at the surface of materials and 

the associated catalytic activity is a function of the reaction surface area, it is important to be able to 

characterize the amount of available surface area to be able to make comparable results. This being the 

case, we will describe two techniques employed here used to characterize different types of surface areas. 

2.6.1 BET Method 

 The Brunauer–Emmett–Teller (BET) theory is an explanation of the physical adsorption process 

for gas molecules on a solid surface and is often employed to evaluate the specific surface area of materials. 

The basis of this theory comes from Langmuir’s theory which relates the factional coverage θ from 

monolayer adsorption of gas molecules to the gas pressure P of a gas adjacent the solid surface at a given 

temperature: 
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𝜃 =  
𝐾𝑃

1+𝐾𝑃
           (2.18) 

 

where K is a constant independent of temperature. At a constant temperature K can be determined 

experimentally from this kinetic model. This model is built from several assumptions including that 

adsorbates form a monolayer, all surface sites have the same adsorption energies and are independent of 

one another, and each active site is matched with a single adsorbate particle43. The BET theory covers for 

some of Langmuir’s theories shortcomings by building a model for multilayer adsorption based on the 

assumptions that gas molecules physically adsorb on a solid in layers infinitely, gas molecules solely 

interact with adjacent molecules, Langmuir’s theory can be applied to each layer, and that the enthalpy of 

adsorption for the first layer is a constant that is greater than the subsequent layers which have an enthalpy 

equivalent to the enthalpy of liquification44.  

 The implementation of the BET method for 

surface area analysis today is performed with an inert 

gas (typically N2) physisorption onto a surface. The 

measurement procedure involves cooling an inert gas 

to its boiling point where significant adsorption can 

occur. Known amounts of the gas are then released into 

a sample cell with known volume. Pressure changes 

due to the adsorption process are then being measured. 

The data is then collected in the form of an isotherm 

which shows adsorption as a function of relative pressure (see Figure 2.12). 

 To obtain the surface area, the following equation is used for the monolayer adsorbed gas quantity, 

vmono: 

vmono = 
1

𝐴 + 𝐼
             (2.19) 

from which the surface area from BET SBET can be determined from: 

 

Figure 2.12 BET plot with fitting constants. 
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SBET = 
𝑣𝑚𝑜𝑛𝑜𝑁𝑠

𝑉𝑚
             (2.20) 

where N is Avogadro’s number, s is the absorption cross-section of the gas molecule, V is the volume of 

the gas molecule, and m is the mass of the sample. 

2.6.2 Selective Chemisorption 

 For our catalytic systems, while the general surface area obtained from the BET method is helpful, 

it does not capture the entire picture of what we are after. We are interested in the reaction surface area 

which is particularly correlated with the metal surface area (excluding the available support surface area). 

This means we need techniques to isolate this surface area to compare catalysts on a one-to-one basis.  

 One way of testing this is by using a molecule that wants to selectively bind to the catalyst of interest 

and not the support. One good example of this is carbon monoxide which tends to selectively bind to 

transition metals. We must first know how the carbon monoxide binds to the metal to use this information. 

The nice thing is that the chemisorption reaction will form monolayers on the surface which makes the 

modeling easier. What changes from material to material is the sites to which CO bonds. This can be 

determined externally by in-situ infrared techniques such as Diffuse Reflectance Infrared Fourier Transform 

Spectroscopy (DRIFTS).  

 An example method of employing this involves a series of steps. First, the surface to be measured 

should be sufficiently cleaned (and degassed). Second, the sample of interest is placed in a measuring 

chamber from which the exhaust is being measured somehow (a thermal conductivity detector can 

accomplish this). Third, pulses of CO balance the inert gas are introduced to the sample and the thermal 

conductivity of the resultant gas is measured. CO uptake will manifest as differences in the thermal 

conductivity. Pulses are continued until subsequent pulses no longer exhibit a change indicating no more 

uptake. Now the pulses can be converted to an amount of CO adsorbed and using the relationship between 

the sites and the CO, the number of sites and thus the surface area can be obtained.  
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Chapter 3 Hydrogen Electrooxidation 

Young people must break machines to learn how to use them; get another made!       

– Henry Cavendish  

3.1 Introduction 

3.1.1 A General Prospective 

 Hydrogen is possibly the simplest atom to examine for electrocatalysis as it contains just one 

electron and one proton. It naturally exists as a diatomic gas and thus will produce two electrons and two 

protons when oxidized. Modern electrocatalysis was practically initiated by the work of Bowden and Rideal 

who first made measurements of the hydrogen reduction overpotential as a function of current density for 

several metals45. Yet even as electrocatalysis of hydrogen could be one of the simplest cases and is among 

the longest studied electrocatalytic systems, substantial work is still being done today to understand and 

improve this system. 

 The fact that the hydrogen oxidation and reduction steps are fully reversible suggests similar 

binding energy dependences which is found in computational46 and experimental work47. However, there 

can be notable asymmetries in the ability of a catalyst to carry out these reactions (i.e., the oxidizing 

condition alters the chemical state of the catalyst whereas the reducing condition does not). This can lead 

to different microkinetic steps as rate limiting for the forward and reverse cases48. Most of the work in this 

chapter is focused on the hydrogen oxidation reaction (HOR) due to its importance in ammonia oxidation 

as discussed in Chapter 4 and for its use in H2/O2 fuel cells, but since our testing conditions under symmetric 

hydrogen are similar for both reactions, the hydrogen evolution reaction (HER) was also occasionally 

explored and results will be noted when appropriate. 

 The net HOR for hydrogen gas involves the hydrogen molecule splitting into protons and electrons: 

H2 →  2𝐻+  +  2𝑒−     (3.1) 

 This reaction can be broken into distinct parts to describe a particular reaction pathway, as 

discussed in the following steps with Hads as adsorbed hydrogen. In literature, the step for hydrogen  

chemisorbing to a surface is known as the Tafel step expressed as: 
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H2 →  2𝐻𝑎𝑑      (3.2) 

 Hydrogen can also attach to a surface via an electrochemical transfer method. If the hydrogen 

adsorption must be coupled with a charge transfer reaction, this is known as a Heyrovsky step. When 

carried out with a proton conductor, this proceeds as:  

H2 →  𝐻𝑎𝑑  +  𝑒−  +  𝐻+                (3.3) 

 

 If adsorbed hydrogen is oxidized to a proton and liberates an electron, this is known as a Volmer 

step. In the proton conducting electrolyte case, this proceeds as: 

Had →  𝑒−  +  𝐻+           (3.4) 

 These Tafel, Heyrovsky, and Volmer steps can proceed in the reverse cases as well and are termed 

as such. Typically, during HOR, either a Tafel or Heyrovsky step must occur first, which is then followed by 

a Volmer step. Note that the Tafel step is not explicitly charge dependent so one might not expect its 

activation to be dependent on the voltage. It still has some voltage dependence though as the surface 

coverage of the catalyst will change with potential. This means there will be steric effects in addition to other 

possible coadsorbate effects previously discussed in Section 1.4.3. 

 It is noted here that the majority of HOR studies in literature have been performed in solution-based 

environments or studied in cells with hydronium conducting electrolytes (PEMFC) or hydroxide conducting 

electrolytes (AFC). These conditions will differ in many ways from SAECs including the distribution of 

reactant species, identity of the reactant species, kinetics, the activation required to form bubbles in the 

solution-based case, the mobility of species, and the temperature at which the reaction occurs. Thus, direct 

translation, direct translation of most work on HOR to the SAEC case, particularly for models. One such 

example is the Butler-Volmer equation when employed for rate-determining step analysis. Even in common 

ideal situations the Butler Volmer equation should only be applied in special circumstances. In general, 

systems should be considered with more generic microkinetic models that take into account surface 

coverage48.  

 These realities notwithstanding, both the solution based and SAEC cases rely on hydrogen binding, 

so the wide body of HOR work is still a useful starting point for examining HOR in the SAEC case. To be 



66 
 

 

most accurate, though, we will compare to catalysts employed in SAEC environments. Specifically, we will 

look to the HOR research performed by Sasaki49, Louie8,50, and Paik51,52 for points of comparison. 

3.1.2 In Solid Acid Cells 

 Sasaki studied HOR for SAFCs using three different types of electrodes he described as “wire”, 

“inverse”, and “powder”. For the “wire” electrodes, cylinders of catalyst materials are implanted into CDP 

and 12 wires are tested at a time without pressure on the electrical contacts. “Inverse” electrode geometries 

involve starting with a half-cell of CDP on a Pt and CDP mixture 3:7 (Pt:CDP) by weight. The top electrode 

is the material of interest and can be either a foil or sputtered material. In this case, the electrical contacts 

could be pressed. “Powder” electrodes refer to starting with similar half cells as the wire electrode case, but 

a PTFE mask is placed on top of the half cell with a small aperture in the center. Powder is subsequently 

placed on top of that aperture before pressing. All cells were tested in a single chamber environment with 

humidified H2 gas (0.38 pH2O) at 236°C. Among candidate materials, Sasaki looked at Ni, Pd, Pt, Co, Au, 

and Ag with a focus on the former three49. 

 Using wire electrodes, Sasaki found the HOR activity at 0.2 V was improved by catalysts in the 

following order: Pd>Pt>Ni>Co>Au. Pd had an order of magnitude greater activity than Pt, which had an 

order of magnitude greater activity than Ni which had an order of magnitude greater activity than the rest. 

For Ni, Sasaki’s inverse electrode tests suggested slightly higher resistance than the Pt case, but there was 

unusually high resistances for the Ni powder electrode study. For Pd it was found that the powder electrode 

geometry had two orders of magnitude lower resistance than Pt in the equivalent geometry.  

 Sasaki also found a strong pH2 dependence for the resistance of Pd with higher pH2 leading to 

lower resistances. From the SEM image provided for the Pd powder electrode, it is evident that there is a 

significant degree of densification for these electrodes. This could lead to Pd’s significantly higher hydrogen 

permeability (which is why Pd is often employed as a hydrogen membrane53)49. This hypothesis is also 

supported by the fact that for other cells Sasaki was routinely finding mass transportation limitation 

resistances, but none for the Pd case. When H2 can travel so easily through Pd, it allows for easier 

accessibility of the hydrogen, particularly for these area-restricted geometries. Pd was also found to be less 

resistive under bias in contrast to the Pt and Ni cases which were found to be more resistive under bias. 
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After a period of 20 hours, Sasaki found a resistance increase of 0.3% per hour for the Pd wire study, but 

undetectable increase for the powder electrode study. Likely this level of degradation would not have been 

discernable in the powder electrode case as there was significant noise for that measurement (~30% error 

per measurement)49. 

 Louie extended this research into hydrogen electrooxidation looking closer at the implementation 

of Pt and Pd as catalysts, with a particular examination of the thin film geometry. These cells were fabricated 

by DC magnetron sputtering directly onto smooth CDP discs. To test their activity, the cells were 

sandwiched with carbon paper and stainless-steel discs, and their impedance was measured under uniform 

H2-H2O-Ar environments50. The real strengths of this testing lie in the geometry control as well as the ability 

to suggest possible reaction pathways. 

 From these tests it was clearly seen that in thicker films, hydrogen was diffusion limited displaying 

the classic ‘distributed’ finite-length Warburg diffusion element evidenced by its characteristic half tear drop 

shape on the Nyquist plot. For the thinnest films, it was clear that this element faded in prominence and 

instead was replaced with RQ elements. By looking at a series of thicknesses and the impact on resistance 

it was possible to obtain a diffusion coefficient. It was also possible to see that at less than 6 nm the diffusion 

resistance should totally disappear, and the reaction would only be limited by a surface reaction resistance. 

Furthermore, even though there were cracks in these films, by blocking the top surface with Au Louie was 

able to show that the top surface was the main reaction pathway for hydrogen oxidation as the Au overlayer 

greatly increased the resistance50. This suggestion of two-phase reaction pathways opened up new 

possibilities for geometries. Thin films directly deposited (e.g., via MOCVD or ALD) on proton conductors 

have been demonstrated as good avenues for improving catalysis32,54
. 

 Pd films proved to be more of a challenge as they immediately suffered from a lack of electrical 

connectivity as the films had a tendency to form islands after electrochemical tests. It was also apparent 

from XRD that there was a reaction between Pd and CDP. As may be expected from the high diffusivity55 

and solubility56 of hydrogen in Pd, the films showed no thickness dependence on the resistance. 

Furthermore, though there were additional RQ elements in the Pd film impedance, the total resistance was 

on the same order of resistance as Pt’s surface reaction resistance8. This suggests that with clever design 
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Pd might be the superior catalyst, though not near the orders of magnitude difference that Sasaki 

suggested49. Louie suggested Pt-Pd bilayer films might be a promising catalyst configuration since the 

activity, diffusivity, and solubility of Pd could be combined with the Pt structure. Louie also investigated Ni 

briefly, but samples reacted with CDP and she was unable to further test them8. 

 Paik extended on Louie’s work by utilizing Louie’s approach in thin films to learn more from cases 

incorporating Pd. First, Paik was able to determine that the reaction between CDP and Pd under hydrogen 

formed palladium phosphide as evidenced by XPS. This was tentatively assigned to Cs forming cesium 

hydroxide of oxide in tandem with water. As Louie had perhaps hoped, Paik found that when Pd was 

deposited on top of Pt, the overall reaction resistance was lowered. Interestingly this drop was more 

pronounced with thicker Pd films52. This drop in resistance was to the extent that the resistance was below 

what would be expected from bulk diffusion through the Pt, let alone the surface reactivity. EDS 

measurements revealed Pd-Pt interdiffusion despite limited miscibility57 under the given operating 

conditions. Given these two findings, it was proposed that Pd diffused into the grain boundaries of Pt and 

provided a highway for hydrogen52. 

 This configuration allowed for improving Pt’s surface and diffusion resistances simultaneously. This 

configuration was found to be superior to the method of cosputtering Pt and Pd, further suggesting the 

superior surface reactivity of Pd. Paik also found almost an order of magnitude lower surface reaction 

resistance than Louie for Pt52. 

 Paik then further investigated the reaction of Pd and CDP on the premise that the stabilized 

phosphide that interacted with CDP was still highly active. To test this, she mixed Pd/C (deposited by the 

NaBH4 method) with CDP, annealed this sample under hydrogen, and then washed the sample with 

deionized water. Paik found that the predominant phases formed were Pd6P and Pd3P0.8 which coexisted 

with Pd. After testing in composite electrode structures, Paik found that higher activities than Pt were found 

in similar configurations despite having larger particle sizes (~2x). This suggested that even in the 

composite electrode structure, Pd can be more active than equivalent Pt cases for hydrogen oxidation. 
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3.2 Monometallic Systems 

 Herein, the studies have largely been conducted on composite electrolytes composed of CDP and 

a metal catalyst deposited on a carbon support. They were largely conducted with a so-called “standard 

anode” counter electrode composed of commercial 20 wt% Pt/C ball-milled and mortared and pestled with 

CDP in a 1:6 Pt/C:CDP ratio by weight with a loading of 25 mg. This counter electrode was placed on the 

initial part of the fabricated cell (i.e., the MPL layer is first placed on top of the stainless steel GDL disc, and 

this electrode is placed on top of the stack, pressed, and then subsequently CDP is placed and pressed). 

The working electrode powder is then placed on top of the half cell and pressed at two tons for one second 

and finally topped off with a piece of Toray carbon paper and a stainless-steel mesh disc. This fabrication 

is provided in more detail in Section 2.5.1. 

3.2.1 Platinum 

 For Pt, two compositions were analyzed for this system. For the simplest analysis, a symmetric cell 

was fabricated. In this cell, the working electrode had the same composition and amount as the “standard 

anode” at the counter electrode. This composition gave a non-ohmic ASR of 0.1 Ω·cm2
 under a symmetric 

humidified hydrogen environment (0.38 pH2O) with a gas flow rate of 50 sccm (see Figure 3.1a). Another 

attempt at making a symmetric cell was made by wrapping two standard anode half cells together, but this 

led to a higher ohmic resistance (expected 0.4-0.48 Ω·cm2) and a slightly higher non-ohmic resistance (see 

Figure 3.1b). For all cells attempted, a linear sweep of reducing to oxidizing potentials on the working 
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Figure 3.1 Electrochemical Analysis for symmetric Pt cells under humidified hydrogen to analyze HOR/HER. a) 
OCV impedance spectra of symmetric cell serially pressed (20 mV amplitude, 1 MHz to 0.1 Hz). b) OCV 
impedance spectra of symmetric cell composed of two “anode” half cells. c) LSV of symmetric cell composed of 
two “anode” half cells from reducing to oxidizing potential on the working electrode (negative to positive as 
displayed here). ASR reported is obtained from the inverse slope. 
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electrode produced highly symmetric currents with respect to OCV. This suggests that the fabrication 

process is reasonable at creating a uniform environment. If there was a discrepancy between HOR and 

HER, this discrepancy could be exacerbated by differences in the electrodes. Here it should be noted that 

the commercial Pt/C has a very small particle size (3.5 nm by XRD), is uniformly dispersed, and has a high 

electrochemically active surface area (90 m2
/g metal surface area). When applying some fabrication 

procedures on the electrode that are proprietary to SAFCell, this reaction resistance was lowered to 0.07 

Ω·cm2
, but these procedures were not routinely implemented and were performed for proof of concept.  

 Tests were additionally performed with in house synthesized Pt on various carbon substrates such 

as multiwalled carbon nanotubes (MWCNTs) and Vulcan XC-72 (V). These tests were made as a point of 

comparison to Ru on carbon which will be explored in Section 3.2.4. For the Ru, it was found that catalysis 

stopped improving after a loading of ~60 wt% on high surface area carbon supports (see Appendix C.1 for 

evidence of this), so this loading was used as a standard for a maximum coverage and optimal for compact 

electrode layers. For a best apple to apples comparison between catalysts, it is ideal to have the same 

amount of reaction sites between the catalysts. It can be shown that when maximally loading a support, the 

surface area per amount of a support with its own given surface area will hold a constant area (see Appendix 

B.1). To try to best normalize the reaction area by maintaining volume or the closely following molar amount 

of catalyst material per amount of support. This is preferential to mass normalizing which can lead to poor 

comparisons between materials of different densities. To this end, 74 wt% Pt/C was used for the 

comparison to 60 wt% Ru/C. The Pt was deposited on the support by the NaBH4 reduction method. Briefly, 

the support is sonicated in deionized water for five minutes. Subsequently an appropriate amount of Pt 

precursor is added and allowed to stir for five minutes. NaBH4 dissolved in ice cold water is then added 

slowly dropwise to the main solution. The amount of NaBH4 added is equivalent to double the number of 

moles of electrons required to fully reduce the precursor. Often with these reductions, the reaction 

completion was clearly noted as the solution transitioned from a vibrant color to clear. This main solution is 

allowed to react for at least 15 minutes. The product is then separated from the solution through vacuum 

filtration. Originally, Pt(NH3)4(NO3)2 was attempted as a Pt precursor, but it was found through TGA 

experiments that this procedure did not fully deposit the Pt from the precursor (~53 wt% loading for the 

nitrate precursor vs ~74 wt% for the chloride precursor).  H2PtCl6 6H2O was found to be a superior precursor 
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with full deposition from the precursor and a quick reduction (less than one minute by visual inspection) and 

was used for all tests herein. Both procedures produced single phase FCC Pt with no impurities, but the 

crystallite size using the nitrate precursor was 5 nm as compared to 7 nm for the chloride precursor (see 

Figure 3.2).  

 Additionally, attempts were made to synthesize 

the Pt on MWCNTs by first precipitating the 

chloroplatinic acid hexahydrate onto the nanotubes and 

then annealing them for an hour at 200˚C under 5% H2 

bal. Ar. There were several drawbacks to this 

approach, including the crystallite size being slightly 

bigger (8 nm). Further inspection with SEM revealed 

this arose from a range of particle sizes (3-17 nm, see 

Figure 3.3) which is in line with what Thoi et al. found58 

following the same procedure. More troubling, when 

EDS was conducted, it was found that there were high levels of chlorine detected in the sample which could 

act as a catalyst poison. It is suspected that higher temperatures and longer reduction times would be 

required to fully reduce the catalyst at which point sintering would likely greatly increase the particle size. 

Based on this, the NaBH4 was implemented as the preferred synthesis route. 
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Figure 3.2 Powder XRD data for nominally 74 wt% 
Pt on MWCNTs by the NaBH4 reduction method. 
Collected on an Rigaku Ultima diffractometer. 
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Since regular MWCNTs were difficult to disperse in water, thus making the NaBH4 reduction process 

challenging, functionalized MWCNTs (fCNT) were instead employed (COOH Nanolab). Through 

optimization in the Ru case, it was found that the optimal C:CDP ratio was 1:3. In this case the working 

electrode was composed of 100 mg of 74 wt% Pt/fCNT plus CDP with a C:CDP ratio of 1:3 by weight. 

These cells were tested under humidified hydrogen and humidified diluted hydrogen (0.024 pH2O) with a 

steam partial pressure of 0.38pH2O. Results are shown below in Figure 3.4. 

     

 

Figure 3.3 a) Distribution of particle sizes 
obtained from SEM imaging with a few 
statistical parameters. b) Selected SEM 
image of nom. 30 wt% Pt/MWCNT by 
precipitation then reduction method. Image 
taken at 25 kV at 200k magnification on 
Hitachi SU 8030. 

 

 

 a) b) 
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 From this measurement it was evident the Pt catalyst was less effective in this configuration. The 

H2/H2 non-ohmic resistance is 50% higher in this case as compared to the standard anode case while 

having a much higher Pt content in the electrode. Likely, one of the reasons for the decreased performance 

is the increase in the particle size (7 nm vs. 3.5 nm for the standard anode case). Other potential problems 

could be the dispersion (i.e., there could be a cluster of Pt particles from this deposition) or the compositing 

with CDP. It was much more challenging to mix CNT materials with CDP than to mix carbon black by visual 

evidence (i.e., mixed composites were less uniform and lighter in color than in the CNT case). For instance, 

fCNT samples would not readily form black powders when mixed with CDP until reaching a 1:3 C:CDP 

ratio, while carbon black mixtures are completely back at a 1:9 ratio. 

 Additional composite Pt/C based electrodes fabricated with 74 wt% Pt/V were also synthesized by 

the NaBH4 reduction method (which achieved the same crystallite size as those loaded on fCNT ~7 nm by 

XRD). The main difference in these cells was that a 1:9 ratio of C:CDP was applied in addition to using less 

than 50 mg (4
1

3
 mg C, 39 mg CDP) of total material for the electrode as opposed to 100 mg of electrode 

powder. Results for one such example cell is shown in Figure 3.5. 

 These results suggest similar results to the 74 wt% Pt/fCNT, but with a much lower Pt loading on 

the cell. The improved mixability is one possible reason for this, as is evidenced by color upon mixing the 

electrodes. This concept will be explored further in Section 3.2.4 where electron microscopy was performed 
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Figure 3.4 Electrochemical analysis of 74 wt% Pt/fCNT working electrode cell. a) Polarization curve taken at a 
sweep rate of 10 mV/s. b) EIS measurement taken at OCV with a frequency range from 1 MHz to 0.1 Hz with a 20 
mV amplitude. 
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on cell cross-sections of the two types of supports. Relatedly, this could be due to less catalytic reaction 

sites from a difference in support contact area. Evoen reported in her thesis that the fCNTs that were used 

for this experiment had a surface area as determined from the BET method of ~ 150 m2/g59, whereas we 

find a support area for the Vulcan XC-72 of ~220 m2/g (see Appendix C.2 for BET analysis). Differences in 

the pore structure and the tortuosity in the electrode can also affect the capacity of the reactants to reach 

the electrode (see Appendix B.2 for calculation of the effect of porosity and tortuosity). This is particularly 

of interest since the main discrepancies lie the lower frequency region where mass-transport effects would 

manifest. Regardless of these differences, both the fCNT and Vulcan cells perform worse than the 

commercial 20 wt% Pt/C case which supports the hypothesis that the increased number of active sites due 

to better dispersion and smaller crystallite sizes is the most important. To test this hypothesis, a selective 

chemisorption experiment was carried out on 74 wt% Pt/V.  

 First, the sample was pre-reduced under 10% H2 at 350°C for one hour. After cooling, pulses of 

5% CO bal. He (which selectively chemisorbs with Pt and not C) were introduced to the sample while the 

exhaust was monitored with for thermal conductivity (TCD). This TCD signal allows us to infer how much 

CO is taken up by the sample. The sample is subsequently purged with He, and then heated up to 400°C 

for the CO to desorb in a so-called temperature programmed desorption experiment (TPD) where again the 

exhaust is examined by TCD. Finally, the sample is cooled under He. These results were able to show that 

the sample had a catalyst surface area of 1 m2/g or about 4 m2/g of carbon (see Appendix C.3 for more 

 

Figure 3.5 Electrochemical analysis of 74 wt% Pt/V working electrode cell. a) Polarization curve taken at a sweep 
rate of 10 mV/s. b) EIS measurement taken at OCV with a frequency range from 1 MHz to 0.1 Hz with a 20 mV 
amplitude. 
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experimental details and results). This is significantly lower than the reported metal surface of the 

commercial carbon, which claims a metal surface area of 90 m2/g or ~ 113 m2/g of carbon. This alone could 

readily account for the decrease in performance for the in-house fabricated Pt/V. It should be noted that the 

high reduction temperatures employed here likely lead to sintering but are not expected to lead to this 

magnitude of a difference as will be evident from descriptions of similar experiments in Section 3.2.4.  

3.2.2 Palladium 

 The first comparison made for the Pd case was between commercial Pd and commercial Pt. 

Commercial 20 wt% Pd/V was purchased (The Fuel Cell Store) with a reported metal surface area of 100 

m2/g and a particle size of 3-5 nm. This has a slightly higher surface area per amount of carbon in 

comparison to the Pt case but was close enough for relative analysis. A cell was fabricated with the normal 

standard Pt anode half-cell and a layer placed on top composed of commercial 20 wt% Pd/C ball-milled 

and mortared and pestled with CDP in a 1:6 Pd/C:CDP ratio by weight with a loading of 25 mg. This layer 

was pressed on the cell at 2 tons for 1 second. Subsequently, a piece of carbon paper was added, and the 

entire cell was wrapped with Teflon tape. Electrochemical test results are shown in Figure 3.6. 

 

 

Figure 3.6 Electrochemical 
analysis of 20 wt% Pd/V 
working electrode cell. a) 
Polarization curve taken at a 
sweep rate of 10 mV/s. b) 
EIS measurement taken at 
OCV with a frequency range 
from 1 MHz to 0.1 Hz with a 
20 mV amplitude. 

 

a) b) 
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 This cell with Pd had a H2/H2 non-ohmic resistance that matched the performance of the Pt standard 

anode symmetric cell, suggesting that dispersed Pd/C has about the same activity as dispersed Pt/C. It has 

been established that Pd will react with Pt even under reducing conditions, but Paik’s results suggested 

that the reacted Pd will still be active for HOR52, so some effort was put into looking at the stability of this 

cell when operating under reducing conditions. To do this, a constant oxidizing voltage of 0.15 V was applied 

in the dilute hydrogen condition while the current was monitored (see Figure 3.7a). Additionally, the cell 

was held under the dilute hydrogen condition overnight and electrochemical tests were run the next day for 

an onstream time of about 20 hours (Figure 3.7b and Figure 3.7c). Both results suggest stable performance 

under reducing conditions. 

 A more completely symmetric cell was also attempted in which the composition of the working and 

counter electrodes was the same (both containing 20 wt% Pd/V pressed at three tons for three seconds). 

It was found that there was a large increase in resistance when using this configuration. Figure 3.8a shows 

an approximately three times increase in non-ohmic resistance for this cell. The main difference arises from 

a second arc appearing at low frequencies, possibly due to mass transport limitations. Upon investigating 

cell-cross sections for the previously fabricated cell, it was evident that the increased pressure on the Pd-

based anode caused a large degree of fusion in the electrode (see Figure 3.8b and Figure 3.8c), decreasing 

the porosity in the electrode and thereby decreasing the reactant availability. 

 

Figure 3.7 Stability tests for 20 wt% Pd/C cell. a) shows a constant voltage measurement taken under the dilute 
hydrogen condition taken over a period of four and a half hours. b) shows polarization curves drawn under the 
dilute hydrogen condition at sweep rates of 10 mV/s. c) shows impedance spectra taken at OCV under frequencies 
from 1 MHz to 0.1 Hz with a 20 mV amplitude. 

 

a) b)

) 
c) 



77 
 

 

 Further clarification was sought for the results of Sasaki49, particularly for the electrode composition 

of Pd black and CDP. A cell with a standard anode half-cell and an electrode matching Sasaki’s composition 

of 30 mg Pd:CDP 3:7 was made using Sasaki’s method and then pressed on the half cell at three tons for 

three seconds. This gave obvious increases in the mass transport-based resistance as is evidenced in 

Figure 3.9a and a closed structure was confirmed in Figure 3.9c. This being the case, a second attempt 

was made, but a pressure of two tons was applied for one minute which resulted in the elimination of the 

mass-transport resistance (see Figure 3.9) and an obviously more porous structure as evidenced by SEM 

(see Figure 3.9d). This second-attempt cell had a significantly lower resistance than what was seen for Pt, 

but not to the level that was noted in Sasaki’s measurements. Further investigation was carried out using a 

different impedance analyzer (a Solartron instead of a Biologic, the Biologic of which was used for all the 

measurements herein) that incorporated a multiplexer to analyze samples in tandem. This impedance 

measurement setup was now identical to Sasaki’s. Under this setup there was an obvious increase in the 

noise of the measurement which appeared like the measurement Sasaki read. Thus, Sasaki’s 

measurement setup might be ill-suited to measure this low magnitude of impedance (Pt in this geometry 

had much higher resistance) and so the extremely low reaction resistance could have been experimental 

error. This still suggests though that Pd is effective even in a relatively dense configuration.  
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Figure 3.8 a) OCV impedance of 20 wt% Pd/V symmetric cell under the hydrogen condition. b) Working 
electrode of 20 wt% Pd/V symmetric cell pressed at two tons for one second. c) counter electrode of 20 wt% 
Pd/V symmetric cell pressed at three tons for three seconds. SEM images taken on Hitachi SU 8030 at 2 kV 2k 
magnification for both images. 
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 The final configuration using Pd that was examined for was in a more “fully-loaded” case where Pd 

was deposited in an amount equimolar to 74 wt% Pt/V (61 wt% Pd/V). This was completed using a NaBH4 

reduction with PdCl2 as the Pd precursor. XRD results for this sample suggested no impurity phase to the 

FCC Pd and a larger crystallite size of 14 nm. The working electrode for this measurement was also 

fabricated in a similar manner as the 74 wt% Pt/V in that 61 wt% Pd/V was mixed with CDP in a 1:9 C:CDP 

ratio and amounts of carbon and CDP were held constant (4
1

3
 mg C, 39 mg CDP). Results from 

electrochemical tests for this cell are shown in Figure 3.10. 

  

 

 

Figure 3.9 SEM images of cell-sections for the a) Pd:CDP 3:7 electrode pressed at three tons 3 seconds and b) 
identical electrode pressed at two tons for one minute. Both images taken with a Hitachi SU 8030 at 5 kV with 10k 
magnification. OCV impedance spectra under hydrogen of c) Pd:CDP 3:7 electrode pressed at three tons 3 
seconds and b) identical electrode pressed at two tons for one minute. Both spectra collected with a frequency 
range of 1 MHz to 0.1 Hz and a 20 mV amplitude. d) tested in the single chamber impedance station.  
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 Results from the electrochemical tests suggest that the 61 wt% Pd/V has a slightly lower HOR 

resistance under hydrogen compared to the 74 wt% Pt/V case but was less resistive under the dilute 

hydrogen case to a greater extent. Overall Pd appears to be at least as effective as Pt for HOR in a 

dispersed composite electrode on carbon supports and appears more effective than Pt in dense 

configurations. One caveat (aside from preventing the reactivity in environments with oxygen) lies in that 

Pd-based electrodes appear more sensitive to the pressure of fabrication, so care (i.e., lighter pressures) 

should be used when fabricating Pd cells. 

3.2.3 Ruthenium 

 For the Ru case, it is evident that as fabricated cells degraded over time in ambient conditions 

(evidence of this provided in Appendix C.4), presumably for the reaction of RuO2 with CDP. This being the 

case, all measurements performed herein were on cells fabricated and tested within the same day. All Ru 

samples were synthesized in-house by the NaBH4 method. While XRD shows single phase Ru (~4 nm 

crystallite size), the reactivity in non-reducing conditions suggests that a small amount of amorphous RuOx 

forms on the surface of the particles that can react with CDP and the oxygen is removed at elevated 

temperatures under reducing conditions. This is explored to a great extent in Appendix C.5 in which it is 

finally concluded that this indeed the case, at least sparsely on the surface. Nevertheless, consistent 

procedure allowed for only minimal degradation before samples would be tested made for consistent results 

that are explored in this section.  

 

Figure 3.10  

Electrochemical 
analysis of the 61 wt% 
Pd/V working electrode 
“fully loaded” cell. a) 
Polarization curves 
taken at a sweep rate of 
10 mV/s and the b) EIS 
measurements taken at 
OCV with a frequency 
range from 1 MHz to 0.1 
Hz with a 20 mV 
amplitude. 

 

a) b) 
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 Initial tests were performed on Ru loaded onto functionalized carbon nanotubes (62 wt% Ru/fCNT 

– COOH) with a synthesis procedure completely analogous to the “fully loaded” Pt case on fCNT. 

Technically, to match the molar amount on Pt/fCNT, the loading should be 60 wt% Ru, but these samples 

were considered close enough to be comparable. Loading was confirmed by oxidizing the fCNTs away at 

high temperature under air and then reducing the sample under 3% H2 (See Appendix C.6).  

 First, a few C:CDP ratios were explored to find optimal composite mixtures for 62 wt% Ru/fCNT – 

COOH. It was found that higher carbon ratio composites were more active (see Figure 3.11a and Figure 

3.11b). This appeared to be due to the microstructures that formed in the composites. Post-operation cell 

cross-sections were analyzed by SEM and their areal porosity was determined using ImageJ. Higher carbon 

ratios were correlated with higher porosities (See Figure 3.11c), suggesting that greater reactant access 

resulted in lower reaction resistances. 

 Additionally, the effect of annealing (tangentially of particle size) was explored by pre-annealing 

Ru/fCNT. A sample to be used for an electrode was annealed under 3%H2 bal. Ar for one hour at 400°C. 

XRD showed an increase in crystallite size to 13 nm (from 4 nm). Performance decreased with the sample 

that was annealed at a higher temperature suggesting the effect of decreasing active area (Figure 3.12a). 

fCNT-COOH performance appeared unstable as well with a decrease in polarization current density when 

testing for ammonia oxidation after 10 hours (Figure 3.12b).  
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Figure 3.11 a) Non-ohmic resistance of Ru-fCNT-COOH cells with listed compositions with humidified hydrogen 
supplied to the working electrode. b) Non-ohmic resistance of Ru-fCNT-COOH cells with listed compositions 
dilute hydrogen supplied to the working electrode. Error bars for a and b show fitting error. c) areal porosity 
determined by ImageJ analysis of post-operation cell cross-sections. Determination done by thresholding images 
to an extent to where all pores selected in an image and calculating the % this threshold area takes up. 
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 To test if another type of functionalized carbon nanotube might be more effective, amine 

functionalized carbon nanotubes were also tested (fCNT-NH2). Results with amine functionalized CNT 

showed improved performance in higher CDP composition electrodes (also meaning less catalyst loaded) 

cells. 1:9 fCNT-NH2 cells closely approached the performance of 1:3 fCNT-COOH cells (see Figure 3.13). 

Nevertheless, performance decreased after an extended period under ammonia suggesting these 

functionalized carbon nanotubes are also unstable.   

  

 A peculiar trend of a negative slope with higher oxidizing potentials in the dilute hydrogen condition 

was noted for Ru-based cells with larger ratios of CDP, for example, the 1:9 62 wt% Ru/fCNT-NH2 case. 

One reason for this was the possibility of nitrogen adsorbing to the surface and blocking active sites at 

higher oxidizing potentials, since Ru has a more favorable nitrogen binding energy than Pt. This was 

explored by changing the balancing inert gas from N2 to Ar which showed no difference in the polarization 

(see Figure 3.14a). A second possibility that was explored was the impact of water partial pressure. As gas 

conditions were held constant for the dilute hydrogen condition, the water partial pressure was increased 
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Figure 3.12 62 wt% Ru/fCNT, 
fCNT:CDP=1:3 cells with as 
synthesized (solid line) and 
annealed (dotted line) at 

400°C for 1 h tested in a) 
hydrogen and dilute hydrogen. 
b) Decrease in ammonia 
oxidation performance after 
cell left on stream for 10h (0.4 
pNH3, 0.38 pH2O, bal. N2). 
Sweep rates were 10 mV/s. 

 

 

 

Figure 3.13 a) Impedance 
spectroscopy of 62 wt% 
Ru/fCNT 100 mg working 
electrode cells under hydrogen 
and dilute hydrogen. 
Frequency range from 1 MHz 
to 0.1Hz. b) Polarization 
curves of same cells and 
conditions with a 10 mV/s 
sweep rate. 

 

a) b) 
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to 0.5 pH2O, then decreased to 0.3 pH2O, before returning to 0.38 pH2O. This test revealed that while the 

initial behavior was the same in all cases, the drop-off at higher oxidizing potentials was more pronounced 

when the water partial pressure was increased and less pronounced when it was decreased. In addition, 

the behavior was reversible. This behavior is in stark contrast to what happens in the Pt case where there 

are only small differences with water partial pressure and if anything, the polarization curve has a positive 

relationship with water partial pressure (See Figure 3.14b). Of course, there were a few differentiating 

factors between these cells such as the C:CDP ratio and the functionalization of the support. Additionally, 

this Ru cell was cycled through several conditions over an extended period and was degraded over the 

course of operation. This finding is later shown to be more robust after being confirmed on a more apples-

to-apples basis when investigating the Vulcan support case. 

 

 

 Vulcan XC-72 was looked to as a potential support for the Ru system. A series of cells were tested 

to determine the optimal C:CDP ratio for cells with Vulcan while employing the Ru rich system (9:1 Ru:Pt/V) 

(see Appendix C.7), and it was found that an optimal C:CDP ratio sits around 1:9. Additionally, the loading 

was held at 60 wt% Ru/V to be equimolar with 74 wt% Pt/V. Cells were also prepared using 50 mg of total 

electrode powder. The result of the analysis of this cell are shown below in Figure 3.15. 
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Figure 3.14 a) 62 wt% Ru/fCNT-
NH2 working electrode with a 
C:CDP ratio of 1:9 and 100 mg 
total mass. b) 74 wt% Pt/fCNT-
COOH working electrode with a 
C:CDP ratio of 1:3 and 100 mg 
total mass. Tested under the 
dilute hydrogen condition with a 
scan rate of 10 mV/s. 
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 It is clear that Ru performs hydrogen oxidation at lower oxidizing potentials better than in-house 

synthesized Pt/V in the hydrogen and dilute hydrogen conditions and even approaches values close to that 

of the standard anode commercial Pt. A challenge remains in that there is a turnover in the current at higher 

oxidizing potentials that appeared previously to be correlated with the steam partial pressure. This test with 

varying water partial pressures was performed again on this cell and then compared with the close analog 

for the Pt case (C:CDP 1:9, 50 mg electrode, Vulcan support) in Figure 3.16. This result affirmed the 

previous conclusion that higher pH2O levels negatively affect the hydrogen oxidation performance of Ru at 

higher oxidizing potentials. 

 

 

 

 

 

 This correlation noted with steam partial pressure led to the idea that perhaps ruthenium hydroxide 

was being formed. This turnover phenomenon necessitating the presence of H2O and being coerced by 

oxidizing potentials can be explained from the following reaction: 

 𝑅𝑢 + 𝐻2𝑂 → 𝑅𝑢𝑂𝐻 +  𝐻+ +  𝑒−               (3.5) 

 

 

 

Figure 3.15 Electrochemical 
analysis of the 60 wt% Ru/V 
working electrode “fully 
loaded” cell. Electrode made 
with C:CDP ratio of 1:9 and 
used 50 mg in total. 
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Figure 3.16 a) 60 wt% Ru/V 
working electrode with a C:CDP 
ratio of 1:9 and 50 mg total mass. 
b) 74 wt% Pt/V working electrode 
with a C:CDP ratio of 1:9 and 50 
mg total mass. Tested under the 
dilute hydrogen condition with a 
scan rate of 10 mV/s. 
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Evidence of this can be found in the literature, particularly in the studies of PtRu catalysts for methanol 

oxidation. For these systems, it is found that Ru aids in these reactions by forming the hydroxide and this 

reacted hydroxide can then oxidize chemisorbed CO on neighboring Pt sites under oxidizing potentials. 

This has been shown through electrochemical analysis in tandem with techniques such as surface 

enhanced infrared absorption spectroscopy and x-ray absorption. Most experiments show that the 

formation of ruthenium hydroxide under oxidizing potentials is important for this mechanism60-63. 

Additionally, these note studies that excess Ru in the catalyst can lead to blocking active sites from the 

chemisorbed OH. 

 To investigate this further, cyclic voltammetry was performed at several different scan rates (see 

Figure 3.17). If enough is eventually known about the system, these cyclic voltammograms can help provide 

valuable information about the thermodynamics, kinetics, and active sites for this system and the possible 

ruthenium hydroxide formation and decomposition. Figure 3.17a shows that a hysteresis is formed when 

switching between oxidizing and reducing conditions and this is scan rate dependent, while the HER 

condition at the working electrode exhibits no hysteresis. Additionally, there is a wide gap between the peak 

in oxidation current and peak in the reduction current at faster scan rates, but this gap narrows at slower 

scan rates (see Figure 3.17b). 

  

 Further knowledge can be inferred though more detailed system information would be required to 

draw accurate conclusions (such as actual adsorbates, reaction area, reactions, etc.). For example, if a 

charge transfer reaction is occurring to oxidize the Ru and then again in the reduction of RuOH, then the 

oxidizing current would increase above the faradaic level when oxidizing and vice versa when reducing. 
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Figure 3.17 a) Cyclic Voltammetry 
scan under the dilute hydrogen 
condition for 60 wt% Ru/V from 
OCV to 0.6 V above OCV, to -0.2 
V, and then back to OCV at 
various scan rates. b) Showing the 
same data as a function of current 
density versus time with an 
example voltage profile for the 1 
mV/s case shown imposed on top 
of the data. 
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This suggests that the area of the hysteresis should be proportional to the amount of Ru reacting. Since we 

know the scan rate v we can convert the x-axis of Figure 3.17a to time t by using: 

t = vV            (3.6) 

 The area of that plot gives the charge density since the current density multiplied by time would 

give ((Q/At)*t) where Q is charge and A is the active surface area. An example of this integration is shown 

in Figure 3.18. This also shows that the hysteresis area increases linearly with time and that the increase 

in charge density still happens up to the slowest reaction. One might expect this trend to level off after all 

of the Ru is oxidized and all of the RuOH is reduced in the reverse direction, so the capacity for charge to 

be directed towards this non-faradaic purpose would have a ceiling.  

 One challenge in these measurements is that if the measurement is not carried out slow enough 

(which is difficult to tell within the contents of a single measurement) the effects of potential and time are 

challenging to deconvolute. To analyze the system in a more discrete fashion and have better time and 

voltage resolution for several selected points, a chronoamperometric approach was performed on a new 

cell of the same composition. For this series of measurements, first a given oxidizing potential was applied 

to the working electrode for ten minutes, followed by a reducing potential 0.1 V below OCV for five minutes, 

and followed a period of five minutes in which the system is allowed to rest before proceeding with the next 

measurement. Figure 3.19 shows a visual representation of this approach as well as the overall results. 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

0

50

100

150

200

250

300

350

400

C
u

rr
e

n
t 

D
e

n
s
it
y
 (

m
A

/c
m

2
)

Voltage (V)

 Increasing

 Decreasing

Area=65.67144

FWHM=0.31839

 
0 20 40 60 80 100

10

20

30

40

50

60

70

In
te

g
ra

te
d
 H

y
s
te

re
s
is

 (
m

A
V

/c
m

2
)

Scan Rate (mV/s)

 
0 200 400 600 800 1000 1200

0

2

4

6

8

10

12
 Integrated Hysteresis x-time

 Linear Fit of Integrated F"Integrated Hysteresis x-time"

In
te

g
ra

te
d
 H

y
s
te

re
s
is

 x
-t

im
e
 (

C
/c

m
2
)

Time (s)

 

Figure 3.18 a) Showing integration of 100 mV/S measurement as example. Gray is the integrated area, and the 
blue line shows the cumulative integrated area across the profile. b) Integrated area for each of the measurements 
as a function of scan rate. c) Integrated area for each of the measurements as a function of the time to carry out 
the measurements. 
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 The results are more easily examined when considering them from a time normalized standpoint, 

looking at a period when the data is most dynamic, so this is presented in Figure 3.20. From these 

chronoamperometric results, it is clear somewhere between 0.2 V and 0.3 V above OCV that there is a 

poisoning effect limiting the current density. This is in line with what might be expected from the work of 

Strmcnik et al.64, who found a similar poisoning effect above 0.2 V for HOR  on Ru(0001). It is also apparent 

from the rate of drop-off that after 0.2 V there is a charge effect happening more diffusely than before 0.2 

V. Perhaps this is because the original current drop-off is an artifact of the measurement if there is a 

capacitive charging current. Then the more diffuse effect corresponds to the oxidation of Ru. Additionally, 

there is not a difference in the steady-state current moving from 0.5 V to 0.6 V implying that perhaps at an 

oxidizing potential between 0.4 V and 0.5 V the poisoning effect is maximized. 

 

 

 

 

 

 

Figure 3.19 a) Schematic of dilute hydrogen 60 wt% Ru/V chronoamperometric voltage profile. b) results of 
tests ranging from 0.1 V to 0.6 V of oxidizing potential applied above OCV.  

 

  

Figure 3.20 Constant 
voltage measurements for 
60 wt% Ru/V under the 
dilute hydrogen conditions 
under a) various oxidizing 
conditions at the working 
electrode and b) under a 
reducing voltage of -0.1V 
vs. OCV. Indicated voltage 
in plots are versus OCV. 

 

a) 
b) 

a) b) 
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 From the smaller crystallite size, it appears suggestive that Ru catalyst particles could be showing 

a higher effective surface area than for the Pt case. To explore the 60 wt% Ru/V active area, a similar 

selective chemisorption experiment was performed for Ru/V (detailed in Appendix C.8). Unlike the Pt case, 

the Ru bonding case can vary, so a CO Diffuse Reflectance Infrared Fourier Transform Spectroscopy 

(DRIFTS) experiment was performed to determine this. Indeed, it was found that Ru has a higher active 

surface area of 7.5 m2/g based on total weight and of 19 m2/g based on carbon weight. This higher area 

likely causes Ru to perform better than the in-house fabricated 74 wt% Pt/V. Still, the results of Ru/V perform 

close to the level of commercial Pt/C used for the standard anode configuration owing to the higher active 

area of commercial Pt/C. In the electrodes tested the 60 wt% Ru/V case has 812-1496 cm2 of active surface 

area in the working electrode whereas the 20 wt% Pt/C case has 3,214 cm2. Careful synthesis with the Ru 

case could possibly make it more active than the commercial Pt case for low oxidizing potentials. This is 

particularly appealing since the historical prices for Ru are significantly lower than those for Pt65. Overall, 

both Pd and Ru appear to be promising hydrogen oxidation catalyst alternatives to Pt with the condition 

that they are kept in non-oxidizing conditions save the possibility that a diffusion barrier is developed for 

implementation in electrodes that prevents the interaction of Pd or Ru oxides with CDP. 

3.3 Multimetallic Systems 

 Alloy metal catalysts hold the promise of aiding rational catalyst design to improve activity and 

selectivity66. Maps have been laid out for how this might be achieved (see discussion in Section 1.4.3), and 

much research has since been pursued. For the solid acid systems, multimetallic systems have not been 

explored save for the investigations into the Pd-Pt system9,52
 so some effort was performed here to see if 

alloying materials can aid in the HOR for SAECs. Promising alloys created using the previously discussed 

monometallic systems are discussed. 
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3.3.1 Platinum-Ruthenium 

 According to the Pt-Ru phase diagram67, near ambient conditions HCP Ru is reasonably soluble in 

FCC Pt (up to 40 at% Ru), and Pt is hardly soluble in Ru leaving a wide two-phase region. Upon heating 

toward our operating temperature (523 K), it is expected that this region would increase Ru solubility in Pt 

(up to 50 at% Ru) and Pt solubility in Ru 

(up to 5 at% Pt). The phase diagram is 

included here for reference in Figure 

3.21. Based on surface energy 

calculations11 and experimental 

results68 it is largely expected that if a 

core-shell particle forms from this alloy 

composition that the Pt phase would 

sequester to the outside of the particle 

leaving a Ru-rich core. It was found that 

at a lower synthesis temperature 

(~200°C) Ru shell and Pt core particles 

were created, but these inverted upon 

heating to 400°C69. 

 To synthesize bimetallic Pt-Ru particles on Vulcan XC-72, Pt and Ru was co-deposited using the 

NaBH4 method. The method is completely analogous to the previous NaBH4 depositions save that the metal 

precursor was a combination of ruthenium chloride hydrate and chloroplatinic acid. The molar amount of 

metal was held constant at 60 mol% Ru/V. For phase determination, the samples were analyzed with XRD 

(see Figure 3.22). It was found that upon adding 10 mol% Pt, a second phase is not apparent, but additional 

Pt makes a second FCC phase apparent until 50 mol% Pt at which the HCP phase disappears. This is 

close to what might be expected from the phase diagram shown in Figure 3.21. 

 

Figure 3.21 Calculated Pt-Ru phase diagram. CCP indicates 
close-packed cubic and HCP indicates hexagonal close-packed. 
Stars shown at bottom indicate compositions tested here. Modified 
from Cornish et al67.  
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 From TEM analysis, it was revealed that 

this synthesis resulted in the formation of 

core-shell particles (see Figure 3.23). From 

EDS analysis, it was apparent that Ru was 

present on the shells of these particles and 

the core was Pt-rich. It is not known at this 

point if upon operation at 250°C for an 

extended period of time this core-shell 

composition would invert as Nashner et al. 

found69.  

  

 

Figure 3.22 Powder XRD of co-depositied RuPt/V by the 
NaBH4 taken by a Rigaku Ultima. 

 

Figure 3.23 a) TEM image of 64 wt% Ru8Pt2/V. b) Increased magnification on a single particle. c) EDS 
measurement showing outside is Ru rich and inside is Pt rich with model particle on top left (JEOL 
ARM200CF).  

 

 

a) b) c) 
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 Cells were then fabricated with these bimetallic catalysts. Working electrodes were composed of a 

constant carbon and CDP amount (4
1

3
 mg C, 39 mg CDP). These cells were predominantly tested in the 

dilute hydrogen condition, and results are shown in Figure 3.24. Bimetallic RuPt appears to be more 

effective at HOR than either Ru or Pt alone. OCV EIS shows the bimetallic system having the lowest overall 

reaction resistance. The polarization curves also show that even for the minimal 10 mol% Pt the current 

turnover at higher overpotentials is eliminated.  

 Doping Ru catalysts with Pt appears to allow for a high reaction resistance while simultaneously 

alleviating possible poisoning from formation of hydroxide. Indeed, in literature, several authors have found 

that RuPt combinations show more optimal hydrogen binding energies and some also find the effect of 

hydroxide formation from Ru synergistic to subsequent hydrogen desorption64,70-74. These findings are in 

lower temperature settings often in solution and, as such, are likely to have different fundamental 

mechanisms compared to our case, though they can share an underlying phenomenon. One might consider 

that this could have some confounding effect on the available active surface area as we had seen previously 

that the in-house synthesized Pt had a much lower active surface area than the in-house synthesized Ru. 

A first-approximation look is given by the crystallite size from XRD (see Figure 3.25), while a more holistic 

view can be seen from the TEM image in Figure 3.24. 
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Figure 3.24 a) Reaction resistance obtained by OCV impedance for the RuPt/V cells under the dilute hydrogen 
conditions. Perturbation voltage was 20 mV with a frequency range from 1 MHz to 0.1 Hz. b) Polarization curves 
for the same cells under the same conditions. Oxidizing potential applied to 0.4V above OCV at the working 
electrode with a scan rate of 10 mV/s. 
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 From Figure 3.25 it is apparent that the crystallite 

size of this alloy is slightly smaller than the Ru case, 

however, Figure 3.23 makes it evident that this is because 

the crystallites are combined and likely trend towards the 

Pt case. Apparent particle sizes in Figure 3.24 were much 

larger than for the Ru case. This suggests that there is 

likely an enhancement in activity. Furthermore, a test was 

performed where the reducing gas was switched to N2 on 

stream and held for an hour (see Figure 3.26). Testing 

before and after this switch showed that performance was 

maintained, suggesting that the RuPt catalyst does not 

have to be held under reducing conditions to remain stable. 

 In addition to the Vulcan support tests, some tests were initially performed on fCNT-COOH where 

the catalysts were synthesized in the same manner, just substituting fCNT for the previous Vulcan XC-72. 

For these cells, 100 mg electrodes were used with a C:CDP ratio of 1:3 and equivalent molar masses of 60 

wt% Ru were loaded on the carbon nanotubes. Electrochemical test results are shown in Figure 3.27. 

Again, for the fCNT supported bimetallic system, their hydrogen oxidation activity was much higher than 

either of the constituent monometallic systems with equivalent molar loading. Both sets of results suggest 

that the Pt-Ru system is effective for HOR and could even be used as a cheaper alternative to Pt alone. 

 

Figure 3.25 Catalyst crystallite size before 
and after operation for RuPt/V determined by 
XRD (Rigaku Ultima). 
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Figure 3.26 Electrochemical 
analysis of the Ru8Pt2/V working 
electrode cell. Measurements 
taken before and after a 
symmetric nitrogen gas applied 
to the cell at 50 sccm for 1 hour. 
a) EIS measurements taken at 
OCV with a frequency range 
from 1 MHz to 0.1 Hz with a 20 
mV amplitude and b) polarization 
curves taken at a sweep rate of 
10 mV/s. 
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Within this system, the Ru-rich side would likely be the most effective as it has shown the lowest reaction 

resistance and would be the cheapest to implement. 

 There are three main things pertaining to this system that would be interesting to examine with 

controlled studies. One is the activity differences of the RuPt system relative to the monometallic systems. 

In the above studies, there is always the convolution of number of active sites and activity since the available 

surface area between the systems is different. This would ideally be approached by starting with systems 

with the same electrochemically active surface area available. Then, the RuPt catalyst should also be tested 

as a HOR catalyst in a SAFC to demonstrate the potential replacement of all Pt anode catalysts with this 

relatively cheaper system. The second area to explore would be the mechanism by which Pt enhances the 

activity of Ru in Ru-rich alloy systems. TEM of the particles after operation would be highly suggestive of 

this (e.g., if Pt is sequestered to the surface, then it is reasonable to suggest that enhanced activity would 

arise from the Pt surface and the lack of hydroxide poisoning). On this note, the test examining HOR in the 

dilute hydrogen condition under various water partial pressures should be repeated for the RuPt system. 

The last main interesting area to explore would be the impact on stability. As was noted in Appendix C.4, 

Ru electrodes in ambient conditions will degrade. If Pt is sequestering to the top, it is possible that this could 

prevent the reaction of CDP with the catalyst. A good test to indicate stability would be to replicate the Ru 

ambient condition degradation cases for both Pt and RuPt. These stability tests should also be done with 

various pH2O conditions for good measure. In total, this would encompass a compelling case for RuPt as 

a cheaper replacement HOR catalyst in SAECs.  
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Figure 3.27 Polarization curves under the a) hydrogen condition and b) the dilute hydrogen condition for 
PtRu/fCNT-COOH 100 mg working electrodes with compositions of C:CDP of 1:3.  
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3.3.2 Ruthenium-Palladium 

 Considering the Ruthenium-Palladium phase diagram from Tripathi et al.75, both Pd and Ru are 

hardly miscible with each other. This system is not nearly as explored as the Pt-Ru system, but we can 

make a few inferences about the system from theory. From the surface energy, we would expect the system 

to strongly segregate with Pd rising to the shell like in the Pt case11. From the work of Ruban et al.25, we 

would expect a Pd overlayer on top of Ru to lower the center of the d-band, slightly less so than in the case 

of a Pt overlayer. Overall, we would likely expect Pd in a Ru-rich system to behave similarly to Pt. In the 

Pd-rich case, we might expect the behavior to differ due to the higher degree of segregation.  

 One composition of 80 at% Ru and 20 at% Pd on Vulcan 

XC-72 was attempted for this study. This composition was 

synthesized by co-deposition from ruthenium chloride 

hydrate and palladium chloride by the NaBH4 method. The 

total molar loading is equivalent to the 60 wt% Ru/V case 

and the synthesis procedure is completely analogous. 

XRD analysis of this sample (see Figure 3.28) revealed 

that the Pd and Ru formed separate phases without any 

shift in the Ru peaks, as might be expected from the bulk 

phase diagram.  

 

Figure 3.28 XRD of Ru8Pd2/V compared to 
equivalent molar loaded 60 wt% Ru/V (Rigaku 
Ultima). Ru phase appears unchanged while 
separate Pd phase appears. 
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 A cell was then fabricated with this bimetallic catalyst. The working electrode for this cell was 

composed of a constant carbon and CDP amount (4
1

3
 mg C, 

39 mg CDP). This cell was tested in the dilute hydrogen 

condition and the result is shown in Figure 3.29 where it is 

compared to the monometallic cases as well as the Ru8Pt2 

case. This figure shows that bimetallic RuPd appears to be 

more effective at HOR than either Ru or Pd alone and is on 

par with the Ru8Pt2 case. The polarization curve also shows 

that Pd also eliminates the current turnover at higher 

oxidizing potentials. So, from this prospective, Pt and Pd 

appear equivalent in the terms of doping into the Ru-rich 

system. 

3.3.3 Platinum-Palladium-Ruthenium 

 If little is known about the Pd-Ru system, even 

less is known regarding the Pt-Pd-Ru ternary system. A 

low temperature phase diagram for this system could not 

be found for reference. In addition, little is known about 

what stable configurations might be such as which 

systems might be sequestered to the surface in the 

catalyst systems. Much more work is needed to be able 

to target a particular catalytic outcome. For an 

exploratory study, Ru8Pd1Pt1/V was synthesized by co-

deposition of the chloride precursors and reduced by NaBH4 by the same methods previously described. 

XRD of this sample showed a two-phase formation between a HCP and a FCC phase (see Figure 3.30). 

 

Figure 3.29 Polarization curves from 
equivalent molar metal on Vulcan working 
electrodes under the dilute hydrogen 
condition compared to the Ru8Pd2/V at a 10 
mV/s. 

 

 

Figure 3.30 XRD of Ru8Pd1Pt1/V compared to 
equivalent molar loaded 60 wt% Ru/V (Rigaku 
Ultima).  
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A cell was then fabricated with this ternary catalyst. The working electrode for this cell was composed of a 

constant carbon and CDP amount (4
1

3
 mg C, 39 mg CDP). This cell was tested in the dilute hydrogen 

condition and the result is shown in Figure 3.31a. where it is compared to the monometallic cases as well 

as the bimetallic cases. This figure shows that the ternary case is closest to the activity of the bimetallic 

cases and does not exhibit the current turnover effect seen in the pure Ru case. Figure 3.31b shows a 

wider view of the activity of the Pt-Pd-Ru catalysts explored in this work. We note that this is far from 

complete in exploring the composition space but shows how possible improvements in these catalytic 

systems can be achieved. 

3.3.4 Platinum-Nickel 

 The work of Strmcnik et al.64 suggested that Ni(OH)2 as islands on Pt surfaces would improve the 

HOR on Pt by providing sites for the reactive hydroxide adsorbed species. Due to this being explained by 

a surface phenomenon, an attempt to recreate this was done using a sequential NaBH4 process.  First, ¾ 

of the equivalent molar loading of 74 wt% Pt was deposited by NaBH4 reduction in the standard method 

from chloroplatinic acid. Subsequently, ¼ of the of the equivalent molar loading of 74 wt% Pt/V was 

deposited in the form of Ni(OH)2 by NaBH4 reduction. From preliminary tests, it was evident that the 

standard reduction was not sufficient for depositing from NiCl2 6H2O. The procedure was changed by 
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Figure 3.31 a) Polarization curves from equivalent molar metal on Vulcan working electrodes under the dilute 
hydrogen condition compared to the Ru8Pd1Pt1/V at a 10 mV/s. b) Reaction resistance under dilute hydrogen 
conditions for all Pd-Pt-Ru/V samples tested here with equimolar loadings.  
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doubling the amount of NaBH4 (keeping concentration constant) and by allowing the system to react over 

two hours.  

 XRD analysis showed that the subsequent deposition of Ni(OH)2 did not appear to alter the 

diffraction pattern significantly, suggesting the Ni(OH)2 deposited on the surface was amorphous (see 

Figure 3.32a). XPS analysis confirmed that the Ni was indeed Ni(OH)2 (See Figure 3.32b) and that the Pt 

in the system remained unaltered (see Figure 3.32c). 

  A cell was then fabricated with the Ni@Pt/V catalyst. The working electrode for this cell was 

composed of a constant carbon and CDP amount (4
1

3
 mg C, 39 mg CDP). This cell was tested in the 

hydrogen and dilute hydrogen conditions and the results are shown in Figure 3.33. From Figure 3.33a, it is 

evident that the catalyst is more effective at HER than HOR. Furthermore, looking at the impedance 

spectroscopy results (see Figure 3.33b), it is evident that this catalyst is very poor when operating in the 

dilute hydrogen condition in that the activity is lower than all of the previously examined systems. An 

enhancement in the HOR activity such as what was reported from Strmcnk et al.64 was not found and this 

catalyst seems like it would be most effective if employed in HER applications.  

 

Figure 3.32 a) XRD of first deposited Pt/V and then of Ni compound deposited ontop of Pt/V (Rigaku Ultima). b) 
XPS of Ni@Pt/V showing the Ni peaks that correspond to Ni(OH)2 and showing reference lines to where the far 
left peak would be expected to be if the compound was Ni. c) XPS of Ni@Pt/V showing the metallic Pt 4f peaks 
(Thermo Scientific ESCALAB 250 Xi).   
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3.4 Metal Phosphides 

 Paik demonstrated that Pd in contact with CDP formed palladium phosphide and this compound 

was still highly active for HOR51. Indeed, many researchers have begun investigating metallic phosphide 

catalysts for various reactions76. The activity of phosphides points toward the exciting possibilities of 

potentially stable metal catalysts in CDP-based electrochemical cells.  Here, we look at implementing nickel 

phosphide and nickel rhodium phosphide as HOR and HER catalysts. 

3.4.1 Nickel Phosphide 

Ni2P nanoparticles were provided from Professor Brock’s group at Wayne State University which 

were synthesized by an arrested precipitation technique. Briefly, nickel (II) acetylacetonate (Ni(acac)2) and 

n‐octyl ether was heated to 110°C under vacuum. This solution was then injected into a degassed solution 

at 110°C containing n‐octyl ether, oleylamine and tri-octylphosphine. This combined solution was held at 

350°C for one hour. Black Ni2P nanoparticles were then washed and isolated using chloroform and ethanol, 

respectively. These particles have non-polar oleate capping ligands on the surface.  

These particles as received were deposited on Vulcan in an amount equimolar to 60 wt% Ru/V in 

the following steps. Ni2P was sonicated with Vulcan in hexanes for 330 minutes to promote dispersion. This 

solution was then mixed with ethanol to precipitate out Ni2P on Vulcan. This sample was separated by 

centrifuging and allowed to dry overnight under vacuum. Finally, the sample was then heated in a tube 

   

Figure 3.33 a) Polarization curve of Ni@Pt/V under the hydrogen condition with reducing and oxidizing potentials 
on the working electrode taken at 10 mV/s. b) OCV EIS measurements of the same cell under the hydrogen and 
dilute hydrogen conditions taken from 1 MHz to 0.1 Hz with a 20 mV amplitude. c) Polarization curves under 
oxidizing potentials at the working electrode under the hydrogen and dilute hydrogen. 
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furnace to 400°C for one hour under 3% H2 bal. Ar with a 

5°C/min ramp rate to remove the capping ligand. XRD 

analysis (see Figure 3.34) revealed the sample to be 

solely Ni2P with a crystallite size of ~5 nm. TEM analysis 

from the Brock group confirmed that the Ni2P average 

particle size is between 5-6 nm. The only difference 

noticed before and after annealing was that the relative 

peak intensities shifted. The preannealed sample’s most 

prominent peak was the (111) peak while the annealed 

sample’s was the (210) peak. 

A cell was then fabricated with the Ni2P/V catalyst. The working electrode for this cell was 

composed of a constant carbon and CDP amount (4
1

3
 mg C, 39 mg CDP). This cell was tested in the 

hydrogen and dilute hydrogen conditions and the results are shown in Figure 3.35. This cell performed 

significant worse than Ni@Pt/V for both HOR and HER and showed the same trend of worse performance 

under oxidizing conditions. The oxidizing condition effect was drastically more impactful for this case, 

particularly in the dilute case as is evident from the impedance data (Figure 3.35b) and from the polarization 

curves (Figure 3.35c). Nickel-based catalysts are ineffective under oxidizing conditions but perform 
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Figure 3.34 XRD before and after anneal for 
the Ni2P/V sample with observed minus 
background and calculated minus background 
patterns. Preannealed sample data was 
collected on a Rigaku Ultima while the 
annealed sample was collected on a Scintag 
XDS2000. 

 

 

Figure 3.35 a) Polarization curve of Ni2P/V under the hydrogen condition with reducing and oxidizing potentials on 
the working electrode taken at 10 mV/s. b) OCV EIS measurements of the same cell under the hydrogen and dilute 
hydrogen conditions taken from 1 MHz to 0.1 Hz with a 20 mV amplitude. c) Polarization curves under oxidizing 
potentials at the working electrode under the hydrogen and dilute hydrogen. 
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reasonably for HER (though not as effectively as Pt). This is in-line with what Papandrew et al. found when 

testing nickel catalysts for solid acid cells77. 

3.4.2 Nickel Rhodium Phosphide 

 Rh can directly substitute onto Ni sites in the 

Ni2P structure. Rh also has a more favorable binding 

energy for hydrogen and thus, can likely improve 

hydrogen catalysis with doping into the Ni2P 

structure. For this reason, we also obtained 

Ni1.6Rh0.4P from Professor Brock’s group at Wayne 

State University. These catalysts were synthesized in 

a similar way to the Ni2P, save that a rhodium 

chloride hydrate precursor is added with the nickel 

precursor in the synthesis procedure. The Ni1.6Rh0.4 

were deposited onto Vulcan XC-72 and annealed under 3%H2/Ar in the same manner as discussed 

previously. XRD analysis is shown in Figure 3.36. The crystallite size here increases to ~7 nm and it is 

evident that the crystal structure remains, though the lattice parameter has shifted, suggesting successful 

substitution of Rh into the Ni sublattice.  

 A cell was then fabricated with the Ni1.6Rh0.4P/V catalyst. The working electrode for this cell was 

composed of a constant carbon and CDP amount (4
1

3
 mg C, 39 mg CDP). This cell was tested in the 

hydrogen and dilute hydrogen conditions and the results are shown in Figure 3.37. From these tests it was 

evident that the substitution of 20% of the Ni sites with Rh greatly improved both the HOR and HER activity. 

Additionally, the asymmetry between the HOR and HER reaction was greatly reduced. These results 
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Figure 3.36 XRD of Ni1.6Rh0.4 /V sample compared 
with previous Ni2P sample and a Ni2P reference. 
Sample data was collected on a Rigaku Ultima. 
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suggest that minor doping of non-precious metals with precious metal catalysts has the possibility of having 

outsized impacts and can be an effective route to effective and cheaper catalysts in the future. 

3.5 Summary  

 Here, work to systematically examine the HOR reaction for composite electrodes in comparison to 

past work for CDP-based electrochemical cells has been performed. Pd in composite electrodes appears 

to be at least as active as Pt for HOR if the cell is kept in reducing conditions. Furthermore, in certain 

geometries, Pd appears to be a more effective catalyst than Pt. Ru also appears to be an equally effective 

HOR catalyst at lower oxidizing potentials if the cell is maintained under reducing conditions. Ru suffers 

under higher oxidizing potentials from apparent hydroxide poisoning. Alloying Ru with Pd, Pt, or both Pd 

and Pt appears to make an alloy that is more active than the constituent metals alone and no hydroxide 

poisoning at higher oxidizing potentials is noted. The Ni@Pt test shows that the improvement in activity 

cannot simply be from an oxyphilic effect as suggested by Strmcnk et al64. Ni is also apparently ineffective 

at executing the hydrogen oxidation reaction but performs adequately for hydrogen reduction. Additional 

work was also performed to expand on phosphide catalysts. While it was confirmed that Ni (this time in the 

form of Ni2P) is ineffective at the HOR, substituting 20% of the Ni sites with Rh proved to dramatically 

improve the HOR and HER performance of Ni2P. Phosphides continue to look like feasible catalysts that 

can be more stable with CDP. Partial substitution of non-precious metals with a small amount of supremely 
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Figure 3.37 a) Polarization curve of Ni1.6Rh0.4/V under the hydrogen condition with reducing and oxidizing 

potentials on the working electrode taken at 10 mV/s compared with the same measurement for the Ni2P/V working 
electrode. b) OCV EIS measurements of the same cells under the hydrogen and dilute hydrogen conditions taken 
from 1 MHz to 0.1 Hz with a 20 mV amplitude. c) Polarization curves under oxidizing potentials at the working 
electrode under the hydrogen and dilute hydrogen for the same cells. 
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active precious metals shows promise to be an effective strategy to have cheap, stable, and effective 

catalysts. 
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Chapter 4 Ammonia Oxidation 

But still try for who knows what is possible. – Michael Faraday  

4.1 Introduction 

 Hydrogen offers a promising direction for a sustainable energy future, but its implementation is not 

without challenges. Among its most prominent challenges are its low volumetric energy density, low 

flashpoint, and lack of wide infrastructure for storage and transport78-80. Widespread adoption of hydrogen 

technology will likely be dependent on how the challenges in logistics are overcome. Instead of transporting 

and storing pure hydrogen, another method of implementing hydrogen is by using a more portable 

molecule. Among candidate molecules, ammonia has been brought up as a promising hydrogen vector81-

83. The ammonia molecule is lightweight, much less flammable as compared to hydrogen, easily liquefiable, 

commercially produced at high volume, and can make use of an existing delivery infrastructure84. Most 

importantly, when considering sustainable energy solutions, ammonia can be implemented without emitting 

green-house gases. While most ammonia production today utilizes hydrogen derived from natural gas and 

its production emits CO2, the principal components of ammonia are nitrogen and hydrogen. Thus, hydrogen 

can be stored in and retrieved from ammonia without contributing to harmful CO2 emissions. 

 Ammonia decomposition into nitrogen and hydrogen proceeds by the following reaction: 

𝑁𝐻3  →  
1

2
𝑁2  +  

3

2
𝐻2          (4.1) 

This reaction is mildly endothermic at standard conditions with  = 45.9 kJ/mol85; under standard pressure it 

proceeds spontaneously at temperatures greater than 183°C. Achieving a high yield for this reaction is 

challenging due to thermodynamic limitations and kinetic barriers, typically requiring reaction temperatures 

in excess of 400°C86. This is particularly important for considering the implementation in PEMFCs as they 

are extremely sensitive to ammonia impurities; PEMFC catalysts can tolerate no more than ∼0.1 ppm 

ammonia87,88. 

 An alternative to high-temperature thermal decomposition that holds the possibility of lower 

operating temperatures, lower operating pressures, and higher purity hydrogen production lies in 

electrochemical decomposition. So far, electrocatalytic approaches which have mostly been attempted with 
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aqueous alkali electrolyte based electrochemical cells and require high operating potentials, implying poor 

energy efficiency. Additionally, these initial approaches have suffered from catalyst deactivation over time 

from adsorbate poisoning89,90. Accordingly, innovations in ammonia-to-hydrogen conversion are required if 

ammonia is to provide hydrogen on demand and serve as a flexible energy delivery medium. 

 Here, we will provide a background that considers the current research regarding ammonia 

decomposition to rationalize considerations of our experimental conditions and to help elucidate the 

mechanisms of the observed phenomena. Several modern reviews have analyzed the current state of 

knowledge regarding ammonia decomposition from which further information about the topic can be 

gathered to a greater extent than what will be presented here91-93. 

4.1.1 Ammonia Decomposition 

 Current understanding of ammonia decomposition stands on the shoulders of the giants who have 

progressed the field of ammonia synthesis over the last century. It is easily understandable why this is the 

case when one considers the microscopic reversibility of the reaction. While it may be that the 

thermodynamics varies in opposite directions (lower pressures and higher temperatures favor ammonia 

decomposition and vice versa for ammonia synthesis), the kinetic limitations of the reactions remain similar 

as the rate governing binding energies on metal surfaces is key. 

 It is understandable why kinetics limitations are so dominant in the ammonia system when one 

considers that the formation or breakage of the nitrogen triple bond requires a whopping 9.76 eV! In the 

presence of a Ru catalyst, this energy drops down to approximately 1 eV94. When one considers how 

ammonia must decompose, it is helpful to consider a possible series of microkinetic steps that has to occur 

such as the ones proposed by Bradford et al95: 

2[𝑁𝐻3  + ∗ ⇌   𝑁𝐻3 ∗]        (4.2) 

2[𝑁𝐻3 ∗ + ∗ ⇌   𝑁𝐻2 ∗ +𝐻 ∗]             (4.3) 

2[𝑁𝐻2 ∗ + ∗ ⇌   𝑁𝐻 ∗ +𝐻 ∗]               (4.4) 
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2[𝑁𝐻 ∗ +  ∗ ⇌   𝑁 ∗ +𝐻 ∗]                (4.5) 

3[2𝐻 ∗ ⇌  𝐻2 + 2 ∗]         (4.6) 

2𝑁 ∗ →  𝑁2 + 2 ∗       (4.7) 

where ∗ denotes a surface site, → denotes a slow, irreversible step, and ⇌ equals a quasiequilibrated step. 

Stated simply, the ammonia molecule adsorbs to the surface (Equation 4.2), the ammonia dehydrogenates 

(Equations 4.3-4.5), then adsorbed hydrogen (Equation 4.6) and nitrogen (Equation 4.7) recombine and 

desorb. Clearly, to execute on these steps, the nitrogen needs to be able to sufficiently adsorb and desorb 

from the surface, leading to the following of the Sabatier principle. Additionally, the formation of the nitrogen 

triple bond takes a large amount of energy, making the recombinative desorption of nitrogen (Equation 4.7) 

the rate determining step91. 

 Due to nitrogen adsorption defining the rate limiting step, the nitrogen binding energy is the key 

descriptor governing this reaction. Indeed, one can make volcano plots of the activity with the x-axis in 

historical relations being the enthalpy for dissociative nitrogen adsorption96 or more directly from the 

nitrogen binding energy97. It might be expected that the same catalyst would be used for ammonia synthesis 

and decomposition since they are both governed by the same nitrogen binding energy. Contrary to this, 

while Fe acts as the near optimal catalyst for the ammonia synthesis reaction, Fe tends to significantly 

underperform other catalysts for the ammonia decomposition reaction92. This is due to the different 

concentrations of ammonia used for each condition. In ammonia synthesis, the environment tends to be 

ammonia dilute while in the ammonia decomposition case, the environment is ammonia concentrated. This 

leads to a difference in the nitrogen surface coverage arising from the different nitrogen chemical potential 

in each case. Since there is a higher nitrogen adsorption level in the ammonia decomposition case, the 

volcano curve is shifted towards weaker binding energies as there is already more available adsorbed 

nitrogen98. Fe, in this case, binds strongly on an already covered surface. So, while the activities of both 

reactions are closely governed by the nitrogen binding energy, they are slightly shifted in their dependence. 

This being the case, the general activity trend for monometallic materials on activated alumina is: Ru > Ni 

> Rh > Co > Ir > Fe >> Pt > Cr > Pd > Cu >> Te, Se, Pb99. 
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 Additionally, all catalyst systems typically employ a support. The support primarily serves to 

enhance the dispersion of the catalyst and provide a high active surface area. Interestingly, for the ammonia 

decomposition reaction, the support has also been shown to influence the catalytic activity of the reaction. 

For example, Aika et al demonstrated that activity is positively correlated with the basicity of the support 

100. Zhong and Aika found that activity was also improved by the removal of electronegative impurities such 

as S, N, O, and Cl101. Overall, it appears as though the most effective supports are those that facilitate 

electron donation. Thus, the most desirable supports are those that are basic, conductive, are stable, lack 

electron withdrawing groups, and have a high surface area91. 

4.1.2 Alkali Promotion of Ammonia Decomposition 

 Alkali promotion has been critical in the development of ammonia catalysts. In fact, the 

breakthrough of incorporating alkali promoters with iron catalysts was what enabled the first commercially 

viable iteration of the Haber-Bosch process102. While alkali, alkaline earth, and rare earth metal ions have 

been shown to be effective promoters, alkali promoters have been the most successful91.  

 The promotion effect is typically thought to occur through two avenues. First, the structure of the 

heterogeneous catalyst could be impacted by several mechanisms including decreased catalyst sintering91 

and prevention of support methanation103. There is also an apparent electronic effect as the effectiveness 

of promoters is negatively correlated with their electronegativity. Additionally, electronically withdrawing 

anions (e.g., halide, SO4
2-

, PO4
3-) inhibit the reaction103. This relationship is explained through electrostatic 

interactions between the promoter, metal, and transition-state adsorbates. When an electron donating 

promoter (i.e., an electropositive material) gives an electron to the metal catalyst, an electric dipole is formed 

between them. This dipole is attractive to the induced dipole from the N2 transition state and repulsive to 

NHx transition states28,104. Electron withdrawing co-adsorbates act conversely and thus inhibit the net 

reaction. The electrostatic nature of the promotional effect makes the promoter beneficial to catalysts with 

nitrogen binding energies that are higher or lower than optimal according to the Sabatier relationship. This 

electrostatic effect manages to lower the transition state energy without changing the nitrogen binding 

energy as discussed in Section 1.4.3. 
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4.1.3 Ammonia Electrooxidation 

 Another route to producing hydrogen from ammonia that has been sought is through 

electrooxidation. This has most commonly been accomplished through the use of electrochemical cells 

operating at near ambient temperatures with alkaline solution with precious metal catalysts. In alkaline 

solution, first the ammonia reacts with hydroxide anions to form nitrogen gas, water, and electrons: 

2NH3 + 6OH- → N2 + 6H2O + 6e-     (4.8) 

Subsequently, the generated electrons will react with water to form hydrogen and hydroxide ions: 

6H2O + 6e- → 3H2 + 6OH-            (4.9) 

 For this reaction, Pt-Ir catalysts have been found to be the most effective. Significant challenges 

remain to be overcome in the implementation of this technique. For one, high overpotentials must be applied 

to have decent rates of hydrogen production which leads to a lower energy efficiency and thus more 

expensive operation. A second challenge is that catalysts in these systems tend to be poisoned over the 

course of operation105. 

4.2 Ammonia Decomposition in Solid Acid Cells 

 Both previously described methods have inherent problems that limit their feasibility to enable 

ammonia to be an effective hydrogen vector. For the thermal decomposition case, achieving high 

conversion requires prohibitively high temperatures (~400°C) to overcome thermodynamic limitations and 

kinetic barriers86 and is inherently limited in its 

capacity to deliver high purity hydrogen. Ambient 

temperature electrooxidation in alkaline solution 

suffers from high overpotentials and catalyst 

poisoning over times. 

 The implementation of a SAEC cell to 

facilitate ammonia decomposition can obviate all the 

challenges described for the previously described 

methods. When examining the free energy of 

 

Figure 4.1 Free energy of ammonia decomposition 
and associated Nernst potential with temperature at 
which CDP cell operates noted. 
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ammonia decomposition85 (see Figure 4.1) it is 

apparent that operating at a higher temperature 

makes the reaction more favorable lowering the 

potential required to carry out the reaction (as 

compared to the near ambient temperature case). 

In fact, when carrying out the reaction in the 0.4 

pNH3 operating conditions described in Section 

2.5.2, the theoretical voltage across the cell is 19 

mV (see Appendix B.3 for calculation details). 

When applying modest voltages to encourage the 

oxidation of the ammonia, high energy efficiencies 

can be achieved considering the electrical and heat 

work (see Figure 4.2 and Appendix B.4 for calculation details). SAEC cells are also vastly more resistant 

to poisoning from the reactant stream6. Over the thermal decomposition methods, SAECs offer lower 

operating temperatures allowing for lower thermal budgets, faster cycling, and more portable systems. 

Furthermore, since the SAEC already incorporates a proton-only permeable membrane, SAECs also 

 

Figure 4.2 Efficiency of ammonia decomposition 
considered as the lower heating value of hydrogen 
obtained divided by the lower heating value of 
ammonia used, heat of the reaction (slightly 
endothermic), heat to bring ammonia up to 
temperature, and electrical work to drive the reaction. 

 

 

Figure 4.3 Schematic of ammonia decomposition SAEC. Ammonia is fed to the cell anode. Upon applying a potential, 
nitrogen, protons, and electrons are split. Protons and electrons recombine at the cathode to generate hydrogen. 
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naturally produce high-purity hydrogen. A schematic of the concept of a solid-acid-based ammonia 

electrooxidation cell is depicted in Figure 4.3. 

4.2.1 Anode Development 

 SAEC cells for ammonia decomposition were constructed in manners described in Section 5.2.1 

and more in detail in the “fully loaded” descriptions in Chapter 3. From the literature, promoted Ru on carbon 

nanotube supports were found to be the most successful ammonia decomposition catalysts, so this system 

was primarily used for investigation106. The ammonia condition here refers to either the 0.4 or 0.6 pNH3 

ammonia conditions described in Section 2.5.2. 

  First, it was helpful to compare how well the cell can oxidize ammonia as opposed to hydrogen. In 

the case of an anode composed of a 62 wt% Ru/fCNT with a C:CDP ratio of 1:3 for a total electrode mass 

of 100 mg, we see that clearly the ammonia oxidation resistance is much higher than the dilute hydrogen 

oxidation resistance (see Figure 4.4). 

 

 This high of a resistance would make it challenging to operate this cell with high efficiency at a 

reasonable rate. ARPA-E targets for this system include currents upward of 100 mA/cm2 at an operating 

potential of 0.15 V107. From the SAEC composite electrode configuration, likely the optimal catalyst is close 

to the optimal catalyst for the thermal decomposition heterogeneous catalyst Ru as the reaction will be 

dominant at gas-metal interfaces. To probe this hypothesis, a few other transition metal catalysts were 

tested to see if similar trends were followed. Figure 4.5a shows the ammonia decomposition performance 

 

Figure 4.4 Electrochemical 
polarization curves (a) and 
impedance spectra at OCV (b) 
of a cell with an anode 
composed of a 62 wt% 
Ru/fCNT with a C:CDP ratio of 
1:3 for a total electrode mass of 
100 mg. Ammonia condition 
here is the 0.4 pNH3 described 
condition. Polarization curves 
taken with a scan rate of 10 
mV/S. Voltage amplitude for 
impedance scans was 20 mV. 

 

a) b) 
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of the above tested Ru/fCNT cell with an equivalent Pt/fCNT cell. The higher OCV for the Pt case certainly 

suggests that the system without electrical bias is more activated in the Ru-case, as would be expected 

from the thermal decomposition case99. Interestingly, the resistance is lower for Pt at higher oxidizing 

potentials and eventually overtakes the Ru ammonia decomposition. This was also tested for the Vulcan 

support case where 50 mg electrodes (39 mg CDP, C:CDP 1:9, metal loading equimolar to 60 wt% Ru/V) 

of Ru/V, and Pd/V was compared (see Figure 4.5b). Pd showed the highest OCV and highest resistance 

at higher oxidizing potentials. This suggests that Pd has the worst ammonia oxidation capabilities, again as 

would be expected from the thermal catalytic case99. 

 It was hypothesized that the reason for the lower resistance for Pt at higher oxidizing potentials 

was that while the Pt had a less optimal N-binding energy, it could likely dehydrogenate the ammonia better 

than Ru. This inspired the synthesis of Ru-Pt catalyst that might be able to take advantage of both the 

optimal N-binding energy for the Ru metal and the superior 

H-binding for the Pt metal. Results of a series of Ru-Pt 

catalysts tested under ammonia (whose synthesis is 

previously described in Section 3.3.1) reveal that there 

exists a tradeoff in these catalysts (see Figure 4.6). While 

the resistance at higher oxidizing potentials improves, the 

OCV increases as Pt is doped. It appears that the co-

depositing method for Ru-Pt is incapable of moving past 

this catalytic tradeoff. This might be expected as we know 

from previous work that this method leads to the formation 

 

 

Figure 4.6 Polarization curves under 
0.4pNH3 ammonia condition for PtRu/fCNT-
COOH 100 mg working electrodes with 
compositions of C:CDP of 1:3. Scan rates of 
10 mV/s were used. 

 

 

Figure 4.5 Polarization 
curves of a) Ru vs. Pt on 
fCNT and b) Ru vs. Pd 
on Vulcan with metal 
loadings equimolar to 60 
wt% Ru/V under the 
ammonia condition 
(pNH3 = 0.4 atm). Scan 
rate was 10 mV/S for all 
measurements. 

 

a) b) 
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of core-shell particles (see Figure 3.24). Likely, doping with Pt is increasing the N-binding energy, but 

allowing for more favorable hydrogen catalysis. 

 Ni has been one of the most successful transition metal catalysts for ammonia decomposition not 

in the platinum group metal (PGM)93,99. Additionally, when Hangsen et al. explored bimetallic catalysts, it 

was found that Pt with Ni overlayers have a particularly favorable N-binding energy. This being the case, 

the Ni-based catalysts synthesized in Sections 3.3 and 3.4 were tested under the ammonia condition.  

 The results of these tests are shown in Figure 4.7. 

For one, it is apparent that Ni appears to help 

thermochemical catalysis based on the changes in OCV. For 

instance, Ni@Pt shows a lower OCV then Pt alone but a 

higher OCV than Ru as evidenced from Figure 4.5. Further, 

the higher concentration of Ni sample, Ni2P, has a lower 

OCV than the Ni deposited on Pt sample. Additionally, the 

Ni2P doped with Rh has a higher OCV. Figure 4.7 also 

reveals that Ni catalysts struggle under oxidizing potentials 

and have high resistances to ammonia oxidation. It appears 

necessary for Ni to be coupled with a catalyst with an effective hydrogen binding catalyst to carry out 

ammonia oxidation at a meaningful rate.  

 Based on the foregoing results, it was concluded that Ru was close to the optimal catalyst for this 

reaction and auxiliary strategies to optimize the performance were pursued. One of the first things to be 

optimized was the cell microstructure. For one, it is important for the membrane to be dense to facilitate the 

electrochemical reaction properly and ensure the purity of the hydrogen generated at the cathode. The 

microstructure was investigated by looking at post-operation cell cross-section images (see Appendix C.7). 

These images could also be used to determine the porosity of the electrodes as described in Section 3.2.3. 

It is evident that the ammonia oxidation resistance was correlated with the porosity in the same manner as 

the hydrogen oxidation resistance (see Figure 4.8a). fCNT-supported electrodes were found to be more 

effective with higher carbon proportions (~1:3) while Vulcan XC-72 supported electrodes were optimal with 

 

Figure 4.7 Polarization curves under the 
0.4pNH3 ammonia condition for Ni-based 
catalysts on Vulcan loaded equimolar to 60 
wt% Ru/V with C:CDP ratios of 1:9. Scan 
rates of 10 mV/S were used. 
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lower carbon proportions (~1:9, see Appendix C.7). Thus, in this proportion, Vulcan was a much more 

effective support than fCNT-COOH (see Figure 4.8b). 

 

  

 Amine functionalized MWCNTs (fCNT-NH2) were 

also tested in addition to the COOH functionalized 

MWCNTs. The amine functionalization similarly increases 

the hydrophilicity of the MWCNTs but might be more stable 

under the ammonia condition, and it was anticipated that 

fCNT-NH2 may possess structural differences and be 

more stable under the ammonia condition. Furthermore, 

the difference in anion functionalization likely impacts the 

activity from possible poisoning effects103. Tests under the 

ammonia condition showed that fCNT-NH2 supported 

samples had higher OCVs, suggesting less 

thermochemical activity (see Figure 4.9). Despite this, there was not a significant difference between the 

activity of the 1:3 C:fCNT-NH2 and 1:9 C:fCNT-NH2 showing that amine functionalized carbon nanotubes 

might be more optimal for CDP-rich electrodes. 

 While effective progress using this configuration was made to both understand and make more 

effective ammonia oxidation cells, our method was falling short of the goal of high H2 production rates at 
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Figure 4.8 a) Ammonia 
oxidation reaction resistance 
of 62 wt% Ru/fCNT with 100 
mg electrodes at various 
C:CDP ratios. b) Polarization 
curves of 62 wt% Ru/C with 50 
mg electrodes using Vulcan 
and fCNT-COOH supports 
under the 0.4 pNH3 ammonia 
condition.  

 

 

Figure 4.9 Polarization curves of 62 wt% 
Ru/fCNT with 100 mg electrodes under the 0.4 
pNH3 ammonia condition at different C:CDP 
ratios. Scan rates for these measurements were 
10 mV/s. 

 

a) b) 
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low overpotentials. Much like Fritz Haber and Carl Bosch before us, we would require a little promoter magic 

to help ammonia oxidation SAECs reach their true potential. 

4.3 Incorporating Promoters in Solid Acid Cells 

 The promotion effect positively correlating with the promoter’s electropositivity suggests that 

compounds with Cs should be ideal. The anion is important to consider too though, which makes the 

incorporated CsH2PO4 in our electrodes not an effective promoter due to the presence of the poisoning 

phosphate anion. Attempts to directly incorporate a possibly less poisonous anion (nitrate) into the CDP 

were attempted, but the nitrate was unable to incorporate and meaningful improvement could not be 

obtained in this manner (see Appendix C.9 for details on this attempt). Additionally, it was attempted to first 

perform incipient wetness impregnation on Ru/C to deposit the promoter CsNO3 directly around the Ru, 

and then mix this catalyst in the standard fashion in the electrode. This resulted in inconsistent behavior 

with cells sometimes showcasing high ohmic resistances and gas crossover, and at other times, seeming 

to show promising activity. Consistent improved activity was not achieved until a new cell configuration with 

a layer uniquely dedicated to the promoted decomposition of ammonia was implemented. 

4.3.1 Two-Layer Configuration 

 For this two-layered cell, the layer that 

performs standard electrocatalysis was deemed the 

‘electrocatalyst layer’ (EL) and the layer incorporating 

the promoter was deemed the ‘thermal-cracking layer’ 

(TCL). The EL was simply composed of 25 mg of the 

“standard anode” composition catalyst described in 

Chapter 3. The TCL was composed of CsNO3 

deposited on 60 wt% Ru/C. These layers were 

separated by a thin piece of carbon paper (TGP-H-30 

Toray paper) while the top was covered with the usual thick carbon paper (TGP-H-120 Toray paper). 

Together, this final layer addition to the cell was hand-pressed for one minute before adding the SS mesh 

 

Figure 4.10 Schematic of the two-layer ammonia 
decomposition SAEC.The thermal cracking layer 
(TCL) is adjacent to the hydrogen electrocatalyst 
layer (EL), which is, in turn, adjacent to a membrane 
of CDP. Reprinted from Lim et al107. 
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and double wrapping the cell with Teflon paper. A schematic of the two-layer cell is depicted in Figure 

4.10108.  

 The catalyst for the TCL was prepared following the polyol method109 in which ethylene glycol 

(Fisher Chemical, > 95% purity) served to reduce a metal chloride precursor (RuCl3⋅4.5H2O, Alfa Aesar, 

99.9% metals basis). Here, this approach was used over the NaBH4 method as it was desired to use 

unfunctionalized MWCNTs which achieved better dispersion in ethylene glycol as compared to dispersion 

in water. The Ru loading on the ~30 nm diameter multi-walled CNTs (NanoLab, greater than 95% purity) 

was 60 wt%. Ru deposited in this manner resulted in 7 nm particles as determined by XRD and TEM 

analysis. Cesium promotion was achieved by dispersing the 60 wt% Ru/CNT into a 50 mM aqueous solution 

of CsNO3 (Alfa Aesar, 99.9%) with 1:1 molar ratio of Ru:Cs. The water was evaporated with mild heating 

to induce precipitation of the CsNO3. To aid uniformity, the powder was dispersed in ethanol and the solvent 

evaporation repeated at least two more times. 

 Three cells were constructed in this above-described manner to ensure reproducibility of the 

performance. First, OCV testing in the dilute hydrogen condition showed that there was negligible crossover 

across the three cells. Polarization curves and impedance spectra obtained under both ammonia conditions 

(0.4 atm pNH3 and 0.6 atm pNH3) revealed excellent activity for ammonia decomposition and cell-to-cell 

reproducibility (see Figure 4.11). The ohmic resistance is constant under all three conditions. The 

 

Figure 4.11 a) Polarization curves obtained upon supply of the gases indicated, along with computed H2 production 
for 100% faradic efficiency. Scan rates of 10 mV/s were used. Error bars are from the variation in the averages of 

the three distinct cells. b) Electrochemical impedance spectra at OCV for a representative electrochemical cell 

measured at 250 °C with indicated gas supplies. Selected data points correspond to the frequency values (Hz) 
indicated. Voltage amplitude of 20 mV applied for these measurements. Reprinted from Lim et al107. 
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electrochemical reaction resistance under the 0.4 pNH3 is similar to the resistance for the dilute hydrogen 

condition and is significantly lower in the 0.6 pNH3 case. The coincidence of the curves for the low NH3 

condition, measured before and after exposure to high NH3, indicated reasonable stability108. The decrease 

of 5-6% in the current density noticed here will be further discussed in Section 4.3.2.  

 Significantly, as expected for a solid-state electrolyte displaying pure protonic conduction, the 

faradic efficiency for hydrogen production was 100% (i.e., all of the electrons moving across the cell 

recombined with protons to form hydrogen gas) as determined by mass spectrometry, Figure 4.12a, and 

the generated hydrogen was free of impurities, (see Appendix C.10 for more details on the mass 

spectrometry analysis). Estimates from measurements on the cathode exhaust stream suggest <3 ppb 

ammonia in the produced hydrogen (see Appendix B.5 for calculation details). Since we have the 

observation that the current is fully faradaic, we were able to calculate the produced hydrogen (see Figure 

4.12b) from the ammonia using Faraday’s Law of Electrolysis: 

n = 
𝐼𝑡

𝐹𝑣
             (4.10) 

 

Figure 4.12 a) Measurement of H2 evolved from cathode by mass spectrometry (MS) and from the current by 
Faraday’s Law of Electrolysis demonstrating 100% faradic efficiency. Error bars are from the error from the mass 
spectrometer, from the H2 calibration, and from the mass flow controllers. b) Implied NH3 to H2 conversion in Fig. 
4.11a upon supply of the gases indicated. Error bars are from the variation in the averages of the three distinct 
cells. Reprinted from Lim et al107. 
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where n is the amount of the substance in moles, I is the current, t is the time, F is Faraday’s constant, and 

v is the valence of the ion. The possibility of NOx formation on the anode side was eliminated by chemical 

analysis of the anode side exhaust (see Appendix C.10)108. 

 The cells had OCVs of 78 ± 1 and 68 ± 4 mV for the respective ammonia partial pressures of 0.4 

and 0.6 atm. These voltages can suggest the partial pressure of hydrogen formed at the working electrode 

by inverting the Nernst Equation and imply hydrogen partial pressures at the working electrode of 0.019 

and 0.033 atm, respectively. From these partial pressures, we calculate chemical ammonia-to-hydrogen 

conversion rates of 3.4% ± 0.1% and 3.5% ± 0.7% at the two ammonia concentrations, respectively. These 

conversion rates are on par with the results reported by Hill et al. (2–10% conversion) for similar catalyst 

materials, with the values differing depending on Cs and Ru loadings110. Even for identical loadings, 

differences are expected due to variations in precursor types, deposition methods, CNT source, and gas 

flow conditions. The general agreement between the results suggests that poisoning of Ru by H2O, present 

in high concentration in this experiment and absent in Hill’s work110, does not significantly interfere with 

ammonia decomposition at 250°C, even at higher oxidizing potentials. 

 Upon applying oxidizing potential at the working electrode, the current rises under both ammonia 

and dilute hydrogen with relatively low overall cell resistances that are similar to each other. Because the 

hydrogen partial pressures are similar between the three conditions (pH2 = 0.024, 0.019, and 0.033 atm in 

dilute hydrogen and at OCV in the lower and higher ammonia concentrations respectively), the similarities 

in polarization characteristics suggest that poisoning of the Pt electrocatalyst by unreacted NH3 is negligible. 

This is also evident in the impedance results shown in Figure 4.11b108. 

 With increasing voltage, the polarization curves deviate both from linearity and from one another. 

The concave nature of the curves suggests mass transport limitations rather than catalytic activation 

limitations. In the dilute hydrogen case, the polarization curve plateaus relatively sharply at a current density 

corresponding to ∼90% of the limiting value which is consistent with the depletion of hydrogen being 

responsible for the declining rate of increase in cell current density. Under ammonia, the polarization curves 

followed a significantly more gradual change in slope. Furthermore, the maximum current densities (382 

and 480 mA/cm2 at low and high pNH3, respectively) with their implied amount of hydrogen produced were 
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only 12% and 10% of the respective limiting capacity from the ammonia supplied. The overall conversion 

process appears limited by the characteristics of the TCL in the ammonia decomposition process since 

there is an absence of EL catalyst poisoning. It is important to note that at these maximum conditions the 

hydrogen partial pressure at the cathode is estimated to increase from 0.62 to 0.65 atm, which will in turn 

slightly increase the measured voltage108. 

 Another important feature of Figure 4.11a is the substantially higher current achieved with the 0.6 

atm pNH3 condition as compared to the 0.4 atm pNH3 condition. This behavior is consistent with the source 

of current being the electrochemical oxidation of ammonia. Moreover, the reactant depletion in the TCL can 

be compensated, at least partially, by increasing the reactant concentration or possibly the rate of ammonia 

supplied. The resulting increase in the hydrogen production rate was accompanied by a decrease in 

conversion efficiency as shown in Figure 4.12b. This indicates that the increase in ammonia concentration 

did not result in a proportional increase in the availability of hydrogen (proportional to the amount of 

ammonia supplied). This observation points toward possible improvements by tailoring the catalyst 

architecture to facilitate the removal of product N2, or by increasing the thickness of the TCL to increase 

the residence time of NH3 in the reaction zone which has to be balanced against possible increases in mass 

transport resistance. Dramatic improvements may also be possible by leveraging recent advances in TCL 

catalyst development111. Even without implementing these improving steps, the performance here is far 

superior to those reported for alkali electrolysis cells in which large overpotentials (∼0.4 V above OCV) 

must be overcome to produce hydrogen at a significant rate108. 
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 It is clear that this hybrid cell is far superior to the 

previous single layer electrochemical cells (see Figure 4.13). 

Without the incorporation of the TCL, the standard anode gave 

a relatively high OCV of ∼365 mV under pNH3 of 0.4 atm, 

implying that there is negligible thermal ammonia decomposition 

(< 1 × 10−5 % conversion). Upon applying oxidizing potentials, 

currents were ∼1% of the values obtained from the hybrid cells. 

For all intents and purposes the Pt serves only to oxidize the 

hydrogen until a bias of 0.36 V and the Ru-based catalyst 

accounts for almost the entirety of the NH3 decomposition. The 

hybrid cell is also superior to the cell with only the Ru/CNT + 

CDP single layer cell as can be seen in Figure 4.13. Under the 

0.4 pNH3 condition, the OCV was 170 mV (~0.05% conversion) for the single layer Ru/CNT electrode, in 

contrast to 78 mV recorded from the bilayer-electrode system. Ru has previously been shown to be an 

efficient HOR catalyst, so the difference is likely due to the absence of an effective promoter. CDP is 

ineffective as a promotor, likely due to the presence of the phosphate anion which could poison the 

reaction108. 

 By integrating electrochemical product 

removal with thermal decomposition of 

ammonia, this hybrid cell generates 

hydrogen at a substantially higher rate than 

by thermal decomposition alone at lower 

temperatures. To add context to these 

results, the hydrogen production rates 

achieved here were compared to those from 

conventional thermal-cracking experiments 

reported in the literature on a mass-

normalized basis (see Figure 4.14)106,110,112-121. The catalyst in the TCL, EL, and counter electrode were 

 

Figure 4.13 Comparison of polarization 
curves of bilayer electrode and single 
component electrodes under the 0.4 atm 
pNH3 condition. Reprinted from Lim et 
al107.  

 

 

Figure 4.14 Comparison of the hydrogen generation rate 
obtained from the hybrid thermal-electrochemical approach 
of this work (pNH3 = 0.6 atm) with prior work by thermal 
decomposition107. 
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included in the normalization results shown in Figure 4.14. This figure makes evident that the application 

of moderate bias (0.4 V) results in a catalyst-mass normalized hydrogen production rate that is on par with 

results obtained from thermal decomposition at much higher temperatures between 350-500°C. 

Furthermore, the evolved hydrogen is generated with a high-purity and is free of residual ammonia. This 

configuration is also amenable to the electrochemical compression of hydrogen, or to the operation of a 

direct ammonia fuel cell without the risk of generating NOx. While a detailed efficiency analysis, which would 

require design of a system to minimize thermal inputs, a simple consideration of the minimum energy inputs 

relative to the energy content of the output hydrogen suggests high efficiencies are possible (see Appendix 

B.4). In summary, the hybrid thermal-electrochemical approach demonstrated here shows great promise 

for ammonia-to-hydrogen or even ammonia-to-electricity conversion on demand108. 

4.3.2 Investigating Phenomena in the Hybrid Cell Anode Compartment 

 XRD was used for a first-pass analysis of the state of the cell components undergoing the operating 

conditions. It was important to establish that CDP was stable under the ammonia condition, so a sample of 

pure CDP was subjected to 50 sccm of 0.4 pNH3, 0.38 pH2O, and balance N2 at 250°C for 24 hours. These 

results revealed that CDP was stable under this condition (see Figure 4.15a). Additionally, the states of the 

 

Figure 4.15 a) X-ray powder diffraction patterns (Rigaku SmartLab) of CsH2PO4 before (as-received) and after 
exposure to flowing humidified NH3 for 24 h at 250 °C (pNH3 = 0.4 atm, pH2O = 0.22 atm, balance N2; total gas 
flow rate = 50 sccm). The electrolyte is stable against reaction with ammonia at the cell operating conditions. b) . 
X-ray diffraction patterns (Rigaku Ultima IV) collected from catalyst materials as indicated: (bottom) 60 wt% Ru/CNT 
as prepared; (middle) 60 wt% Ru/CNT with CsNO3 promotor, as prepared; and (top) Cs-promoted 60 wt% Ru/CNT 
after humidified dilute hydrogen. Reprinted from Lim et al107.  
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TCL components were analyzed before and after heating to 250°C under humidified dilute hydrogen (pH2 

= 0.03 atm, pH2O = 0.03 atm). Upon initial promoter deposition, there are clear CsNO3 peaks that were 

sharp and easily detectable in the XRD pattern. Post-operating conditions however, the pattern hid any 

presence of CsNO3 suggesting that a new amorphous phase of the promoter had formed (see Figure 

4.15b)108.  

 Further analysis of the catalyst condition was pursued with thermogravimetric analysis (TGA). By 

measuring the weight change of constituent catalyst components when brought to operating conditions, the 

chemical state of these constituents can be inferred. TGA experiments shown here were performed on a 

Netzsch STA 443 with 10 mg of sample. Heating procedures were carried out with a 5°C ramp rate. Wet 

gas was achieved by flowing the gas through a room temperature bubbler prior to the gas entering the TGA 

instrument. The mass profile for CsNO3 under dry and wet (0.03 atm pH2O) 3% H2 bal. Ar (shown in Figure 

4.16a) suggests that CsNO3 is stable at 250°C under reducing conditions without the presence of a catalyst. 

The Ru@CNT synthesized by the polyol method subjected to the same experiment incurs a mass loss of 

~ 2.3% at 85°C and continues to lose mass until levelling off at 220°C, where the total mass loss reaches 

~3.3 wt% as shown in Figure 4.16b. Possible reasons for this mass loss include the desorption of water 

from the humidified condition in addition to the possible removal of residual ethylene glycol on the surface. 

To examine the change in behavior of CsNO3 when in proximity to Ru, the Ru profile is subtracted from the 

TGA profile of the combination of CsNO3 with Ru@CNT and is shown in Figure 4.16c. A mass loss of 11.0% 

is observed in the promoted catalyst during the initial heating step under the lightly humidified condition. 

This reaction could be accelerated due to higher humidity and reducing conditions experienced in the 

operating conditions of the electrochemical cell. The introduction of dry hydrogen increases the mass loss 

to 12.2%. From this, it can be inferred that CsOH formed, as complete conversion of the CsNO3 to CsOH 

would be accompanied by a mass loss of 12.3%. Returning to humidified H2 induces a slight mass gain in 

the sample, and the final cooling step induces significant mass gain due to the absorption of H2O as the 

hydroxide is relatively more hygroscopic. 
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 A thermodynamic calculation using HSC was performed to assess the validity of the hydroxide 

formation hypothesis. The parameters for this calculation included setting a system pressure of 1 atm, a 

gas composition of pH2O = 0.38 atm, pH2 = 0-0.025 atm, pN2 as the balance gas, and an initial excess of 

gas amount totaling 100 kmol as opposed to the CsNO3 starting amount of 1 kmol. This calculation shows 

that CsOH is more favorable in these conditions as the atmosphere gets more reducing (see Figure 4.17). 

This suggests that the hydroxide formation hypothesis is thermodynamically feasible. 

 Here, it is important to note a peculiarity that 

became apparent when testing with samples using an 

alternate carbon support known as nano-graphite 

(nGr). Samples using nano-graphite supports 

exhibited some presence of the CsNO3 after operation, 

though to a much lower extent. It is noted in Appendix 

C.11 that the nano-graphite has some residual 

nitrogen that can be picked up by CsOH. It seems 

challenging to believe this would be the sole reason for the CsNO3 presence though since the peaks are 

minorly present even in the case of 1100 hours of operation. Noted also in Appendix C.11 is cesium 

hydroxide’s (or cesium acetate’s) remarkable ability to pull other trace anions from seemingly anywhere 

including chlorine from catalysts prepared at SAFCell and sulfur from the Vulcan XC-72. This coupled with 

 

Figure 4.16 TGA (Netzsch STA 443) of (a) as-received commercial CsNO3; (b) in-house prepared 60 wt% 
Ru/CNT; and (c) 60 wt% Ru/CNT treated with CsNO3. Gas atmosphere of measurements as indicated. Gray 
reference lines in (c) indicate expected weight lost with listed material formation. Reprinted from Lim et al107. 

 

 

Figure 4.17 HSC calculation for CsNO3 stability 
in a range of reducing conditions. 
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CsOH’s water solubility allow it to be an effective agent to remove potential poisons from catalyst system, 

and such a method is discussed in Appendix C.11. 

 If one considers the phase equilibria of constituent promoter components, it is likely the promoter 

is in a liquid state during the operating conditions. For instance, if there is a mixture of CsOH and CsNO3 

coexisting during the operating conditions, the melting point is drastically lowered to where it would be in a 

liquid phase during operation (see Figure 4.18a)122. Similarly, CsOH in the presence of H2O will dramatically 

lower its melting point to where it is a liquid under operating conditions (see Figure 4.18b)123. These points 

suggest that, unless a confinement method is in 

place, the promoter is likely to have free movement 

throughout the catalyst system. 

 XPS analysis of the CRL material before 

and after operation under the ammonia conditions 

reveals the apparent loss of the nitrate bond 

accompanied by a peculiar peak arising at a binding 

energy of 398 eV (see Figure 4.19). As this energy 

tends to align with the presence of metallic nitride 

peaks, we suspect this corresponds to the formation 

 

Figure 4.18 a) Thermodynamic CsNO3-CsOH phase diagram modified from the FactSage database122. 
Constructed phase diagram modified from the work of Roki et al123. 

 

 

Figure 4.19 XPS of 40 wt% Ru-nanoGr (NaBH4) 
CsNO3 promoted Ru:Cs = 0.5:1 mol ratio CRL powder 
before and after operation under the ammonia 
condition (Thermo Scientific ESCALAB 250 Xi). 
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of a ruthenium nitride. The shape and position of the peak match what was found by Cattaruzza et al. in 

their sputter deposited RuN film124. 

 To analyze the environmental dependencies of this formation in the 40 wt% Ru/nGr + CsNO3 

(Cs:Ru 0.5:1), ammonia annealing processes were carried out in a controlled tube furnace. The baseline 

test utilized humidified ammonia (the “wet” case), in which 100 sccm of ammonia was supplied to the reactor 

while simultaneously humidified argon was flowed through a room temperature bubbler. The system was 

ramped to 250°C at 5°C/min and held at this temperature for 20 hours and subsequently cooled to room 

temperature at 5°C/min. One way in which this baseline test was varied was by performing the “dry” case 

in which the humidified Ar supply was closed. In addition, a sample was tested where the 40 wt% Ru/nGr 

was left unpromoted before undergoing the annealing “wet” and “dry” processes. XPS results of these tests 

are shown in Figure 4.20a. Finally, an unpromoted sample was annealed in the dry case, but with N2 gas 

replacing the ammonia gas. XPS results of the comparative N2 gas case are shown in Figure 4.20b.

 

Figure 4.20 XPS of tube furnace annealed 40 wt% Ru/nGr + CsNO3 (Cs:Ru 0.5:1) (Thermo Scientific 

ESCALAB 250 Xi). a) Shows samples that were annealed with and without the addition of humidified 
Ar and with and without the CsNO3 promoter. b) shows a comparison of an as prepared unannealed 
sample with a sample annealed under N2 and a sample annealed under NH3. 
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 This comparative analysis illuminated several critical points. First, it does not appear that 

humidification in either the promoted or unpromoted case made any significant impact on bonded nitrogen, 

at least for the low humidity we achieved with this experiment. Second, the presence of the promoter did 

have a significant impact in this case as the absence of the promoter resulted in a large shoulder peak at 

400 eV. When testing with the unpromoted sample under nitrogen, we are able to achieve an isolation of 

the 400 eV peak (no metallic nitride peak formed). This suggests that the 400 eV peak is associated with 

adsorbed nitrogen. These analyses reveal two phenomena that are important for the consideration of 

ammonia catalysis in this system: 1) annealed Ru in the presence of ammonia forms a metallic nitride and 

2) the presence of a promoter facilitates the removal of adsorbed nitrogen (likely one of the mechanisms 

benefitting ammonia catalysis via making reaction sites available). The second point is particularly intriguing 

as Ru is thought to be slightly under-binding for nitrogen by Sabatier analysis. To determine if this formation 

of a Ru nitride was associated with the degradation noted earlier in the study, one of the CRLs that was 

“pre-nitrided” under wet ammonia for 20 hours was tested as a comparative CRL material (see Figure 4.21). 

This cell performed identically to a cell without a pre-nitrided cell suggesting that this formation of the RuN 

 

Figure 4.21  Polarization curves under the 0.4pNH3 ammonia condition of cells with CRLs composed of CsOH 
promoted 40 wt% Ru/nGr (Cs:Ru 0.5:1) that were incorporated a) as prepared or b) pre-nitrided for 20 hours 
under humidified ammonia at 250 °C. The scan rate used here was 10 mV/s. 
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is not the source of degradation. To establish a baseline of degradation hybrid-type ammonia 

decomposition cells, a longer-term study was carried out over a period of 48 hours. CsOH was used as the 

promoter in this case as it was noted that degradation (manifested in increasing cell potentials) tends to 

occur most rapidly in these cells. A hybrid cell using 65 mg of CsOH promoted 40 wt% Ru/nGr was used in 

tandem with the “standard anode” working and counter electrodes. The results of this degradation test are 

shown in Figure 4.22. The decrease in voltage appears constant over the measured 48 hours, increasing 

at a rate of approximately 0.2 mV/h when held under a constant current of ~75 mA/cm2 (equivalent to an 

initial 150 mV overpotential) (see Figure 4.22a). The difference in the initial and final polarization curves 

arises in a current density gap that increases up to an oxidizing potential at the working electrode of ~0.25 

V after which the gap remains constant (see Figure 4.22b). The increases in resistance appear to come 

from both ohmic and non-ohmic sources which both increase ~15% at OCV (see Figure 4.22c). All supports 

tested experienced similar degradation (Vulcan XC-72, nanographite, MWCNT). 

 

 

Figure 4.22 Electrochemical measurements of CsOH promoted 40 
wt% Ru/nGr over a 48h period under the 0.4 pNH3 condition. a) 
Constant current measurement at ~75 mA/cm2. b) Initial and final 
polarization curves with differences overlayed. Scan rates were 10 
mV/s. c) EIS measurements at OCV for the initial cell conditions and 
after the 48h of operation. Impedance measurement performed with a 
frequency range from 1 MHz to 0.1 Hz with a perturbation amplitude 
of 20 mV. Cell was subjected to hydrogen, dilute hydrogen, 0.4 atm 
pNH3 and 0.6 atm pNH3 before returning to the long term 0.4 atm pNH3 
condition. 

 

a) b) 

c) 
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 To further probe possible sources of degradation XRD analysis of the CRL powder (CsNO3 

promoted 40 wt% Ru/nGr Cs:Ru 0.5:1) was performed after short and long-term operation (see Figure 

4.23a). While there is a substantial crystallite size increase within the first 20 hours of operation (3.3(3) to 

8.8(8) nm), there was no further crystallite broadening after 1100 hours of operation (8.4(8) nm).  The 

possibility of Cs intercalation into the carbon support was also considered, but it was found that the lattice 

parameters for the graphite remained constant. XRD analysis was unable to suggest any mode of 

degradation. Findings suggested from the XRD analysis were confirmed with TEM analysis (see Figure 

4.23b). Indeed, there was significant particle coarsening after operation, but this was not further 

exasperated with extended operation. Neither did the dispersion appear to change from 20 to 1100 hours 

of operation. While the presence of Cs was able to be detected with EDS generally throughout the sample, 

its location and form were unable to be determined as an isolated portion of Cs material was not able to be 

found despite multiple extensive searches.  

 Further XRD analysis was able to be performed in the presence of ammonia using the in-situ 

capabilities in the J. B. Cohen facility. We were able to perform XRD on our CsNO3 promoted 40 wt% 

Ru/nGr Cs:Ru 0.5:1 sample as it was ramped to 250°C under ammonia (see Figure 4.24). Ramping to and 

from 250°C over a period of 80 minutes, the sample was held at 250°C for 80 minutes, and measurements 

were taken every 20 minutes. Full gas condition replication was not able to be achieved at this time, but it 

is expected that the capability should be available in the future. From these results, it is apparent that post-

           

Figure 4.23 a) XRD analysis of the CRL powder (CsNO3 promoted 40 wt% Ru/nGr Cs:Ru 0.5:1) performed after short 
and long-term operation (Rigaku Ultima IV). b) TEM analysis of the same CRL powder after zero hours of operation 
(left) and 1100 hours of operation (right) (JEOL ARM200CF).  

 

a) b) 
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operation effects manifest relatively 

quickly. Cesium nitrate peaks 

disappear by 200°C suggesting the 

phase is either completely converted 

to CsOH by this point or is in a liquid 

phase. Additionally, peak broadening 

appears to stop soon after reaching 

250°C suggesting the sintering 

process happens rapidly. After being 

held at 250°C for 40 minutes, the 

cesium bicarbonate phase forms with 

lower intensity. Upon cooling again, 

the cesium bicarbonate peaks begin 

to phase from prominence again. It is important here to note several distinctions of this measurement from 

actual operating conditions including lack of humidity, higher ammonia partial pressure, different level of 

gas access, and lack of current flowing through the conductive support. The first two conditions can likely 

be addressed with minimal alterations to the experimental setup while the second two challenges would be 

rather challenging to mitigate. 

 

Figure 4.24 In-situ XRD performed in the J. B. Cohen Facility at 
Northwestern University performed under ammonia flow for the 

CsNO3 promoted 40 wt% Ru/nGr Cs:Ru 0.5:1 sample. 
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 As noted in Appendix C.5, the as-prepared Ru catalyst likely has some degree of oxidation. To 

analyze if the initial oxidation effect of Ru has any impact on the performance of the ammonia decomposition 

cell, one such cell was constructed with the fully oxidized amorphous ruthenium catalyst described in 

Appendix C.5. The cell was constructed equivalently to the baseline CsNO3 promoted 40 wt% Ru/V Cs:Ru 

1:1 sample. Polarization results of this cell reveal that the performance starts poorly but improves over time 

 

 

Figure 4.25 a) (left) Constant current measurement in a cell prepared with a bilayer working electrode measured 
under the 0.4 pNH3 ammonia condition of 15.7 mA/cm2. The CRL is 58 mg of CsNO3 promoted 66wt% 
RuO2@Vulcan with a Cs:Ru mole ratio of 1:1. (right) Polarization curves of measurements taken at points in 
time order indicated in the constant current measurement taken at a scan rate of 10 mV/s. b) Diffraction pattern 
collected from as-synthesized 66 wt% RuO2@Vulcan, after promotion by CsNO3, using a Ru:Cs molar ratio of 
1:1; and post operation of the promoted material in ammonia electrochemical conversion. Exposure to humidified 
ammonia for 42 hours under constant current and at 250°C converts the amorphous RuOx to crystalline Ru with 
a crystallite size of ~ 8 nm (Rigaku Ultima IV). 
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and levels off after a period of 25 hours (see Figure 4.25a). XRD of the post-operation CRL reveals that the 

oxidized ruthenium was effectively reduced over the course of the operation (see Figure 4.25b). 

 As was mentioned in Section 4.3.1, there was consideration if the reaction residence time could be 

improved in our configuration. To investigate this, two thicknesses of CRL were tested (one with the original 

25 mg and the second with 70 mg) using the CsNO3 promoted 40 wt% Ru/nGr catalyst system. The results, 

shown in Figure 4.26, reveal that a thicker CRL layer does in-fact improve the rate of reaction at given 

overpotentials. While the increase is not proportional to the increase in catalyst material, the increase in 

activity in the 0.4 and 0.6 atm pNH3 conditions is proportional. This suggests that improvement was made 

by increasing the amount of time ammonia is in the reaction zone, and electrode design improving 

residence time could substantially improve activity. 

4.4 Summary  

 Overall, great promise has been shown for using SAECs in a hybrid construction to generate high-

purity hydrogen from ammonia at modest temperatures and overpotentials. These alleviate the challenges 

that previous methods utilizing ammonia as a hydrogen vector faced and offer new opportunities for 

developing a hydrogen infrastructure. Investigations into the catalyst series in the single anode layer cells 

reveal that intuitions from previous work in heterogeneous catalysis and theoretical surface science provide 

helpful insight into future catalyst design. Additionally, much was learned about the state of the catalyst 

  

Figure 4.26 a) Polarization curves of CsNO3 promoted 40 wt% Ru/nGr Cs:Ru 0.5:1 cells with two CRL 
thicknesses under the 0.4 pNH3 and 0.6 pNH3 conditions. b) Comparison between the cells at two 
overpotentials at the two gas conditions.  

 

a) b) 
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system under SAEC operating conditions such as the condition of the metal catalyst, the promoter, and the 

effects of supports. While many avenues of possible degradation were explored and eliminated as 

possibilities, the source of degradation in these cells remain an open mystery (though tests at SAFCell have 

demonstrated that degradation can be prevented if the TCL is external to the cell). Finally, cesium has been 

shown in a myriad of ways to be a useful element, from serving as the bedrock cation in our SAEC 

electrolytes, to an agent to bolster ammonia catalysis, to a means of removing catalyst poisons. 
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Chapter 5 The Economic Case for Solid-Acid Ammonia Synthesis 

Maddest of all is to see life is instead of how it should be. – Miguel De Cervantes  

 While we have demonstrated a technology that efficiently and effectively extracts hydrogen from 

ammonia, the other side of the coin remains to be addressed (i.e., efficiently and effectively putting 

hydrogen into an ammonia molecule). While in principle ammonia can be implemented as a sustainable 

solution for a hydrogen vector, the means to do so do not exist widely today. Over 96% of ammonia used 

today is produced through the Haber-Bosch process with fossil fuels (e.g., natural gas, oil, and coal) used 

as the hydrogen source125. In the best-case scenario, this process releases 1.9 tons of CO2 for every ton 

of ammonia produced. This being the case, ammonia in current use cases are responsible for ~1.2% of 

anthropogenic CO2 emissions and this number would only grow if ammonia was to be implemented as a 

hydrogen vector using currently implemented production methods126. 

 To utilize ammonia in a sustainable manner, solutions that obviate these emissions challenges are 

needed. Macfarlane et al. suggested a possible roadmap that could be utilized to effectively implement an 

ammonia-mediated energy economy in a sustainable way84. The first generation of technology Macfarlane 

et al. suggested was to simply pair carbon sequestration with existing production methods. While this is the 

simplest technologically, this strictly adds to the ammonia production cost and external mechanisms would 

need to be implemented to incentivize this production route. The second proposed generation mechanism 

would involve sourcing the hydrogen from water electrolysis and pairing this hydrogen with the standard 

Haber-Bosch process to produce ammonia84. There are mechanisms where this can be advantageous over 

current ammonia production methods126, but there are technological challenges that remain for this process 

to be competitive with existing ammonia production. The third generation of technology proposed involves 

directly reducing nitrogen in an electrochemical cell which bypasses the need for the high pressure and 

temperature Haber-Bosch process. This method in theory can be done the most efficiently and with the 

best utilization of intermittent energy sources but requires the most technological advancement to be 

realized84.   

 Here, we perform a technoeconomic analysis that demonstrates the feasibility of utilizing an SAEC 

for a third-generation ammonia synthesis technology. Based on the microkinetic reversibility of nitrogen 
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adsorption, progress made on the ammonia decomposition (though the optimal binding energy slightly 

different as noted in Chapter 4) should aid realization of this technology. The main unique challenge to 

overcome is the selectivity challenge (nitrogen reduction must be favored over hydrogen evolution). Several 

benefits of a SAEC system (e.g., the advantageous operating temperature and membrane able to withstand 

high pressures) make such a system attractive as a direct ammonia electrochemical synthesizer. The 

groundwork for an economic case allowing such an SAEC to acquire market adoption will help motivate the 

proof-of-concept of such a technology and provide an avenue for this technology to be adopted. 

 A wide breadth of sources was consulted to facilitate this feasibility analysis including market 

research reports and informational interviews. Findings from market research reports, which were mostly 

used to gauge addressable energy and ammonia markets, have been kept intentionally vague and 

anonymous based on the propriety of said reports. Interviews were conducted with individuals from a range 

of industries relevant to this technology including energy producers (e.g., solar, wind, and nuclear), energy 

utilities, ammonia producers, ammonia distributors, ammonia users (including farmers and farmer co-ops), 

relevant regulators, analysts, and policy specialists. The names of these sources are kept anonymous for 

privacy reasons. 

5.1 Market 

 Ammonia is a widely produced and used chemical with a global annual production of 175 million 

tons addressing a 70 billion USD market84. It is apparent that the highest consumption of ammonia comes 

from the fertilizer industry which is commonly cited to 

take up 80-90% of the market whereas the remainder 

is consumed by textiles, pharmaceuticals, 

refrigeration, explosives, and other industries. As the 

fertilizer market is by and large the most significant and 

easily accessible consumer of ammonia, this will be 

addressed as a target market. For a technology 

launched in the US, the North American market has a 

significant amount of demand. Commonly, ammonia is 

  

Figure 5.1 Spatial distribution of nitrogenous 
fertilizer use in the contiguous US.127  
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reacted with other compounds to form final products such as NH3 reacted with CO2 to form urea. Adding 

processes to form value-added products could be costly to launch new technologies, but fortunately in the 

US there is a large market for direct ammonia applied as fertilizer. Here it is noted that market research 

was performed using valid market research reports that were acquired for academic use by Northwestern 

University during the course of performing this technoeconomic analysis. These reports explicitly outline 

that the contents are not available for public distribution and therefore market claims here are made 

intentionally vague and do not point to a particular source. As can be seen from the work of Cao et al., the 

largest consumers of nitrogenous fertilizers lie in the central and midwestern regions of the US (see Figure 

5.1)127. They point out that the Midwest consumes a large fraction of nitrogenous fertilizer directly (~45%). 

This suggests the widest and most easily addressable ammonia market for such a technology would be in 

the central and midwestern US.  

 The demand side concern of an electrochemical ammonia production technology lies with energy 

producers for two reasons. On one hand, to generate ammonia generated by electrochemical sustainably, 

the energy input into the process must be produced in a GHG-free manner. On the other, the price of input 

electricity must be low as this will be the main driver of unit cost (as opposed to the cost of natural gas for 

ammonia produced by the Haber Bosh process in the US). As will be discussed in Section 5.4, it is 

challenging for the ammonia to be produced profitably unless a renewable energy producer is utilizing on-

site produced electricity (mitigating transmission costs of utilities). Thus, our target market for this 

technology will be clean energy producers located close to ammonia off takers, and it is important to discuss 

why clean energy producers would be interested in this technology.  
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 It is apparent that with increasing penetration of energy from renewable sources, the energy 

intermittency, owed to the variable nature of generation, increasingly becomes a challenge. Even with the 

lower penetration of renewables today there are significant portions of time when load generated on national 

grids are too high and power generation from renewable sources has to be cut-off in a practice known as 

‘curtailment’128. With increasing levels of renewable energy penetration in the grid, levels of energy 

curtailment will increase even with idealized levels of available transmission that are not yet realized (see 

Figure 5.2a)129. Aside from strict curtailment, merchant energy producers must also face a vast ranges of 

possible electricity prices in each time that can even go to negative levels (see Figure 5.2b)130. Utilities who 

sign power purchase agreements (PPAs) with renewable producers increasingly need to reckon with the 

hourly, daily, and seasonal mismatches between electricity demand and supply. This has led renewable 

energy producers to seek uses for low demand electricity and have sought energy storage as a possible 

solution. 

  

   

Figure 5.2 a) Models predicted percentages of energy generated from renewables that would need to be 
curtailed given different percentages of renewable energy generation under different generation mix scenarios 
for the Electric Reliability Council of Texas (ERCOT) grid using data from Denholm et al129. b) Electricity prices 
as a function of wind speed from a given grid node in the Midcontinent Independent System Operator (MISO) 
zone generated using the EPAT tool130. 

 

 

a) b) 
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 One thought to mitigate this pricing challenge is to store the electricity while demand is low and 

provide this electricity when the demand is high. By far, pumped hydro is the most common form of energy 

storage in the US (~95%) from its many benefits including cost, power rating, discharge time, efficiency, 

and lifetime131. As one might expect, this leads a large majority of the prevailing energy storage solutions 

to lie along large bodies of water (see Figure 5.3a). This tends to not align with geographical area where 

renewable energy is being generated, like wind energy (see Figure 5.3b)132. Other forms of energy storage 

(aside from similarly geographically limited compressed air storage) are  more costly, though prices have 

been coming down and alternative energy storage solutions are seeing more use cases that are 

profitable129. In certain cases, batteries make sense to implement for shorter day-long energy storage while 

reversible hydrogen fuel cells have been shown to be more effective for longer term and duration energy 

storage. Still, with ever depressing energy prices in an increasingly competitive landscape these might not 

be as cost effective in many scenarios. What we instead propose is that producers use cheap, excess 

electricity to turn air and water into the value-added product of ammonia for the purposes of fertilizer 

distribution. This would be of particular interest to wind developers that are located coincident with ammonia 

off takers that pay a premium for it as fertilizer. 

5.2 Logistics 

 If a SAEC device was able to generate ammonia cheaply and effectively, there still lies the 

challenges in storing and distributing the ammonia to the end consumers. Storage is particularly important 

because the procurement of ammonia as fertilizer is largely seasonal. Fortunately, ammonia is a relatively 

  

Figure 5.3 a) Map showing the distribution and scale of energy storage in the US. b) Map showing the distribution 
of wind power sources by capacity. Both sets of data provided by US Energy Information Administration in their 
Electric Generator Report132. 

 

a) b) 
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cheap chemical to store and move. We will investigate currently applied methods of storing and transporting 

ammonia so that these aspects can factored into our technoeconomic analysis. 

 Ammonia is typically stored in pressurized vessels for smaller use cases and in refrigerated vessels 

for the largest storage solutions. Ammonia a liquid at ambient temperature and has a pressure of about 9 

bar; in this state, ammonia has a high volumetric energy density (13.8 MJ/L). This being the case, ammonia 

pressure vessels commonly employ a working pressure of 17 bar to account for fluctuations in temperature 

and ensure ammonia is kept in the liquid state. This modest pressure allows for simple carbon steel to be 

employed as the tank construction material of choice. Using this method vessels comprised of one tonne 

of steel per about three tonnes of ammonia can be stored in such pressure vessels up to 270 tonnes133,134. 

 Large scale ammonia storage is typically carried out at atmospheric pressure through cooling of 

ammonia to the point at which it is liquid (-33°C). This system only requires an insulated tank combined 

with a refrigeration system and has a much lower strength requirement than the pressurized tank system. 

Since the only strength requirement is to withstand the static pressure of the fluid, the steel requirements 

of the cooled system are much less.  There is also the added benefit of the ammonia having a higher energy 

density in this cooled setting (~15.4 MJ/L). Overall, this system needs about 15x less steel than the 

pressurized system. The minimal vaporized ammonia can be recirculated into the system with 

recondensation and the overall storage process can be carried out with a reasonable energy efficiency 

even including the ammonia synthesis component (~94%). Using this method, up to 60,000 ton storage 

containers are made133,134. Currently, a majority of ammonia storage points across the US exist in the 

Midwest and a map of this can be found in the policy briefing “Ammonia: Zero-Carbon Fertiliser, Fuel and 

Energy Store” provided by the Royal Society135. 
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 Ammonia is shipped primarily in four ways: by truck, railcar, barge, and pipeline. The greatest 

amount of ammonia is shipped by pipeline at some point in distribution, followed by moderately less 

shipping with truck and railcar shipping, and even less shipping with marine vessels (including river barges). 

When normalizing by the distance traveled for each transportation mode, it is apparent that a large share 

of the ammonia carrying is performed by rail transportation and truck distance is relatively short, 

emphasizing that truck shipping is predominantly used for localized shipping (see Figure 5.4a). The bulk 

shipping methods tend to be implemented equally year-round, while truck transportation is largely carried 

out right before fertilizer is applied in the Spring and Fall (see Figure 5.4b)136. 

 Each transportation mode is used for different scales of transportation. Ammonia is transported by 

truck and rail as a pressurized liquid with about 27 ton and 78 ton tanks respectively. Barges are typically 

moving ammonia either in pressurized or refrigerated modes at a larger scale around 2,500 tons with 

oceangoing capable of moving up to 50,000 tons of low temperature stored ammonia. Of course, high 

volumes can be transported by pipeline economically as no movable tank is required133,134. The cost of 

ammonia shipping scales similarly with marine shipping being the cheapest followed by pipeline (aside from 

distances <250 km where pipeline shipping would be cheaper), then rail, and then truck135,137. 

5.3 Comparison to Hydrogen 

 Hydrogen has a considerably lower volumetric energy density than ammonia. At ambient 

temperatures, hydrogen is required to be pressurized at 300 bar to achieve an energy density of 3 MJ/L 

         

Figure 5.4 a) Ammonia transported on a mass basis and mass-distance normalized basis by transport mode. b) 
Fraction of ammonia transported by each transportation mode that is conducted in each season136. 

 

a) b) 
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which is less than a fourth of the energy density of ammonia under mild conditions coupled with the 

requirement of a much stronger tank. Alternatively, hydrogen can be cooled to a liquid state at -253°C at 

ambient pressure using a two-step cycle where first the hydrogen is cooled with liquid nitrogen and 

subsequently the hydrogen is allowed to expand138. Not only are the materials requirements significantly 

more challenging, but the efficiency is much less than for the ammonia case (~77% vs. 94% for ammonia) 

and the energy density in the liquid form is less than two-thirds that of ammonia133. This leads ammonia to 

have lower spatial footprint requirements in addition to less operational expenses. The material 

requirements leads to ammonia being ~6x cheaper for smaller scale storage applications in terms of capital 

expenses139. For large scale storage, it has been found that storing hydrogen in salt caverns can be done 

at costs comparable to that of ammonia storage though this method still falls short on different storage 

metrics relative to ammonia such as flexibility considering scale, location, and transportation from site135. 

 Hydrogen transportation by pipeline, ship, rail, and truck faces disadvantages comparatively to 

ammonia due to analogous limitations discussed for storage solutions. For the same energy density 

reasons hydrogen is more expensive to transport by ship, rail, and truck for both the pressurized hydrogen 

and liquid hydrogen cases. Hydrogen pipelines require judicious selections of steel as they are prone to 

embrittlement and face additional issues with corrosion and fatigue. The existing hydrogen pipeline 

infrastructure in the US is much more limited than what is available for ammonia, and is primarily located 

on the Gulf Coast140. Additionally, transporting hydrogen by pipeline takes three times the amount of energy 

to transport an equivalent amount of hydrogen in ammonia over a distance of 1,600 km while also being 

delivered with less energy efficiency (87% vs 93% (including NH3 synthesis)133. Relative shipping rates for 

hydrogen are much more expensive than for ammonia; shipping by truck is estimated to be about three 

times as expensive and shipping by rail is estimated to be about nine times more expensive on a $/ton-mile 

basis. Hydrogen is also more expensive to transport on a large scale; taking a 1400 km travel distance as 

an example, pipeline shipping is 1.5x more expensive in the hydrogen case and about eight times more 

expensive when comparing ship transport135. 

 Overall, considering market entry for a hydrogen generation technology relative to an ammonia 

generation technology, one should consider three things: the available market, available infrastructure, and 
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logistics. The hydrogen market has a comparable size to the ammonia market though more buyers are 

industrial and there is a higher degree of consolidation among existing providers. Existing hydrogen 

infrastructure is mostly located on the Gulf Coast directed to targeted consumers and there is also a lack 

of a distributed storage network. The transport and storage cost of hydrogen is both more capital intensive 

and more expensive than transporting ammonia from a unit cost prospective. Thus, in areas where more 

local and ready use of hydrogen is desired, direct hydrogen generation will be a more favorable technology. 

In cases of long-term storage and long distance, ammonia as a medium will likely be more economical. 

Furthermore, there could be a unique short term market opportunity for green ammonia generation whereas 

market entry is more challenging for hydrogen generation. 

5.4 Technoeconomic Analysis 

 A proposed SAEC system to synthesize ammonia from air and water would involve supplying 

steam as the hydrogen source to the anode and nitrogen to the cathode. The water oxidation on the anode 

would split water into oxygen (this gas would be vented) and protons to be shuttled to the cathode (Equation 

5.1).  

3

2
H2O → 

1

2
O2 + 3H+ + 3e-                 (5.1) 

                                 

The cathode would be involved in fulfilling the nitrogen reduction reaction (NRR) to react nitrogen with the 

shuttled protons to make ammonia (Equation 5.2).  

3e-
 + 3H+ + 

1

2
N2 → NH3              (5.2) 

This results in the net reaction shown in Equation 5.3. 

1

2
N2 + 

3

2
H2O → NH3 + 

1

2
O2                 (5.3) 
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The net proposed SAEC system is depicted in Figure 5.5. 

 The overall system would require several auxiliary components that would need to be separately 

considered. First, the supplied reactants would need to be purified. Water prices can vary by location and 

a moderate value of $5/kgal was assumed for this analysis. Here, we choose to implement a reverse 

osmosis water purification system. While most water purification plants consume electricity on the order of 

3.5-4.5 kWh/m3, we will assume a conservative value of 10 kWh/m3 for this process141. Air will be used as 

the nitrogen source, but oxygen must be removed from the air to avoid shuttling protons combining with the 

oxygen to form water. To do this, we implement an Air Separation Unit (ASU) which requires 0.21 kWh/kg 

of nitrogen142. This system would also require significant heating to maintain the system at 250°C, where 

most of the heat requirement would arise from raising water to this temperature. Additionally, a compressor 

would be required to provide pressurized gases to the cell. A flash tank would be required at the anode 

exhaust to separate the ammonia from the auxiliary gases. Finally, a storage system to collect ammonia 

from the flash tank should be implemented. The final electricity component to be considered on a unit cost 

basis would be for the electrical work by the SAEC which depends on its operational power consumption 

as well as its faradaic efficiency. We will set a target of 75% faradaic efficiency which is more conservative 

than the ARPA-e stated goal conversion of 90%143 and an operational voltage of 1.5 V. This voltage was 

chosen as it is in line with some literature values of reasonable operating voltage and much high voltages 

 

Figure 5.5 Schematic of ammonia synthesis SAEC. Water is fed to the cell anode. Upon applying a potential, 
oxygen, protons, and electrons are split. Protons and electrons recombine with nitrogen at the cathode to form 
ammonia. 
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tend to lead to a domination of HER144. For the SAEC electrical work, it is estimated that 5.7 MWh of 

electricity will be consumed per ton of ammonia generated, leading to an overall energy consumption of 8.3 

MWh per ton of ammonia produced. A workflow schematic of this process is depicted in Figure 5.6a and 

an energy consumption breakdown is shown in Figure 5.6b. An important note from this process high-purity 

oxygen from both the ASU and the SAEC will be produced as a byproduct, and this could be also possibly 

sold for local applications. One such possibility is for aeration of water in aquaculture as lack of oxygen 

availability limits productivity145. 

 The main capital costs for this operation lie in the SAEC system and the storage system. Typically, 

the capital costs of electrolysis systems scale with the nameplate power of the system with typical PEM 

electrolyzers costing around $300/kW146-148. Stack and associated power electronics dominate the capital 

costs making them not as sensitive to auxiliary components such as the reactant and product handling 

components (excluding storage)148-151. For our case, to account for having a newer system, possible 

shortfalls in power density, and potentially higher auxiliary capital costs we assume a capital cost of 

$1,000/kW. For smaller scale storage systems we assumed the use of 30,000 gallon underground 

pressurized tanks at a cost of $100,000139, whereas for the largest scale system we assumed as 

refrigerated ammonia storage facility capable of storing 60,000 tons of ammonia at a cost of 

$25,000,000137,152. Local anhydrous ammonia selling is mostly conducted during a small window in the 

spring (~2/3 of total sales) and a small window in the fall (~1/3 of total sales). For this reason, we estimate 

our storage capacity needs to be 60%, 65%, and 70% of total production for the 2.5, 25, and 100 MW 

systems, respectively. 

 

Figure 5.6 a) SAEC for ammonia synthesis workflow diagram for producing a ton of ammonia. b) energy 
consumption breakdown of ammonia synthesis SAEC. 

 

a) 

b) 
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 For our systems, we expect the operations and maintenance (O&M) costs to scale along with the 

capital costs. In our model, we assume O&M costs to be 3%, 2% and 1% of capital costs for 2.5 MW, 25 

MW, and 100 MW systems, respectively. Since we expect that our capital costs will tend to be relatively 

high compared to our operational expenses, we implement a licensing fee of 5% instead of a system cost 

markup for our pricing structure. The sum of all these costs can be added to determine unit costs and find 

the prices of electricity needed to make our system profitable (see Figure 5.7). Roughly speaking, we found 

that retailers in the Midwest would buy ammonia for around $400/ton of ammonia and local farmers would 

buy at around $500/ton of ammonia which implied that the SAEC system could operate profitably at 

electricity prices less than 3 ¢/kWh.  

 Because of these unit costs, we set a price threshold at 3 ¢/kWh. Given that our system would take 

on the order of an hour to ramp up, we considered targeting continuous demand windows in the time of day 

for this operation. Analyzing the locational marginal prices (LMPs) at various PJM and MISO (these are two 

relevant regional transmission organizations) nodes we determined that at a favorable node is a LMP less 

than 3 ¢/kWh for 85% of the time with a weighted electricity price of 1.6 ¢/kWh that could be obtained 

 

Figure 5.7 Unit economic price for SAEC ammonia production at different electricity prices. 
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through continuous operation. An example of time-of-day variance in electricity pricing is included in Figure 

5.8 to help envision how one might operate an SAEC in such a manner throughout the day153. It is noted 

here that to operate in this manner, the energy supplier must either be supplying electricity in a merchant 

manner where they choose to sell electricity at their own discretion, or they must have formulated a power 

purchasing agreement (PPA) in which they agree to only devote 15% of their capacity to delivering grid 

electricity with the remainder supplying for the SAEC system.  

  

 

 Given that the system price scales with peak power, this tends to favor systems with more 

continuous operation with higher capacity factors and longer periods of the day in which they operate. 

Lower capacity factors and periods of day use in solar power systems (10-30% capacity factors, ~20% in 

the Midwest154) make them more challenging to implement with the proposed SAEC system. Wind systems 

have the ability to operate for longer periods throughout the day and operate with much higher capacity 

factors (average in 40% with newer installing systems capable of surpassing 50%)128. This made wind seem 

like a promising candidate, which is why our smallest system considered corresponds with the power of an 

average wind turbine built today (~2.5 MW)128. For our analysis purposes we considered the 2.5 MW and 

25 MW systems to be supplied by wind systems with capacity factors of 47%. Nuclear power generation 

 

 

 

 

 

Figure 5.8 Settlement point prices for nodes 
across the ERCOT system by time of day in 
military time for January 2019153. 
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facilities have extremely high capacity factors with several facilities operating at around 95%, and close to 

around 100% when load factors do not have to be followed155. We consider the 100 MW system here to be 

powered by a nuclear site with a capacity factor of 99%. Another factor that would aid in the nuclear case 

is the possibility of heat recycling reducing the heat consumption needs, but this was not considered in our 

analysis. We assume that 3% of the operating time required will be lost due to maintenance on the SAEC 

giving lower net capacity factors. 

 One can estimate how much 

ammonia is consumed in a local area by 

determining the fraction of an area that is 

farmland of given crops and discovering the 

rate of ammonia applied per crop. Corn and 

wheat tend to be high consumers of 

nitrogen, demanding around 220 pounds 

applied per acre. This also can aid in 

determining how ammonia can be sold to a 

local market. In Figure 5.9, we show the cost 

of average local distribution to given farm 

area fractions at given production rates (see details in Appendix B.6). We determined that the two wind 

cases would be able to distribute locally, while the nuclear supplied case would require distribution through 

agricultural retailers. 

 By estimating for a 20-year system lifetime (5% depreciation) and a 25% corporate income tax rate, 

we project the annualized metrics summarized in Table 5.1. 

 

 

Figure 5.9 Cost of shipping by truck for a given fractional area 
of land for corn/wheat farms based on an annual ammonia 
production rate. 
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Table 5.1 Annualized Metrics for SAEC Cases Considered 

 

 These metrics show that increased scale will effectively drop the cost of ammonia. The wind 

powered systems would expect a return on investment between 11 and 12 years while the nuclear-powered 

system would expect a 6-year return on investment owing largely to decreased unit storage costs and a 

higher net capacity factor, despite requiring selling to whole sellers at a lower margin. Furthermore, a carbon 

tax would likely raise the price of ammonia due to the heavy correlation of ammonia prices with hydrocarbon 

prices. If fully translated, every $/ton of a CO2 tax would equate to a $1.80/ton cost increase for ammonia. 

This would greatly increase the efficacy of employed SAEC systems. 

Annualized Metrics 2.5 MW 25 MW 100 MW

Plant Size (ton) 1018 10184 85809

Capital Cost 1,800,092.25$    18,000,922.46$   72,003,689.85$ 

Storage (% of Annual Prod) 60% 65% 70%

Storage Capital Cost 814,753.29$       8,826,493.96$     25,000,000.00$ 

Total Capital Cost 2,614,845.53$    26,827,416.42$   97,003,689.85$ 

O&M (% Capital Cost) 3% 2% 1%

O&M Cost 78,445.37$         536,548.33$         750,036.90$       

Water Price ($/kg) 0.0013$               0.0013$                0.0013$               

Water Use (kg) 2,036,883            20,368,832           171,618,246       

Water Cost 2,647.95$           26,479.48$           223,103.72$       

Electricity Use (kWh) 8,492,391            84,923,912           715,529,133       

Namplate Power (kW) 2,500                   25,000                   100,000               

Capacity 39% 39% 82%

Equivalent Constant Electricity Use (kW) 969                       9,695                     81,681                 

Electricity Price ($/kWh) 0.016$                 0.016$                   0.016$                 

Electricity Cost ($) 135,878.26$       1,358,782.60$     11,448,466.13$ 

Ammonia Cost ($/ton) 213.04$               188.70$                144.76$               

Carbon Price ($/ton CO2) -$                     -$                       -$                     

Carbon Cost ($/ton NH3) -$                     -$                       -$                     

Ammonia Price (w/ carbon) ($/ton) 500.00$               500.00$                400.00$               

Annual Revenue ($) 509,220.81$       5,092,208.05$     34,323,649.16$ 

Licensing Fee (% Revenue) 5% 5% 5%

Licensing Cost ($) 25,461.04$         254,610.40$         1,716,182.46$    

Total Cost 242,432.61$       2,176,420.81$     14,137,789.20$ 

Annual Gross Margin ($) 266,788.19$       2,915,787.24$     20,185,859.96$ 

Depreciation ($) 90,004.61$         900,046.12$         3,600,184.49$    

Pre-Tax Profit ($) 176,783.58$       2,015,741.12$     16,585,675.47$ 

Taxes ($) 44,195.89$         503,935.28$         4,146,418.87$    

Earnings ($) 132,587.68$       1,511,805.84$     12,439,256.60$ 

Cash Flow ($) 222,592.30$       2,411,851.96$     16,039,441.09$ 
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5.5 Competitive Advantage 

 Compared to the conventional Haber-Bosch process, the SAEC process can be carried out with a 

lower unit cost ($325/ton at $5/MMBtu for Haber-Bosch ammonia). Haber-Bosch ammonia demands scale 

with costs almost tripling when lowered to a production rate of 3,400 tons per year143. If the proposed SAEC 

system can reach the proposed operating targets and operate over a reasonable lifetime, this system 

promises to be more efficient in addition to being more sustainable.  

 The most important difference between the two systems lies in the fact that the hydrogen source is 

from water rather than in a hydrocarbon. This has the added benefit of lower volatility and susceptibility to 

influence from foreign actors (given global markets). A second key benefit would lie in the fact that this 

could be accomplished with gentler environmental conditions with a lower operating temperature (250°C 

vs 400-500°C) and pressure (1-40 bar as vs 150-250 bar)143. In addition to lowering material requirements, 

the SAEC system also helps for faster on/off cycling (making this an advantage over water electrolysis and 

Haber-Bosch as well). This can be done with lower energy consumption as well with a projected 8.3 

MWh/ton compared to the 9-11 MWh/ton required for Haber-Bosch ammonia synthesis156. This energy 

consumption is also lower than the projected 9.5 MWh/ton for water electrolysis followed by Haber-

Bosch143. Lower achievable system sizes allow for smaller systems to be constructed to serve local markets 

which allow for both high profit margins and reduction of shipping needs. Directly producing ammonia 

removes the need for the temporary housing of hydrogen which is both expensive and hazardous in a 

unique way that other system components are not. SAECs are likely uniquely able to facilitate this reaction 

this efficiently as lower temperature systems will be much more sensitive to catalyst poisoning by ammonia 

in addition to suffering from sluggish kinetics. Higher temperature solid oxide-based systems would not be 

able to capitalize on the time of day shifts as easily due to slower on/off cycling. Additionally, higher 

temperature cells would be required to operate at higher pressures due to the shift in the ammonia chemical 

equilibrium. Finally, the higher temperature cells would require more expensive cell components to match 

the environmental conditions. 
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5.6 Summary 

 Here we have presented an economic case for a SAEC-based ammonia synthesis system that has 

the promise to be implemented more sustainably, more distributed, and more efficiently than existing 

methods. Using air and water, SAEC-based ammonia synthesis can enable green fertilizer production in 

the near future and green hydrogen capacity in the long term. A zero GHG emissions ammonia production 

method would represent a huge step in decarbonizing an otherwise challenging sector to make sustainable. 

This method would also complete the round-trip “ammonia as a hydrogen vector” cycle sustainably (as we 

have already demonstrated efficacy of generating hydrogen from ammonia). This SAEC-based system can 

produce ammonia in a more distributed and local manner in a stark contrast to the over billion-dollar plants 

producing ammonia today. Not only will this reduce transportation needs, but it will enable production 

projects in otherwise underserved areas and enable greater access to fertilizer. One can even envision 

farmer owned co-ops producing their own nitrogen fertilizer, much like the many that have bought their own 

ethanol, biodiesel, and wind energy projects157. Finally, this analysis shows that such a method could be 

implemented without making sacrifices in efficiency, without burdening agriculture and making food more 

expensive, and without radical technology changes to be implemented aside from the SAEC itself. This 

analysis will hopefully inspire the development of a proof-of-concept for such a technology and then perhaps 

propel us towards a sustainable future. 
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Appendix A Derivations 

A.1 Relation Between the Free Energy of a Reaction and the Nernst Potential 

 A change in the free energy of a system is a combination in the change in internal energy dU and 

a function of temperature and pressure: 

dG = dU -TdS – SdT + pdV + Vdp            (A.1-1) 

where T is the temperature, S is the entropy, p is the pressure, and V is the volume. The two ways energy 

can be transferred between a closed system is by heat Q and work W so that a change of internal energy 

is defined as: 

dU = dQ + dW             (A.1-2) 

 A system’s is usually inferred based on how heat transfer will cause the entropy of the system to 

change. At a constant pressure, the entropy will change as: 

dS = 
𝑑𝑄

𝑇
            (A.1-3) 

 We will for now consider work coming from mechanical and electrical sources. With this 

consideration and rearranging Equation A.1-3, Equation A.1-2 becomes: 

 dU = TdS – (pdV + d𝑊𝑒𝑙𝑒𝑐)           (A.1-4) 

which makes a change in free energy of: 

dG = -SdT + VdP - d𝑊𝑒𝑙𝑒𝑐         (A.1-5) 

At a constant temperature and pressure this expression reduces to: 

dG = - d𝑊𝑒𝑙𝑒𝑐              (A.1-6) 

 This means that the maximum electrical work that can be performed from a reaction carried out at 

a constant temperature and pressure is given by the negative of its free energy: 

−∆𝑔𝑟𝑥𝑛 =  𝑊𝑒𝑙𝑒𝑐      (A.1-7) 

 The potential of a system to do electrical work is measured by voltage. Electrical work is 

performed by moving an electrical charge Q through an electrical potential difference E: 

Welec = EQ              (A.1-8) 
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 In the case where this charge is being carried by electrons then the charge is equal to the moles of 

electrons n times the charge per mole of electron (i. e. Faraday’s constant F): 

Q = nF          (A.1-9) 

 By combining Equations (A.1-7), (A.1-8) and (A.1-9), it can be seen that: 

 ∆�̂�  =  −𝑛𝐹𝐸            (A.1-10) 

Which is equivalent to Equation 1.1. Thus, the reversible voltage for a given electrochemical reaction is 

determined by the Gibbs free energy of said reaction. 

A.2 Generalized Thermodynamic Electrochemical Potential 

 First, we want to know how the voltage derived in A.1-1 will change when the concentration of 

reaction components changes from the standard state. To do this, we must introduce the concept of a 

chemical potential which measures how the Gibbs free energy of system changes as the amount of a 

species in a system. Each species in a system is assigned a unique chemical potential: 

 𝜇𝑖
𝛼  =  (

𝛿𝐺

𝛿𝑛𝑖
)𝑇,𝑝,𝑛𝑗≠𝑖

     (A.2-1) 

where  𝜇𝑖
𝛼 is the chemical potential of species I in the α phase and (

𝛿𝐺

𝛿𝑛𝑖
)𝑇,𝑝,𝑛𝑗≠𝑖

 is the Gibbs free energy 

change for change in the quantity of species I with the temperature, pressure, and quantity of other species 

held constant. Then the chemical potential can be related to the concentration of the species through the 

activity a by: 

 𝜇𝑖  =  𝜇𝑖
0  +  𝑅𝑇 𝑙𝑛 𝑎𝑖     (A.2-2) 

where  𝜇𝑖
0 is the reference chemical potential of species i at standard-state conditions. The activity of a 

species determined by its chemical nature and we will discuss a few that are most prevalent here. For an 

ideal gas 𝑎𝑖 = 𝑝𝑖 / 𝑝0 where 𝑝𝑖 is the partial pressure of the gas and 𝑝0 is the standard-state pressure. In 

the case of a nonideal gas, a factor γ is multiplied to the partial pressure term where γ is a coefficient 

describing departure from ideality. For pure components such as a pure metal, water, or electrons in metal, 

𝑎𝑖 = 0. 
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 So now with A.2-1 and A.2-2 we can calculate changes in the Gibbs free energy for changes in 

concentration of chemical species i by: 

dG = ∑ (𝜇𝑖
0  +  𝑅𝑇 𝑙𝑛 𝑎𝑖)𝑑𝑛𝑖𝑖     (A.2-3) 

 To consider how this would influence a given reaction, consider the following arbitrary reaction: 

�̇�A + �̇�B ⇄ �̇�C + �̇�D             (A.2-4) 

Where the dotted lowercase coefficients show the number of moles of each species. This allows for to 

calculate the ∆�̂� on a molar basis from the various chemical species interacting: 

 ∆�̂� = ( �̇�𝜇𝐶
0 + �̇�𝜇𝐷

0 ) - ( �̇�𝜇𝐴
0 + �̇�𝜇𝐵

0) + RT𝑙𝑛
𝑎𝐶

 �̇�𝑎𝐷
�̇�

𝑎𝐴
 �̇�𝑏𝐵

�̇�
            (A.2-5) 

The first two terms here are equivalent to the standard-state molar free energy change of the reaction ∆�̂�0 

so A.2-5 can be reduced to: 

 ∆�̂� = ∆�̂�0 + RT𝑙𝑛
𝑎𝐶

 �̇�𝑎𝐷
�̇�

𝑎𝐴
 �̇�𝑏𝐵

�̇�
               (A.2-6) 

Then using A.1-10 this can be put in terms of a reversible voltage: 

 E =  E0 + RT𝑙𝑛
𝑎𝐶

 �̇�𝑎𝐷
�̇�

𝑎𝐴
 �̇�𝑏𝐵

�̇�
              (A.2-7) 

Which can be generalized for any arbitrary reaction to the form known as the Nernst Equation: 

 𝐸 =  𝐸0 −
𝑅𝑇 

𝑛𝐹
𝑙𝑛

∏ 𝑎𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

𝜈𝑖

∏ 𝑎𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠
𝜈𝑖

    (A.2-8) 

 This form accounts for pressure effects but does not fully account for how the reversible voltage 

changes with temperature. A.2-8 is modified when moving to a temperature T ≠ T0 as: 

𝐸 =  𝐸𝑇 −
𝑅𝑇 

𝑛𝐹
𝑙𝑛

∏ 𝑎𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

𝜈𝑖

∏ 𝑎𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠
𝜈𝑖

    (A.2-9) 

Where ET is how the voltage changes with temperature. To understand how this changes briefly consider 

the differential expression for the Gibbs free energy: 

 dG = -SdT + Vdt         (A.2-10) 

from which we can see that: 
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(
𝑑(∆𝑔)

𝑑𝑇
)𝑃 = −∆�̂�       (A.2-11) 

Then combining A.2-11 with A.1-10 we have: 

(
𝑑𝐸

𝑑𝑇
)𝑃 = 

∆�̂�

𝑛𝐹
        (A.2-12) 

So at a given temperature T under constant temperature, we have a new reversible voltage: 

ET = E0 + 
∆�̂�

𝑛𝐹
(T-T0)              (A.2-13) 

Thus, by combining A.2-9 and A.2-13, we have the full expression that can describes how the reversible 

cell voltage varies with pressure, activity, and temperature as:  

𝐸 =  𝐸0 + ∆
�̂�𝑟𝑥𝑛

0

𝑛𝐹
(𝑇 − 𝑇0) −

𝑅𝑇 

𝑛𝐹
𝑙𝑛

∏ 𝑎𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

𝜈𝑖

∏ 𝑎𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠
𝜈𝑖

   (A.2-14) 

A.3 Overall Rate of Adsorption Reaction 

 Consider the adsorption reaction: 

 𝐴 +  𝑆  
𝑘1
→  𝐴𝑆 

𝑘2
→  𝐵 +  𝑆         (A.3-1) 

Given the relation with the Michaelis-Menten model10 we have the overall are of the reaction as the product 

of the rate of conversion plus desorption times the number of molecules in state AS: 

 
𝑟

𝐴𝑠
 =  𝑘2𝜃 =  

𝑘2𝑘1𝑝

1+𝑘1𝑝
     (A.3-2) 

We show the Arrhenius dependence of k2 with the activation energy for the conversion of A to B and with 

the desorption of B using a constant c1: 

 k2 = 𝑐1𝑒
−𝐸𝑎
𝑘𝑇            (A.3-3) 

If the Brønsted relation applies, then the activation energy becomes: 

 Ea = aΔG2 + b              (A.3-4) 

where a and b are positive constants. Since the total free energy difference for the conversion from A to B 

is independent of the catalyst the sum of the free energies of the steps to and from the catalyst equal the 

free energy of the net reaction. This makes A.3-4 expressed in terms of the binding free energy as: 

Ea = a(ΔG – ΔG1) + b = constant - aΔG1               (A.3-5) 
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Which in turn makes A.3-3 into: 

k2 = 𝑐2𝑒
𝑎𝛥𝐺1

𝑘𝑇  = 𝑐2K-a     (A.3-6) 

where 𝑐2  =  𝑐1𝑒
−𝑎∆𝐺−𝑏

𝑘𝑇  is a constant that is independent of the binding rate constant. Combining A.30 with 

A.2-10 gives the overall rate of: 

 
𝑟

𝐴𝑠
 =  𝑘2𝜃 =  

𝑐2𝑘1
1−𝑎𝑝

1+𝑘1𝑝
     (A.3-7) 

 

Appendix B Calculations 

B.1 Theoretical Maximum Catalyst Surface Area for a Given Support 

 For a case example we will suppose hemispherical Ru particles are deposited onto an infinite 

support plane in a hexagonal close-packed manner. Appendix Figure B.1-1 depicts this model configuration 

for clarity. 

  In this case, the particle-support contact area Ac is defined by the radius r of the particle and is the 

area of a circle. These hemispheres are assumed to be half spheres so the radius for the circle cross-

section is the same as the radius for the particle. Since this is hexagonally close-packed, the 2-D packed 

fraction is ~0.91. So this implies that the effective area taken by a particle Aec is 
1

0.91
𝜋𝑟2. For half-sphere the 

surface area of a particle S𝐴𝑝 is 2𝜋𝑟2 and the volume 𝑉𝑝 is 
2

3
𝜋𝑟3. This makes the mass per particle 𝑀𝑝 = 𝑉𝑝𝜌 

where 𝜌 is the catalyst bulk density. If the surface area of the support is SAs then the max total particles 

that can be loaded on that surface 𝑁𝑝 =
𝑆𝐴𝑠

 𝐴𝑒𝑐
.  

   

Appendix Figure B.1-1 a) Shows top-down view of hexagonal close-packed particles deposited onto infinite 
support plane. One hexagonal unit is depicted, but this unit is repeated across the whole support plane. b) 
Depicts the same situation as a), but from an in-plane view to highlight the hemispherical structure of model 
particles. 

 

a) b) 
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 Typical support surface areas are normalized by weight of the support 𝑆𝐴𝑠, 𝑛 (m2/g). We can 

similarly normalize the max particle number  𝑁𝑝, 𝑛 = 
𝑆𝐴𝑠, 𝑛

𝐴𝑒𝑐
 and the max particle loading (weight of catalyst 

per weight of support) as 𝑀𝑝, 𝑛 = 𝑀𝑝𝑁𝑝, 𝑛. This allows us to obtain a few quantities of interest. Then we can 

for one obtain the normalized catalyst surface area, 𝑆𝐴𝑐, 𝑛 (m2/gc) = S𝐴𝑝/ 𝑀𝑝. We can also get the normalized 

max catalyst surface area (
𝑆𝐴𝐶

𝑔𝑆
):  𝑀𝑆𝐴𝐶, 𝑛 = 𝑆𝐴𝑝𝑁𝑝, 𝑛. Then finally we can get the max weight fraction of a 

catalyst for a support: 
𝐶𝑎𝑡𝑎𝑙𝑦𝑠𝑡

𝑆𝑢𝑝𝑝𝑜𝑟𝑡
 = 

𝑀𝑝, 𝑛

𝑀𝑝, 𝑛+1
. Using this value we can obtain some quantities of interest.  

 One quantity that should be pretty intuitive is that the surface area of the catalyst normalized is 

larger for smaller particles (due to the surface area to volume ratio). This can be readily seen in Appendix 

Figure B.1-2a that the SAc,n is proportional to 1/r. Each individual particle increases its surface area exposed 

as the particle size is increased, but at a penalty to the support area consumed by a particle which leads to 

a decrease in the amount of particle per a given amount of support as can be seen in Appendix Figure 

B.1-2b. 

  

Appendix Figure B.1-2 Particle size and surface area relations. a) shows the relationship between particle size and 
the amount of surface area per weight of catalyst. b) shows that area per particle increases with size, but at the cost 
of taking up more of the support and the max number of particle loading of the support decreases accordingly. 

 These combined together allow us to take a holistic view of catalyst loading by particle size. This 

view is depicted in Appendix Figure B.1-3a, which lets us draw a few conclusions. As might be expected 

higher surface area supports allow for higher weight fractions of catalysts to be loaded. Similarly, larger 

particle sizes allow for higher weight loadings onto supports. This leads to the interesting case shown in 
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Appendix Figure B.1-3b that if you fully load the catalyst onto a support, you will obtain the same exact 

surface area whatever the particles size is. This happens because larger particles area able to have higher 

equivalent weight loadings onto supports. So if fully loaded, then there isn’t a difference what the particles 

size is for effective catalyst surface area, you can just obtain full loading with less catalyst for the smaller 

particles.  

 

Appendix Figure B.1-3 a) Total possible weight fraction of catalyst loading for Ru on a support by catalyst particle size 
(in diameter) and by the support surface area. b) the max catalyst surface area per amount of a support achievable 
with different catalyst particle sizes and support surface areas. 

 Of note here looking at Appendix Figure B.1-3a is that it is reasonable to assume that 60 wt% Ru/C 

is nearing maximum loading capacity given that the particle size is ~4 nm and that the estimated support 

area is around 200 m2/g. Larger particles would of course imply a higher required loading and similarly 

higher support surface areas would lead to higher required loadings. 
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B.2 Effect of Porosity and Tortuosity on Diffusivity 

 Increased porosity and decreased tortuous paths 

improve electrode reaction kinetics by increasing diffusivity of 

reactants by:  

 𝐷𝑒𝑓𝑓 = D휀𝜏   (B.2-1) 

Where D is the diffusivity, 𝐷𝑒𝑓𝑓 is the effective diffusivity, ε is the 

porosity (i.e., the ratio of pore volume to total volume), and τ is 

the tortuosity (i.e., more mazelike means more tortuous) ranging 

from 1.5 to 10. This relationship can be seen in Appendix Figure 

B.2-1. 

B.3 Thermodynamic Potential for Ammonia Decomposition System 

 In our system, hydrogen is supplied to the 

counter electrode and a mixture of ammonia and 

nitrogen are supplied to the working electrode. Based 

on Equation 1.2. we can see how in this scenario the 

Nernst potential would vary as a function of pH2 and a 

balance between pNH3 and pN2 at 250°C (see 

Appendix Figure B.3-1). As one might expect, the 

potential becomes more favorable as the ammonia 

concentration increases and the hydrogen partial 

pressure decreases (negative Nernst potential here 

suggests a spontaneous reaction). 

 For our situation we are considering the net reaction of ammonia decomposition to be: 

𝑁𝐻3 →
3

2
𝐻2 +  

1

2
𝑁2     (B.3-1) 

where the oxidizing half-reaction at the anode is: 

𝑁𝐻3 →
1

2
𝑁2 + 3𝐻+ + 3𝑒−       (B.3-2) 

 

Appendix Figure B.2-1 Effect of porosity 
and tortuosity on effective diffusivity. 

 

 

Appendix Figure B.3-1 Nernst potential as a 
function of gas partial pressures at 250 °C 
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and the reducing half-reaction at the cathode is: 

3𝐻+ + 3𝑒− →  
3

2
𝐻2               (B.3-3) 

 From NIST thermodynamic data85, the free energy of the reaction at 523K is -7321 J/mol. By 

Equation 1.1 this gives a Nernst potential of: 

𝐸0,523𝐾 = 
𝛥𝐺𝑟𝑥𝑛,523𝐾

𝑛𝐹
 = 

−7321 𝐽/𝑚𝑜𝑙

3(
96485𝐶

𝑚𝑜𝑙
)

 = -25.3 mV   (B.3-4) 

 

 We can the account for the reactant and product activities by incorporating our process conditions 

into Equation 1.2: 

 𝐸523𝐾 =  𝐸0,523𝐾 + 
𝑅𝑇

𝑛𝐹
𝑙𝑛 (

𝑝𝐻2

  
3
2(𝐶𝑎𝑡ℎ𝑜𝑑𝑒)𝑝𝑁2

  
1
2(𝐴𝑛𝑜𝑑𝑒)

𝑝𝑁𝐻3(𝐴𝑛𝑜𝑑𝑒)
) = −25.3 𝑚𝑉 + 

8.31
𝐽

𝑚𝑜𝑙 𝐾
 523𝐾

3 (96485
𝐶

𝑚𝑜𝑙
)

𝑙𝑛(
0.62

 
3
2 0.22

 
1
2

0.4
) = -33.7 

mV(B.3-5) 

 This, however, does not account for the impact on system pressure (since more moles of gas are 

generated than are input). From this reaction we can determine the equilibrium constant: 

 𝐾 =  𝑒
−𝛥𝐺𝑟𝑥𝑛,523𝐾

𝑅𝑇  = 𝑒

−7321 
𝐽

𝑚𝑜𝑙

8.314
𝐽

𝑚𝑜𝑙 𝐾
 (523𝐾) = 5.386      (B.3-6) 

 Using this equilibrium constant, we can see the impact on standard condition pressures: 

 𝐾 =  
𝑝𝐻2

  
3
2𝑝𝑁2

  
1
2

𝑝𝑁𝐻3
 ⟹ 𝑝𝐻2

  (𝐴𝑛𝑜𝑑𝑒) =  (
𝐾𝑝𝑁𝐻3

𝑁2

   
1
2

)

2

3

=  (
5.386(0.4)

0.216
1
2

)

2

3

= 2.76 atm   (B.3-7) 

would already be on top of the water partial pressure not reacting applied to the counter electrode. Since 

we are operating in a free-flowing reactor, we do not expect a pressure to be able to build up and the 

reaction should be constrained to 1 atm of pressure.  

 From the stoichiometry of the reaction, if we have x moles of ammonia decomposing, then we 

have 1 − x moles of NH3, 
3

2
x moles of H2, and 

1

2
x moles of N2. This makes the total number of moles in 

the system to be: 

 𝑛𝑇 = 1 − 𝑥 +
3

2
𝑥 +

1

2
𝑥 = 1 + 𝑥        (B.3-8) 
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 The partial pressure pi of any component i in the system is equal to its mol fraction times the total 

system pressure P: 

 𝑝𝑖 =
𝑛𝑖

𝑛𝑇
𝑃          (B.3-9) 

This makes the partial pressures of each component of the reaction as: 

 𝑝𝑁𝐻3 =
(1−𝑥)𝑃

(1+𝑥)
           (B.3-10) 

𝑝𝐻2 =
3

2
𝑥𝑃

(1+𝑥)
        (B.3-11) 

𝑝𝑁2 =
3

2
𝑥𝑃

(1+𝑥)
        (B.3-12) 

 With these expressions, we can define K as: 

𝐾 =  
𝑝𝐻2

  
3
2𝑝𝑁2

  
1
2

𝑝𝑁𝐻3
 = 

(

3
2𝑥𝑃

(1+𝑥)
)

3
2(

3
2𝑥𝑃

(1+𝑥)
)

1
2

(1−𝑥)𝑃

(1+𝑥)

          (B.3-13) 

 Since we already know K from B.3-6, we can solve for x numerically by finding what value of x 

makes the difference of K from B.3-13 and the K from B.3-6 zero. This is done in Appendix Figure B.3-2 

which shows that x=0.9. This 90% conversion then gives a hydrogen partial pressure of: 

 𝑝𝐻2
  (𝐴𝑛𝑜𝑑𝑒) = 𝑝𝑁𝐻3 ∗ %𝑁𝐻3 𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑒𝑑 ∗ 𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑒𝑑 (𝑃 = 1𝑎𝑡𝑚) = 0.4*0.9*0.75 = 0.27 atm    (B.3-14) 

This then gives an OCV based on the hydrogen concentration potential of: 

 𝐸523𝐾 =  
−𝑅𝑇

𝑛𝐹
𝑙𝑛 (

𝑝𝐻2(𝐴𝑛𝑜𝑑𝑒)

𝑝𝐻2(𝐶𝑎𝑡ℎ𝑜𝑑𝑒)
) = 

8.31
𝐽

𝑚𝑜𝑙 𝐾
 523𝐾

3 (96485
𝐶

𝑚𝑜𝑙
)

𝑙𝑛(
0.27

0.62
) = 18.7 mV            (B.3-15) 

 

Appendix Figure B.3-2 K difference as a function of x 
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B.4 Efficiency calculation for ammonia decomposition for SAEC 

 The calculation is performed assuming the output to be the work available from the generated 

hydrogen, and the input to be the work available from the consumed (not supplied) ammonia as well as the 

heat required to raise the temperature of the consumed ammonia to the operating temperature and to drive 

the reaction. For the energy content of the fuels, the lower heating values are used. No recovery of heat 

from the generated H2 and N2 is presumed. Similarly, the energy cost of heating steam and excess (non-

reacted) ammonia is not considered. Thus, for the reaction in Equation B.3-1, the efficiency is: 

        (B.4-1) 

where F is Faraday’s constant. Because overpotential losses increase monotonically with increasing 

voltage (V) and no penalty is assigned for the need to recycle un-utilized NH3, the efficiency monotonically 

decreases in this calculation with increasing voltage (or equivalently, current density). 

B.5 Ammonia Detection in Cathode Exhaust 

 Since all gas exhaust was flown through a water trap after the cell, any gas passing through the 

cathode would be bubbled through the water trap at the cathode exhaust. Ammonia gas when bubbled 

through water easily forms ammonium hydroxide, so this water trap would be an effective way to tell if any 

ammonia gas was passing through the cathode gas stream (where the hydrogen is produced in the 

ammonia decomposition cell). This amount of ammonia in the water trap would only increase with time, so 

longer time scales allow for a greater detection capability. Greater concentrations of ammonia make the 

water in the trap raise in pH, so a pH strip could be used to detect the presence of ammonia. The pH strip 

makes a difference between 7 and 8 clearly visible, so a pH of 8 will be our detection threshold. The water 

at the exhaust was always measured before disposal to ensure ammonia was disposed of improperly. The 

longest period that was measured with ammonia on stream was a period of 48 hours, so this was used for 

this measurement. 

 Ammonia in contact with water will take protons from water to yield ammonium and hydroxide ions: 
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 𝑁𝐻3  +  𝐻2𝑂 ⇌  𝑁𝐻4
+  +  𝑂𝐻−           (B.5-1) 

The equilibrium constant Kb for this reaction is: 

 𝐾𝑏  =  
[𝑁𝐻4

+][𝑂𝐻−]

[𝑁𝐻3]
 =  1.76𝐸 − 5            (B.5-2) 

 For the pH of a solution with ammonia to have a value of 8, this would imply that the concentration 

of ammonium and hydroxide ions would be 1E-6. This means that the ammonia concentration equal to 

5.68E-8. In a 5 mL water trap, this would be 2.84E-7 mL or 2.5E-7 g of ammonia. This would translate to 

2.5E-7 g = 3.6E-4 cc of ammonia at 25°C. Since this was performed over a period of 48 hours (or 2880 

minutes), this means the flow rate would be 1.25E-7 cc/min. Given that the exhaust flow rate is 50 sccm, 

this would translate to being able to detect 1.25E-7/50 = 2.5E-9 or 2.5 ppb in the gas stream. 

B.6 Cost of Ammonia Transport by Truck in a Given Area by Production Volume 

 To determine the cost of local ammonia distance by truck, one must know the rate for shipping (Sr) 

a given weight of ammonia (w in tons) a given distance (r in miles). Consulting industry experts, we 

determined this to be a rate of $5 per mile on a truck carrying 21 tons of ammonia. This makes: 

Sr = $5*r*w                  (B.6-1) 

One must also consider the amount of ammonia needed for a given area of land. We consider here wheat 

and corn crops which demand a relatively high amount of nitrogen fertilizer on the order of 220 lb per acre 

or 70.4 tons per square mile. Also, we must consider that a given area to serve has some fraction that is 

farmland which we will deem as f.  

 For this model we will consider shipping ammonia from a central point to every point within a radius 

of a circle R with evenly distributed farmland populated at a fraction f. The cost at a given distance is: 

C(r) =  ∫ ∫ 𝑟𝑑𝑟𝑑𝜃𝑆𝑟
𝑟

0

2𝜋

0
 = 

10𝑤𝜋𝑟3

63
     (B.6-2) 

 The radius per ton of ammonia is: 

R = √
70.4𝑤

𝑓𝜋
      (B.6-3) 

Where A is the area of the circle with radius R, one can calculate the average cost per ton from shipping 

SA by plugging B.6-3 into B.6-2: 
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SA = C(R)/A      (B.6-4) 

Appendix C Auxiliary Experiments 

C.1 Ceiling for Metal Loading on CNT 

 Ruthenium on multi-walled CNTs (NanoLab, >95% purity) with ~30 nm diameter was prepared 

using the ethylene glycol reduction method. The loading was determined in the TGA heating a sample of 

the catalyst material up to 800°C under air to combust the MWCNTs, switched to Ar to purge air from the 

TGA, and then reduced under 3% H2. The remaining weight with the residual iron catalyst weight subtracted 

was used to determine the loadings displayed here. 

 Samples were electrochemically analyzed under a mixture of humidified nitrogen and dry ammonia 

at the working electrode (0.4 pNH3, 0.3 8pH2O, bal. N2) and humidified H2 at the counter electrode (0.38 

pH2O) with a total gas flow rate of 50 sccm to each side. EIS was performed at OCV with a 20 mV amplitude 

from a range of 1 MHz to 0.1 Hz. Results shown in Appendix Figure C.1-1. 

 

 

 

 

 

 

 

 

 

C.2 BET Method Analysis for Supports Implemented 

 The BET method was applied to get the surface area and structural characteristics of Vulcan XC-

72 and Nanographite employed for the experiments herein. Measurements were carried out using a 3Flex 

instrument from Micrometrics with N2 as the physisorption gas. A table of the results is shown in Appendix 

Table C.2-1 and relative pressure plots (Appendix Figure C.2-1) and incremental pore volume plots 

(Appendix Figure C.2-2) are shown subsequently. Briefly, both have high surface areas with nanographite 

having the highest surface area. Both have similar total pore volumes, but the Vulcan XC-72 has a peak in 

 

Appendix Figure C.1-1 Nonohmic 
resistance under ammonia for various 
Ru/MWCNT samples synthesized by the 
ethylene glycol method. Working 
electrode mixed with C:CDP ratio of 1:3 
with a total mass of 50 mg in the 
electrode. 
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its pore distribution are the 10 nm length scale whereas the nanographite has a peak around the 100 nm 

length scale. 

Appendix Table C.2-1 BET Analysis of Supports 

Support Surface Area (m2/g) 
Total Volume in 

Pores <= 1,720.79 
Å (cm3/g) 

Area in Pores > 
1,720.79 Å (m2/g) 

Total Area in Pores 
>= 3.93 Å (m2/g) 

Vulcan XC-72 223.3 ± 0.3 0.22 63.7 186.6 

Nanographite 256.8 ± 0.3 0.22 48.2 219.9 
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C.3 Pt/V Selective Chemisorption Experiment 

 Pt/Vulcan samples were tested in our AMI200 instrument equipped with a thermal conductivity 

detector (TCD). 30 mg of the sample was used for this experiment. In this experiment, the sample was 

heated to 350°C with a rate of 10°C/min and held isothermal for 1 hour in 10% H2 in balance N2 (certified 

analytical grade) flowing at 30 ml/min. Then, the sample was cooled to 40°C in pure He (UHP grade). 

Subsequently, 25 pulses of 5% CO in balance He (certified analytical grade) was dosed into the sample by 

using pure He (UHP grade) flowing at 30 ml/min (Pulse Chemisorption). Each pulse was monitored by using 

the TCD. The sample was purged with pure He at 40°C for an additional 30 minutes before the reactor bed 

temperature was ramped to 400°C with a rate of 10°C/min and held at 400°C for 30 minutes (TPD). This 

step was also monitored with the TCD. Finally, the sample was cooled to 40°C in flowing He. The 

chemisorption TPD, and cooldown was a cycle which was repeated four times. For the last cycle, in step 

4), final temperature was set to 550°C instead. The pulsed chemisorption experiments are shown in 

   

Appendix Figure C.2-1 BET method measurements for a) Vulcan XC-72 and b) nanographite. The maroon-
colored line shows the absorption portion of the measurement while the teal-colored line shows the desorption 
portion. 

 

 

a) b) 

   

Appendix Figure C.2-2 Incremental pore volume plots for for a) Vulcan XC-72 and b) nanographite.  

 

a) b)  
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Appendix Figure C.3-1, the TPD experiments are inconclusive to low signal likely due to low sampling so 

are not shown here, and the results are tabulated in Appendix Table C.3-1 along with some calculation 

notes. 

 

Appendix Table C.3-1 Pt/V Chemisorption Calculation Details 

Cycle 1st 2nd 3rd 4th 

moles CO adsorbed 0.64E-6 0.44E-6 0.41E-6 0.40E-6 

A moles Pt surface 0.64E-6 0.44E-6 0.41E-6 0.40E-6 

# of Pt atoms (Pulse) 3.87E+17 2.67E+17 2.46E+17 2.39E+17 

Pt surface area (nm2) 3.00E+16 2.07E+16 1.91E+16 1.85E+16 

Pt surface area  (m2/g total) 1.00E+00 6.91E-01 6.36E-01 6.18E-01 

# of Pt atoms (Loading) 1.85E+19 1.85E+19 1.85E+19 1.85E+19 

Volume (nm3) 2.63E+17 2.63E+17 2.63E+17 2.63E+17 

B Particle size (nm) 26.3 38.1 41.4 42.6 

C Adjusted size (nm) 13.1 19.0 20.7 21.3 

 

A assuming a CO to Pt ratio of 1 (Pt typically doesn’t deviate from this). 

B  a spherical model with planar and bulk packing densities of 12.9 per nm2 and 70.3 per nm3 are used based on a FCC 
unit cell along (111), (100) and (110) planes averaged and Pt atomic radius of 0.136 nm. Individual surface packing 
densities are 15.6, 13.5 and 9.6 per nm2 along the (111), (100) and (110) planes, respectively. 

C further assuming particles are half-embedded in the (Vulcan) substrate.    

 

  

 

 

 

 

Appendix Figure C.3-1 Results of selective 
chemisorption experiment for 74 wt% Pt/V showing 
CO uptake by differential TCD signal. 
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C.4 Ru Ambient Condition Degradation 

 60 wt% Ru/V was synthesized using the NaBH4 reduction method and three cells were fabricated 

with standard anode half-cells. On-top of these cells were placed electrodes containing 50 mg of 60 wt% 

Ru/V mixed with CDP in a C:CDP ratio of 1:9. These cells were left in an ambient condition desiccator for 

0, 2, and 5 days after fabrication. Longer wait times correlated with increased resistance for HOR for both 

the hydrogen and dilute hydrogen conditions. Data for this is shown in Appendix Figure C.4-1. 

C.5 Probing the Oxidation State of In-house synthesized Ru 

 60-62 wt% Ru/C routinely investigated by XRD 

would reveal ~4 nm Ru (HCP) without any suggestion of 

another present crystalline phase (For example, see 

Appendix Figure C.5-1). Investigation by TEM was able to 

confirm that the crystallite size implied by XRD analysis 

also corresponds to the nanoparticle diameter (see 

Appendix Figure C.5-2). Using an aberration-corrected 

TEM and analyzing the surface of Ru/nGr particles 

showed perfectly crystalline surfaces and similarly TEM 
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Appendix Figure C.4-1 Polarization curves of HOR for 60 wt% Ru/V after cell waiting for a variable amount of 
days under ambient condition under a) the hydrogen condition and b) the dilute hydrogen condition. Scan rates for 
polarization measurements here were 10 mV/s. 
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Appendix Figure C.5-1 XRD of 62 wt% 
Ru/fCNT (COOH) showing single phase HCP 
Ru with a 4 nm crystallite size. 

 

a) b) 
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diffraction revealed the single present Ru (FCC) phase without a presence of a so-called “amorphous halo” 

(see Appendix Figure C.5-3).  

  

 

 Additionally, bare Ru was synthesized without a carbon support. This was analyzed via TGA 

analysis (Netzsch STA 443). The idea for this experiment would be to get a very accurate initial weight and 

then purposefully oxidize the Ru by heating in air. This should go up to a certain level depending on the 

phase formed (presumably RuO2). Subsequently, the Ru could then be reduced under H2 again. If the 

sample had no oxide on the surface, then presumably this would return exactly to the original measured 

mass. This effect would be expected to be pronounced as the particle size is still very small (~4 nm in the 

unsupported case). Results for this experiment are shown in Appendix Figure C.5-4. The mass not 

  

Appendix Figure 
C.5-2  a) TEM of 62 
wt% Ru/fCNT by a 
Hitachi HD2300. b) 
Particle size distribution 
showing a normal 
distribution box -and-
whiskers plot showing 
the inner quartile range 
and the mean. Sample 
size was 66 particles, 
and the standard 
deviation was 1.1 nm. 

 

   

Appendix Figure C.5-3 a) TEM image of 40%Ru/nGr + CsNO3 (Cs:Ru 0.5:1) after 1100h of operation provided 
by SAFCell. b) Shows a zoomed in image of a) highlighting a particle edge. c) TEM diffraction pattern showing 
the clear single phase crystallinity for HCP Ru. Instrument used was a JEOL ARM200CF. 

 

a) b) c) 

a) 

b) 
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increasing to the theoretical weight gain from Ru to RuO2 

leaves a possibility of some of the Ru being previously 

oxidized, though we would expect in the reduction step in that 

case for the weight of the Ru to drop below the initial. This 

suggests that the background noise is too high to examine this 

phenomenon (unless there is something preventing full 

oxidation/reduction) and that if there is an amount of ruthenium 

oxide on the surface, it is a very small amount.  

 Surface analysis techniques were then applied that 

were highly suggestive of the presence of an oxide. First, XPS 

analysis of the 3d5/2 and 3d3/2 binding energies were 

suggestive of a combination of metallic Ru and RuO2 to be 

able to obtain the results achieved (Appendix Figure C.5-5a). Additionally, Raman spectroscopy of the Ru/C 

compared with metallic and oxidized Ru standards suggests the presence of both the metallic and oxidized 

Ru (Appendix Figure C.5-5b and Appendix Figure C.5-5c). 

 This suggests that perhaps the TEM itself was reducing the sample before the images were taken, 

hiding the original oxidized state of the Ru surface. To try to probe this hypothesis, an amorphous RuOH/V 
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Appendix Figure C.5-4 10 mg of Ru 
nanoparticles heated analyzed by TGA 
being oxidized under air and then reduced 
in 3% H2 bal Ar. Pure Ar was used between 
steps to avoid mixing oxidizing and 
reducing gases. Purple reference line 
suggests the mass gain if original sample 
was pure Ru being fully oxidized to RuO2. 
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Appendix Figure C.5-5 a) XPS of 40 wt% Ru/nGr and CsNO3 (Cs:Ru 0.5:1) with Ru and RuO2 peaks fit (Thermo 
Scientific ESCALAB 250 Xi). b) Raman spectra of 40 wt% Ru/nGr and 40 wt% Ru/nGr with CsNO3 (Cs:Ru 0.5:1) 
under various operation times. c) Raman spectra of standard metallic and oxidized Ru samples. Raman spectra 
collected on SPID Horiba LabRam Confocal Raman. 
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was synthesized. By thermodynamic calculations performed using HSC it was determined that RuCl3 could 

be converted to RuO2 by the addition of NaOH or KOH. For example, for the NaOH case we have: 

2𝑅𝑢𝐶𝑙3 + 6𝑁𝑎𝑂𝐻 →  2𝑅𝑢𝑂2 + 6𝑁𝑎𝐶𝑙 +  𝐻2 + 2𝐻2𝑂 (∆𝐺𝑟𝑥𝑛  =  −229 𝑘𝐽/𝑚𝑜𝑙)  (C.5-1) 

 For this synthesis, RuCl3 XH2O (X~5) and Vulcan XC-72 are added to a beaker with deionized 

water and the solution is sonicated for five minutes. Then KOH was added to the solution until the pH 

reached ~9 by pH strip determination. This was then allowed to stir for 24 hours. After this, the solution 

became clear. This solution was then centrifuged and rinsed with deionized water three times. XRD analysis 

afterwards revealed an amorphous structure (See Appendix Figure C.5-6a). TEM analysis of this sample 

showed a partially crystalline structure that had an amorphous halo with diffraction, that was getting 

increasingly crystalline as the probing of the sample continued. The crystalline structure was for HCP Ru 

(Appendix Figure C.5-6b and Appendix Figure C.5-6c). This confirmed that the TEM analysis itself can 

 

 

Appendix Figure C.5-6 a) XRD analysis of bare synthesized RuO2 and RuO2 on Vulcan XC-72 (Rigaku Ultima). 
b) TEM image of RuO2 on Vulcan. c) TEM Diffraction pattern of 40 wt% Ru/nGr (left) compared to 66 wt% RuO2/V 
(right). Insets show intensity along line drawn. TEM on JEOL ARM200CF. 
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reduce amorphous oxidized Ru and thus TEM analysis alone cannot determine if an oxide layer on the 

surface of the Ru nanoparticles can exist. 

C.6 Ru Loading Determination by TGA 

 Ru loading was determined by oxidizing the carbon support away at high temperature under air 

and then reducing the sample under 3% H2. Separate TGA measurements confirmed the removal of carbon 

upon heating up under oxidizing conditions (see Appendix Figure C.6-1a). For CNT samples, it is apparent 

that there was residual iron that was in the samples, supposedly as catalysts for the CNT production. 

Identity was confirmed by XRD and XPS (see Appendix Figure C.6-1b and Appendix Figure C.6-1c). After 

this determination it was possible to carry out the oxidation to reduction experiment to determine the loading 

of Ru/C (Appendix Figure C.6-2). 

 

Appendix Figure C.6-1. a) TGA analysis of carbon supports determining at what temperature they are completely 
oxidized (Netzsch STA 443). b) XRD (STADI P) and XPS (Thermo Scientific ESCALAB 250 Xi) of residual powder 
after TGA experiment showing largely residual Fe3O4. 
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C.7 Optimizing C:CDP ratio on Vulcan XC-72 

 To optimize the C:CDP ratio on Vulcan XC-72, catalyst powder of 51 wt% Ru 11 wt% Pt/V co-

deposited by NaBH4 reduction was employed. Cells were constructed in the typical manner with standard 

anode half-cell counter electrodes and 50 mg of this working electrode of interest. Results are shown in 

Appendix Figure C.7-1 below. 

 

 

 

 

 

 

 

 

Appendix Figure C.6-2 10 mg of 
Ru/fCNT-COOH heated analyzed by TGA 
being oxidized under air and then reduced 
in 3%H2 bal Ar. Pure Ar was used 
between steps to avoid mixing oxidizing 
and reducing gases.  
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Appendix Figure C.7-1 Ru9Pt1/V 
cells with various C:CDP ratios. a) 
polarization curves under the 
dilute hydrogen condition. 
Limiting current densities 
reference lines refer to the 
maximum amount of current 
possible from the hydrogen 
supplied to the working electrode. 
b) Non-ohmic resistances of cells 
under hydrogen and dilute 
hydrogen conditions obtained by 
EIS at OCV. 
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  Cell cross-sections of 

Vulcan supported electrodes 

after their operation were 

shown to be quite uniform and 

had high-porosity electrodes. 

Such a cross-section is shown 

in Appendix Figure C.7-2. 

 

 

C.8 Ru/V Selective Chemisorption Experiment 

 Ru/Vulcan samples were tested in our AMI200 

instrument equipped with a thermal conductivity 

detector (TCD). 45 mg of the sample was used for 

this experiment. In this experiment, the sample was 

heated to 350°C (120°C in a second experiment) 

with a rate of 10°C/min and held isothermal for one 

hour in 10% H2 in balance N2 (certified analytical 

grade) flowing at 30 ml/min. Then, the sample was 

cooled to 40°C in pure He (UHP grade). 

Subsequently, 25 pulses of 5% CO in balance He 

(certified analytical grade) was dosed into the sample by using pure He (UHP grade) flowing at 30 ml/min 

(Pulse Chemisorption). Each pulse was monitored by using the TCD. The sample was purged with pure He 

at 40°C for an additional 30 minutes before the reactor bed temperature was ramped to 400°C with a rate 

of 10°C/min and held at 400°C for 30 minutes (TPD). This step was also monitored with the TCD. Finally, 

the sample was cooled to 40°C in flowing He. The chemisorption TPD, and cooldown was a cycle which 

was repeated four times. For the last cycle, in step 4), final temperature was set to 550°C instead (see 

Appendix Figure C.8-1).  

 

 

 

 

 

Appendix Figure C.8-1 Results of selective 
chemisorption experiment for 60 wt% Ru/V showing 
CO uptake by differential TCD signal for the 350 °C 
prereduction case. 

 

 

Appendix Figure C.7-2 Post-operation cell cross-section for 50 mg 60 wt% 
Ru/V cell with 1:9 C:CDP with SEM (Hitachi SU 8030). Top is anode, bottom is 
electrolyte. 
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 These CO pulse uptakes can then be 

calculated to determine an amount of CO 

adsorbed over those pulses, which is shown in 

Appendix Figure C.8-2 in which it can be seen 

that lower pre-experiment reduction temperatures 

leads to higher overall amounts of CO adsorbed. 

To convert the amount of CO adsorbed to surface 

area, how the CO is bonding to the Ru must be 

determined. This was done by a DRIFTS 

experiment with CO which revealed that the Ru bonding in this case was linear like in the Pt case so that 

the CO:Ru ratio is 1:1 (See Appendix Figure C.8-3). With this information, the results are calculated in 

Appendix Table C.8-1 along with some notes on the calculations. 

 

Appendix Table C.8-1 Ru/V Chemisorption Calculation Details 

Cycle 

1st
 

(350 °C) 

2nd 

(350 °C) 

3rd 

(350 °C) 

4th 

(350° C) 

1st
 

(120 °C) 

2nd 

(400 °C) 

moles CO adsorbed 5.44E-6 2.90E-6 2.67E-6 2.61E-6 10.16E-6 2.26E-6 

A moles Ru surface 5.44E-6 2.90E-6 2.67E-6 2.61E-6 10.16E-6 2.26E-6 

# of Ru atoms (Pulse) 3.28E+18 1.74E+18 1.61E+18 1.57E+18 6.12E+18 1.36E+18 

Ru surface area (nm2) 3.39E+17 1.80E+17 1.66E+17 1.63E+17 6.33E+17 1.41E+17 

Ru surface area  (m2/g total) 7.53E+00 4.00E+00 3.69E+00 3.62E+00 1.41E+01 3.13E+00 

 

Appendix Figure C.8-2 Amount of CO adsorbed per 
pulse for both prereduction conditions. 

 

 

Appendix Figure C.8-3 CO-DRIFTS 
experiment for 60 wt% Ru/V. For both the 
spectra, the peaks are assigned to atop CO 
on metallic Ru sites. The peak maximum for 
the sample reduced at 120 °C is 2039 cm-1. 
For the sample reduced at 350 °C, the peak 
maximum is red shifted to 2025 cm-1 , 
indicating stronger CO binding. Oxidized Ru-
CO bond would be greater than 2100 cm-1. 
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# of Ru atoms (Loading) 5.36E+19 5.36E+19 5.36E+19 5.36E+19 5.36E+19 5.36E+19 

Volume (nm3) 9.44E+17 9.44E+17 9.44E+17 9.44E+17 9.44E+17 9.44E+17 

B Particle size (nm) 8.356 15.712 17.048 17.400 4.476 20.111 

C Adjusted size (nm) 4.178 7.856 8.532 8.700 2.238 10.056 

 

A assuming a CO to Ru ratio of 1 per CO/DRIFT experiment results. 

B  a spherical model with planar and bulk packing densities of 9.7 per nm2 and 56.8 per nm3 are used based on an HCP 
unit cell along (0001), (10-10) and (11-20) planes averaged and Ru atomic radius of 0.146 nm. Individual surface 
packing densities are 13.5, 7.2 and 8.3 per nm2 along the (0001), (10-10) and (11-20) planes, respectively. 

C further assuming particles are half-embedded in the (Vulcan) substrate.    

 

 Additionally, a temperature programmed desorption experiment of CO was performed and is shown 

in Appendix Figure C.8-4. The peak maximum for the 1st cycle (sample reduced at 350°C) is about 280°C. 

For the subsequent cycles, the peak maximum is shifted to about 310°C. For the 1st cycle (sample reduced 

at 120°C), a doublet is observed. The peak to the higher temperature is likely due to the 

decomposition/degassing of the substrate, the oxidation of CO, or any combination thereof. The peak to 

the lower temperature is likely due to the desorption of CO on metallic Ru sites, in agreement with the CO 

probed DRIFT studies (vide supra). 

 

Appendix Figure C.8-4 TPD experiment of CO for all cycles considered for the 60 wt% Ru/V selective 
chemisorption experiment. 
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C.9 Incorporating CsNO3 into CDP 

 As mentioned in Chapter 4, there were attempts to directly incorporate CsNO3 into CDP in the 

hopes of directly promoting ammonia oxidation in the electrochemical portion of the cell. SAFCell supplied 

Northwestern with 10 mol% CsNO3-CDP to characterize through X-ray diffraction and spectroscopic 

methods. 

 Raman spectroscopic analysis of the nitrate-doped CDP revealed little difference relative to 

undoped CDP aside from a decrease in observed peak intensity relative to the background (see Appendix 

Figure C.9-1a). Peaks were matched with reference peaks for CDP158,159. Similarly, DRIFTs analysis of the 

nitrate-doped CDP showed little difference aside from the presence of a peak that was attributed to the 

presence of surface water (see Appendix Figure C.9-1b). 

 The sample was also analyzed using in-situ XRD on a Rigaku Ultima with a modified setup to allow 

for diffraction under a humidified condition (see Appendix Figure C.9-2). The single point of evidence 

pointing towards the presence of CsNO3 is revealed in the room temperature pattern where an apparent 

CsNO3 peak exists at 28.3° 2θ. Upon heating, this peak quickly vanishes and there is no further evidence 

of the CsNO3. The peaks for the CsH2PO4 phases also do not shift, suggesting that the CsNO3 is not 

incorporating into the CDP lattice. This suggests CsNO3 is existing in some amorphous form. 
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Appendix Figure C.9-1 a) Raman analysis of the CsNO3-doped and undoped CDP. Three scans were performed 
with a 532 nm laser at 50mW and a 10% filter applied (HORIBA LabRAM HR Evolution Confocal RAMAN). b) FT-
IR analysis of the CsNO3-doped and undoped CDP. 64 scans were performed in the diffuse reflection mode 
(Thermo Nicolet, iS50). 

 

a) 
b) 
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Appendix Figure C.9-2 In-situ XRD under a humidified condition of CsNO3-doped CDP. Reference spectra with 
sources shown on the top. 
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C.10 In-Operando Mass Spectrometry Tests for Ammonia Decomposition Cell 

 To measure the gas compositions from both exhaust streams of the ammonia decomposition, a 

mass spectrometer (MS) was used (Thermostar Pfeiffer GSD 301 T2) directly connected to the exhaust of 

the in-operation cell. Calibrations for H2 concentration were performed from a system connected in parallel 

with the MS that could sample a range of hydrogen concentrations by mixing Ar and H2. Gas flow rates at 

each exhaust line were doubled to 100 sccm for the purposes of these measurements.    

 The first measurement to be considered was the 

possibility of non-faradaic efficiency arising from the 

hydrogen being sourced from water split on the anode 

side. To test this, humidified N2 (0.38 pH2O) was 

supplied to both sides of the cell and increasing oxidizing 

bias was applied at the working electrode while the 

exhaust from the cathode was being directed to the 

mass spectrometer. The results of this test (shown in 

Appendix Figure C.10-1) reveal that no appreciable level 

of H2 was generated under oxidizing potentials up to 

0.4V across the cell from the H2O alone. 

 A second possibility that was explored was the possibility that ammonia was being oxidized to a 

form of NOx whenever being subjected to an oxidizing bias in the presence of H2O. To test this, the exhaust 

of the anode under the 0.4 pNH3 condition was measured while steps of oxidizing potential were applied 

(see Appendix Figure C.10-2). These measurements clearly showed that no detectable level of NO or N2O 

was formed. It is also clear from this measurement that at OCV, there is hydrogen that is formed and is 

shuttled away (to the cathode) upon applying oxidizing potentials. 

 Finally, the amount of H2 in the cathode exhaust was measured while the cell was under the 0.4 

pNH3 condition. Even small amounts of H2 in the baseline gas stream could harm the calibration process  

 

 

Appendix Figure C.10-1 Hydrogen flow rate as 
determined by the MS from the cathode exhaust 
of the ammonia decomposition cell under a 
symmetric nitrogen environment and oxidizing 
potentials applied across the cell. 
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for the MS measurement, so humidified nitrogen was supplied to the counter electrode instead of H2 as 

was typical in the rest of the measurements. The results (shown in Appendix Figure C.10-3) show that the 

amount of hydrogen implied from 100% faradaic efficiency in the current corresponds exactly with the 

amount of hydrogen measured from the MS.  
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Appendix Figure C.10-2 Time evolution of mass 

spectrometry signals of relevant species in the gas 
evolved from the anode upon changing the cell 
voltage at a sweep rate of 0.33 mV/sec. Due to 
experimental limitations, detection of NO2 (amu 46) 
was not undertaken. Test was performed under the 
0.4 pNH3. 

 

 

 

 

 

Appendix Figure C.10-3 Hydrogen flow rate as 
determined by the MS and as implied from the 
cathode exhaust of the ammonia decomposition cell 
with oxidizing potentials applied across the cell. This 
test was performed under the 0.4 pNH3 condition. 
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C.11 Investigating Different Cs Promoters and Cs as an Anion Snatcher 

 In primary exploration of the promotion phenomenon, several Cs containing compounds were 

explored in addition to the standard CsNO3 including: CsOH, Cs2CO3, CsHCOO, CsCH3COO, and CsF. 

Results from SAFCell suggested that the above-mentioned promoters were successful at improving 

reaction rate while CsBr, CsI, CsCl, CsClO4 were not. HSC calculations were performed to assess each 

promoter’s stability in reducing conditions aside from CsHCOO whose thermodynamic data was not in the 

HSC database. These calculations suggested that most catalysts were stable aside from cesium acetate 

which is predicted to decompose into cesium carbonate with carbon and cesium perchlorate which is 

predicted to decompose into cesium chloride.  

 XRD analysis of the “successful promoters” was performed on promoted catalyst systems provided 

by SAFCell where all promoters were deposited by incipient wetness impregnation with a Cs:Ru ratio of 

0.5:1 on 40 wt% Ru/nGr (see Appendix Figure C.11-a). The cesium fluoride sample was the only sample 

to show solely the deposited phase represented. The cesium acetate sample’s diffraction pattern revealed 

a cesium chloride pattern. Presumably, there was remnant chloride leftover from the sodium borohydride 

reduction process with the ruthenium chloride precursor carried out at SAFCell. The remaining patterns 

were largely identical but were unable to be matched to any known phase of a Cs-containing compound 

with any combination of H, C, O, and/or N. To investigate further, high resolution diffraction was performed 

at the Advanced Photon Source (APS) at Argonne, using 20 keV X-rays. The studies reveal that the 

previously unidentified phase (obtained from CsOH-promoted and CsCO3-promoted 40 wt% Ru@nGr with 

Cs:RU = 0.5:1 molar ratio) is CsHCO3, cesium bicarbonate (in addition to the presence of CsCl) (see 

Appendix Figure C.11-b). 
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 To validate that chlorine was present in the as-prepared catalysts from SAFCell, XPS and XRD 

were used. Both techniques showed the presence of chlorine in the catalyst material. Furthermore, XPS 

revealed that after extended operation, the Cl peaks remain albeit to a much less degree (see Appendix 

Figure C.11-). Presumably, the chlorine is being evolved as gaseous HCl. Similar analysis of the working 

electrode before and after operation revealed no chlorine, suggesting that even if the chlorine is evolving, 

it is not migrating to poison the working electrode. 

 Interestingly, it was found that 40 wt% Ru/nGr promoted with CsOH when annealed under nitrogen 

(for 20 hours at 250°C) would still form CsNO3. This was evidenced in both the XRD and XPS analysis of 

the post-operation catalyst materials (Appendix Figure C.11-1a and Appendix Figure C.11-1b). It was later 

found that there was a source of single-bonded nitrogen in the support material (likely an amine functional 

 

Appendix Figure C.11-1 a) XRD of “successful” promoters as prepared from SAFCell (Rigaku Ultima IV). b) High 
resolution diffraction (20 keV synchrotron) of CsOH promoted sample compared to CsOH pattern collected at NU 
and relevant reference patterns. The cesium carbonate sample was also tested and produced an identical pattern. 

Here, angle is translated to equivalent angle of Cu Kα radiation for comparison purposes. 
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Appendix Figure C.11-2 XPS of CRL powders prepared at SAFCell after a) 0h b) 20h, and c) 1100h of operation 
(Thermo Scientific ESCALAB 250 Xi).  

 

a) b) 

a) b) c) 
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group from the binding energy). Further evidence that the source of the nitrogen was from the support 

material as opposed to the reaction nitrogen gas was found that if the flowing gas during the annealing 

procedure was switched to Ar, the CsNO3 still formed (see Appendix Figure C.11-1c). This demonstrated 

that nitrogen could be pulled from the nanographite by using cesium hydroxide which would turn into the 

nitrate by doing so. The same technique was tried with KOH, but KOH was unable to form the nitrate under 

the same conditions. 

 Additionally, CsOH loaded on Vulcan alone was annealed under nitrogen for 20 hours at 250°C. It 

was discovered by XRD that this formed cesium sulfate (Appendix Figure C.11-2a). Analyzing the support 

under XPS revealed that sulfur was present in the starting support material (Appendix Figure C.11-2b). 

 

Appendix Figure C.11-1 a) XPS analysis of promoted 40 wt% Ru/nGr samples (Cs:Ru 0.5:1) after annealing 
under dry nitrogen in a tube furnace for 20 hours at 250 °C. b) XRD analysis of the same CsOH promoted sample 
before and after annealing under dry nitrogen in either a tube furnace or in a TGA experiment. c) XPS analysis of 
as received nanographite and CsOH promoted sample annealed under Ar instead of N2. Peak at 400 eV attributed 
to an amine functional group on the carbon. XPS conducted on a Thermo Scientific ESCALAB 250 Xi and XRD 
performed on a Rigaku Ultima IV. 
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Appendix Figure C.11-2 a) XRD patterns of CsOH loaded onto Vulcan XC-72 as prepared and after annealing 
under nitrogen for 20 hours at 250 °C next to a cesium sulfate reference pattern (Rigaku Ultima IV). b) XPS 
analysis in sulfur binding region of Vulcan support (Thermo Scientific ESCALAB 250 Xi). 
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These results together showed that CsOH can pull a variety of anions from a material including chlorine, 

carbon, nitrogen, and sulfur. This can serve to detect impurities otherwise undetectable by XRD, but also 

can serve as a method to purify materials.  

 An application of Cs compounds as an anion purifier was used to remove chlorine from catalysts. 

As mentioned before, it was noted that chlorine was present in catalysts provided from SAFCell and was 

detectable from EDS and XPS (in-house NaBH4 reduction synthesized catalysts showed no signs of 

chlorine present). To accomplish this, 40 wt% Ru/nGr from SAFCell was dispersed in a solution of cesium 

acetate in deionized water, sonicated for 15 minutes, and then stirred for 15 minutes. This solution was 

then vacuum filtered to remove the cesium acetate containing solution and rinsed thoroughly with deionized 

water. The catalyst was then allowed to dry overnight in a 60°C oven. EDS and XPS analysis of this purified 

sample showed no signs of Cl indicating that the purification technique was sound. This method could 

possibly be used in tandem with the precipitation and thermal reduction technique to remove residual 

chlorine that was found for those samples as well. 

Appendix D Miscellaneous Experiments 

D.1 ALD films for CsH2PO4-based Electrochemical Cells 

 It is apparent that several catalyst materials, particularly 

when oxidized, will react with CsH2PO4. This was particularly 

noticed for the Pd and Ru cases under air conditions (see 

discussions in Chapter 3). If one were able to either prevent the 

oxidation of these metal catalysts or prevent the diffusion of the 

catalyst to the electrolyte, one in theory could employ these 

catalysts in SAECs. For these reasons, we sought to develop 

such a thin film barrier. This barrier would need to fulfill many 

functions and thus have several tailored properties. First, it 

should be chemically stable with both the catalyst material of 

interest as well as with CDP. Secondly, this material should 

prevent diffusion of the catalyst material and/or the oxidation of 

 

Appendix Figure D.1-1 Schematic of 
ALD barrier implemented in a SAFC 
cathode. In this instance, the barrier layer 
would prevent the diffusion of the catalyst 
to CDP. This barrier should also not inhibit 
electron or proton movement to the ORR 
reaction site. Alternatively, the catalyst 
could be coated to prevent oxidation in a 
similar manner. 
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the catalyst material. Thirdly, it would need to be sufficiently ionically and electronically conductive to not 

impede the electrochemical reaction of interest. Finally, it must be able to be deposited conformally onto 

CDP powders. A schematic of the proposed ALD diffusion barrier  

is shown in Appendix Figure D.1-1. 

 Earlier tests had suggested that tantalum might be a good candidate material that could be stale 

with CDP8, so this material was sought to be deposited for this barrier layer application. While the oxide is 

very resistive160, extremely thin films have shown to have lower electronic resistances when tunneling can 

occur161. Alternatively, tantalum nitrides offer a higher bulk electronic conductivity and might not be held to 

as stringent material requirements of a tantalum oxide and could be similarly resistant to reacting with CDP. 

Several works have showed that the deposition of tantalum nitride is possible at lower temperatures (low 

enough to deposit on CDP without CDP dehydrating) with ammonia as a nitriding source162-164. All of these 

ALD procedures were carried out with the organometallic (tert-butylimido)tris(diethylamido) tantalum 

(TBTDET) as this precursor has a high volatility with an ALD window at low temperatures. 

 ALD depositions were performed on a Cambridge NanoTech Savannah S100 ALD system. 

Depositions were performed in a four-step cycle involving first a primary precursor pulse followed by a 

purge followed by a secondary precursor pulse followed by a purge. Deposition recipes were developed on 

silicon substrates whereas growth was screened using ellipsometer. Deposition parameters optimized 

included chamber temperature, tantalum precursor temperature, and pulse times. Optimization goal was to 

achieve highest consistent growth rate that was self-limiting (increasing pulse time no longer corresponded 

with increased growth). Final growth rate and film density was confirmed using XRR. Optimized deposition 

procedures for the tantalum oxide and tantalum nitride are shown in Appendix Table D.1-1. 

Appendix Table D.1-1 Ta-based ALD films deposition parameters 

Compound 
Primary 

Precursor 

Secondary 

Precursor 
Timing Sequence(s) 

Primary Precursor 

Temperature (°C) 

Chamber 

Temperature (°C) 

Growth rate 

(Å/cycle) 

TaN TBTDET NH3 2-15-0.020-20 120 150 0.29 

Ta2O5 TBTDET H2O 2-15-0.020-20 120 150 0.95 
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 It was evident that the growth rate for the nitride was much slower than that for the oxide. XPS 

revealed that the nitride was successfully able to be formed (see Appendix Figure D.1-2a), but there was 

also the presence of oxygen detected. This oxidation, particularly toward the surface, is in-line with what 

was reported by Burton et al164. Assuming the oxide formed Ta2O5, the remaining Ti:N ratio was found to 

be approximately 1:1, also in-line with what was found by Burton et al164. XPS revealed that the tantalum 

oxide deposition was very successful reaching good agreement with the 2:5 Ta:O ratio expected with a 

high growth rate (see Appendix Figure D.1-2b). XPS analysis revealed no impurities (after etching), 

including carbon within the sample (contrary to what has been found in other tantalum oxide ALD 

procedures)165. Given that the oxide deposition procedure was more successful, and it appeared that the 

nitride would always form some degree of oxide without the changing of nitriding precursor (e.g., hydrazine) 

or deposition method (e.g., plasma-enhanced atomic layer deposition), it was decided to proceed with the 

tantalum oxide as the candidate diffusion barrier material of choice. 

 Next, this candidate ALD tantalum oxide’s capacity to act as a diffusion barrier was evaluated. To 

test this, 16 nm of palladium was deposited onto two MgO substrates via magnetron sputtering, and 6 nm 

of Ta2O5 was deposited on top of the palladium by the above described ALD procedures. Deposition here 

was confirmed by XRR. One of these samples was then annealed at 250°C under 0.47 atm pH2O of wet 

 

Appendix Figure D.1-2 XPS over tantalum 4p3 range for a) tantalum nitride and b) tantalum oxide deposited on 
Si substrate by ALD. 

 

a) b) 
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air flowing over the sample at 50 sccm for 40 hours. Both the unannealed samples and annealed samples 

were analyzed by XPS. This XPS analysis showed that the tantalum oxide film was indeed able to prevent 

the oxidation of Pd, suggesting that Pd was unable to diffuse through the ALD film and the film prevented 

oxygen diffusion to the Pd (see Appendix Figure D.1-3). 

 Next, it was sought to evaluate the films impact on conductivity, particularly protonic conductivity. 

To do this, a sandwich cell was constructed that incorporated the tantalum oxide thin film. Briefly, two half 

cells were constructed composed of a GDL with a ‘standard anode’ pressed on, and finally a dense CDP 

pellet (~0.8 mm thick) finely polished on both sides (2000x alumina grit followed by a 3-micron alumina 

polish) was added on top and the entire half-cell was double wrapped with Teflon tape. To ensure quality 

for the CDP pellet, thickness uniformity to 0.01 mm was checked on all portions of the cell and the surface 

was ensured to be reflective and free of eye-visible scratches. Before the polish, the pellets were also 

annealed on a hot plate at 150°C for 30 minutes. Subsequently, a nominal amount of 1 nm Ta2O5 was 

deposited on top of the CDP pellets. To ensure pellet integrity, the heating ramp inside the ALD chamber 

was controlled to be 2°C/min. For the full sandwich cell, two these two half-cells were held together with 

CDP surface contacting CDP surface and they were again double wrapped with Teflon tape. As a reference, 

a second such sandwich cell was constructed in the same manner save for the Ta2O5 deposition. 

 

Appendix Figure D.1-3 XPS analysis of Ta2O5/Pd/MgO samples before and after wet air anneal covering the 
palladium and tantalum peaks. This analysis revealed that the annealing did not alter the electronic states of either 
palladium or tantalum. XPS conducted on a Thermo Scientific ESCALAB 250 Xi and XRD performed on a Rigaku 
Ultima IV. 
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 The sandwich cells were tested under a symmetric humidified hydrogen condition for 15 hours, a 

humidified air condition for 10 hours, and then a humidified hydrogen condition for 15 hours (pH2O = 0.38 

atm) at 250°C. Every hour, an impedance measurement at OCV and with a 50 mA bias across the cell was 

taken to obtain the ohmic and non-ohmic resistances of the cells (See Appendix Figure D.1-4). It is expected 

that there could be significant differences between the two cells, particularly as the cells were polished 

independently (could have different thicknesses and roughness). Instead, here we are looking in trends 

over time to see if there is degradation under either condition, or if there is a proton build-up at the ALD 

layer which would result in an increase in resistance in the bias condition compared to the OCV condition. 

Appendix Figure D.1-4 shows that there is no evidence of the ALD layer increasing the rate of degradation 

and the absence of a difference in the resistances of the biased and unbiased cases suggest negligible 

protonic resistances.  

 

Appendix Figure D.1-4 Sandwich cell tests with and without tantalum oxide barrier layers. Impedance 
spectroscopy tests ran from frequencies of 1 MHz to 0.1 Hz OCV and 50mA bias every hour for 40 hours. Cells 
tested under wet hydrogen and wet air (0.38 atm pH2O). Cell area here was 2.8 cm2. 
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 Then, flat fuel cells were constructed to test the fuel cell application of these barrier layers. Briefly, 

a half cell was constructed in the above-described manner. Then a 1 nm layer of Ta2O5 was applied on top 

of this half-cell. On top of this, nominally 30 nm of Pd was sputtered by magnetron sputtering. The cell was 

topped off with a sheet of carbon paper and a stainless-steel mesh. The full cell was double wrapped with 

Teflon tape. This cell was brought to operation under a fuel cell condition (humidified hydrogen at the Pt 

anode of 30 sccm and humidified air of 75 sccm at the Pd cathode, where pH2O = 0.38 atm) and held for 

20 hours where OCV impedance and polarization measurements were taken every hour (See Appendix 

Figure D.1-5). This test showed that both the initial performance was poor and that there was a significant 

amount of degradation arising from the increase in electrochemical reaction resistance. While additional 

tests were unable to be performed to determine there was some cell fabrication error, this test suggests 

that the ALD layer might hinder activity. Further, this test demonstrated that 1 nm of Ta2O5 was insufficient 

to prevent the Pd reaction with CDP. 

 Another annealing test was performed with 1 nm of Ta2O5 as opposed to the original 6 nm film test. 

XPS analysis of this sample revealed that indeed palladium was able to oxidize only 1 nm of the diffusion 

layer was applied (See Appendix Figure D.1-6). This is strongly suggestive that thicker layers need to be 

applied for this application to be successful. Due to the timeline for this research, methods had to be applied 

fast and not as many controls were able to be applied that would be ideal for optimizing this application. 

Further research might be able to make this application successful with either the optimization of existing 

 

Appendix Figure D.1-5 Flat cell test for 1 nm Ta2O5 barrier layer under fuel cell operating conditions. a) Shows 
OCV impedance measurements over time revealing increasing activation resistances. b) Shows the same data 
highlighting the ohmic region that remains relatively unchanged. c) Shows the polarization curves of the cell 
indicating decreasing performance overtime which appears to settle after about 20h. 

 

a) b) 
c) 
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deposition (such as finding an optimal Ta2O5 thickness) or by exploring novel materials to apply in this 

system. 

 

 

D.2 Electroreduction of CO2 

 Previous strategies of reducing atmospheric CO2 revolve around mitigating the need to emit CO2 

in energy applications. Another strategy of accomplishing this task is by capturing the CO2 that is already 

in the atmosphere. As this is just an added cost to existing processes, in the absence of external incentives 

there is a lack of motivating factor for private enterprises to capture CO2. This has motivated the 

development of ways to turn CO2 into valuable chemical or fuel products to properly incentivize private 

enterprises to pursue this practice. CO2 reduction is typically sluggish, but conversion into useful molecules 

is possible with judicious catalyst design in 

electrochemical systems. The challenge lies in the 

vast number of possible reaction pathways and 

possible end products, but the promise lies from the 

combination of H2 and CO2 to form products such as 

formic acid, methanol, ethanol, ethylene, methane, 

and carbon monoxide166,167. One example is that it 

has been found methanol/methane formation has 

 

Appendix Figure D.2-1 XRD analysis of CDP after 
annealing run compared to reference pattern (Rigaku 
SmartLab). 
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Appendix Figure D.1-6 XPS analysis of 
Ta2O5/Pd/MgO samples before and after 
wet air anneal covering the palladium and 
tantalum peaks. This analysis revealed 
that the annealing did not alter the 
electronic states of palladium when the 
diffusion barrier was 5 nm but did when the 
barrier was only 1 nm. XPS conducted on 
a Thermo Scientific ESCALAB 250 Xi and 
XRD performed on a Rigaku Ultima IV. 
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been found to be correlated with the CO binding energy which tends to be optimized around Group 11 

materials168. 

 For a first pass at employing a SAEC for this application, a gold on carbon catalyst was developed 

since gold appears to have a favorable binding energy for CO2 and gold is stable with CO2
168. Prior to 

testing this system, it was important to consider if CDP would be stable under a pure humidified CO2 

atmosphere at operating temperature. To test this, a sample of CDP powder was annealed at 250°C for 24 

hours under 100 sccm of humidified CO2 (pH2O = 0.38 atm). The sample was first ramped to 150°C under 

dry CO2 at a ramp rate of 2°C/min and then to 250°C under humidified CO2 at the same ramp rate. Ramping 

down rates were identical to ramping up rates. XRD analysis of after this annealing run indicate that CDP 

is stable under this condition (see Appendix Figure D.2-1). 

 After this a procedure to deposit gold nanoparticles on Vulcan XC-72 was developed. First, Vulcan 

placed in a beaker with deionized water and sonicated for five minutes. This was then placed onto a hotplate 

and was magnetically stirred. Then, an amount of HAuCl4 3H2O was added to the beaker in an amount that 

would be equivalent to 20 wt% on Vulcan. Then an ice-cold NaBH4 solution was added dropwise to the 

solution in an amount where the molar ratio of NaBH4 to Au was 2:1. This was then allowed to stir for 10 

minutes. This was then vacuum filtered and rinsed with deionized water. This filtrate was pink (see Appendix 

Figure D.2-2a), suggesting that Au nanoparticles had formed, but at least some had not deposited onto the 

Vulcan support. The powder was then dried on the filter paper at 250°C for one hour. The powder was 

removed from the filter paper and added to a beaker. The pink filtrate was then poured into the beaker. This 

   

Appendix Figure D.2-2 a) Filtrate after first round of NaBH4 reduction. b) Filtrate after second round of filtrate. c) 
XRD analysis of catalyst powder after full deposition procedure revealing single phase FCC gold with an 11 nm 
crystallite size (Rigaku SmartLab). 
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solution was sonicated for five minutes. The same amount of ice-cold NaBH4 solution was then again added 

dropwise to the solution. The solution was allowed to stir for 90 minutes this time. Upon vacuum filtering 

and rinsing this time with deionized water, the filtrate was clear (see Appendix Figure D.2-2b) suggesting 

that the deposition was complete. The powder was dried on the filter paper at 80°C overnight. XRD analysis 

of this powder revealed single phase FCC gold was deposited with a crystallite size of approximately 11 

nm (see Appendix Figure D.2-2c). 

 A cell was then constructed to test the CO2 reduction capability of this catalyst in an SAEC cell. 

Briefly, a ‘standard anode’ half-cell composed of a GDL disc, a 75 mg MPL layer, and a layer comprised of 

25 mg 20 wt% Pt/C and CDP (Pt/C:CDP, 1:6) pressed on at three tons for three seconds was used as the 

counter electrode.  This was topped off with 50 mg of fine CDP pressed onto the electrode at four tons for 

one second. This half-cell was double wrapped with Teflon tape. For the working electrode, a 50 mg 

electrode of 20 wt% Au/V and CDP (Au/V :CDP, 1: 6) was pressed onto the half cell at two tons for one 

second. A sheet of carbon paper and a stainless-steel mesh were added and then the final cell was double 

wrapped with Teflon tape a final time.  

 This cell was predominantly tested in 

two configurations. The first configuration was a 

baseline where humidified hydrogen was 

supplied to the counter electrode and 

humidified Ar was supplied to the working 

electrode (pH2O = 0.38 atm). For the working 

test, the Ar gas was switched to CO2. After 

testing in the working condition, CO2 was 

switched back to Ar to test reversibility. The 

electrochemical tests run involve cyclic 

voltammograms that start at OCV, sweep to 

strongly reducing potentials at the working electrode, and subsequently return to OCV. The results of this 

are shown in Appendix Figure D.2-3. The lack of a substantial difference between the Ar and CO2 runs 

 

Appendix Figure D.2-3 CO2 reduction test for 20 wt% 
Au/V catalyst. CV scans were used here with 10 mV/s 
sweep rates. 
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suggest that the presence of CO2 on the working electrode is not lowering the necessary driving force to 

shuttle protons and that likely in both cases, hydrogen evolution is predominantly occurring. It appears at 

these operating potentials that gold is quite capable of facilitating hydrogen evolution but also points to the 

fact that selectivity will be critical in designing this system. Future work in analyzing this system should 

incorporate methods of analyzing the exhaust gas for quantitative amounts of carbon-containing products.  

Appendix E Software Developed 

E.1 Electrochemical Impedance Fitting Program (ECIF) 

 This program fits impedance data with equivalent circuit models using Python. This program will 

provide fitted variables along with a fitted pattern corresponding with those variables. Additionally, an error 

of these fitted variables is provided via a bootstrapping error calculation method. The main code for this 

program is available at the following link: https://github.com/hailegroup/ECIF34. Here, using the code and 

the main logic of the code will be discussed in addition to future improvements that can be made to the 

program.  

 To run this program, the following steps should be followed. First, a version of Python greater than 

3.0 should be installed onto the device of interest. Next, the libraries that are used in the python files here 

should be installed using your favorite library installation method (e.g., pip, conda). Next, from the program 

homepage on Github all the files should be downloaded into a location on the local device. For running the 

program, data should be formatted into a csv file with frequency in the first column, the real component of 

impedance in the second column, and the imaginary component of impedance in the third column. This file 

should be placed in the folder /main/General_Circuit. In /main/General_Circuit/config.py, user-based inputs 

should be filled in including the circuit type to be fitted, initial parameters, parameter bounds, output 

filename, and the frequency range that is desired to be analyzed. Finally, run 

/main/General_Circuit/Test_Fitting.py to perform the analysis. This will produce Bode Plots, a Nyquist plot, 

a correlation matrix, the fitted data, and the fitted parameters alongside their fitting errors. If the meta data 

is filled out in the Experiment_Data.yml file, a meta data report will also be generated at this point. 

 The main structure of the program is operated through the Test_Fitting file which works modularly 

relying on the other files within the General_Circut directory. Below, the Test_Fitting file code is provided 

https://github.com/hailegroup/ECIF
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to aid in the description of the functionality where it helps to aid in following logic. Initially, this program 

obtains the parameters written into the config file: 

params = config.Initial_Parameters 

modelname = config.Circuit_Type 

filename = config.Filename 

FreqLB = config.Frequency_Domain[0] 

FreqUB = config.Frequency_Domain[1] 

 The program will then open the data file and read the data into arrays within the specified bounds. 

This data is then input into a complex array: 

FArr=numpy.array(F) 

RArr=numpy.array(R) 

ImArr=numpy.array(Im)*1j 

TotArr=RArr+ImArr 

 The program then carries custom fitting function from the Fitting.py file: 

fit_result, ParamNames = fit.custom_fitting(F, TotArr, params) 

Fitted_variables = fit_result.x 

 This function takes the circuit defined in the Circuits.py file, takes the residual fitting function defined 

in fitting.py, and then performs a least-squares fitting of the data to the circuit model. After this first pass 

fitting is performed, the residuals between this fit and the original data is obtained: 

residuals = fit.res_vec( Fitted_variables, FArr, TotArr) 

 These residuals are then modeled by a statistical distribution. It is key for this step to ensure that 

the residuals are being appropriately modeled. It is assumed that these residuals are normally distributed, 

but this might not always be the case. The bootstrap function then makes new sets of data replicating these 
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residuals randomly distributed (normally in this case) on the original data. The noise level here should be 

approximately what was seen with the original data and the residuals generated here should have the same 

distribution as the initial set of residuals. Each of these sets of data is then fit again by the same procedure. 

An error based on the residuals is then obtained by the variance between these multiple parameter fits. 

This also gives the correlation between the parameters which is also returned: 

boot_params, corr = boot.strap(residuals, FArr, TotArr, Fitted_variables, ParamNames) 

It is important to ensure that convergence is reached with this bootstrapping function. Enough simulated 

patterns should be run so that the parameters and their errors converge within a tolerance of interest.  

 After this, the remaining tasks remain in reporting the data. The data is output into csv files, plots 

are generated, and the data is sorted into fitting report and plotting folders. Additionally, a meta data report 

is generated to include in the fitting report: 

mr.meta_report("Experiment_Data.yml") 

 The Batch folder is similar, except that it will try to read every csv file in the directory as an input 

file and will generate separate reports for each. There is also a script in this directory to aid in data extraction 

from EC_Lab generated .mpt files generated from the usual Biologic operating program. The Demo 

directory contains an interactive graphical plot that allows for the manipulation of circuit properties to see 

how this affects the impedance in the Bode magnitude representation of an RRQ circuit. 

 Several aspirational goals remain for this program to reach its true potential. For one thing, the 

library of equivalent circuit models should be expanded. Most of the work conducted here merely needed 

to implement RQ circuits, but several other equivalent circuit models are relevant to electrochemical 

systems. Adding them to the library what greatly increase the utility of the program. A second improvement 

that would aid usability would be to create a graphical user interface (GUI) that would be intuitive for newer 

users to operate. This could allow for easy plug and play modeling that would improve the efficiency of use. 

Combining the first two goals, a graphical equivalent circuit builder would be helpful. If one could drag and 

drop circuit elements into a single circuit and the equivalent circuit model is generated at that point, this 

would greatly expedite the expansion of use cases for the program and perhaps make some understanding 
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of the models more intuitive. A final aspirational goal would lie in using the documentation section to provide 

introductory material in helping the understanding and usage of electrochemical impedance spectroscopy 

along with documentation about the software itself. One day perhaps new users can download the program, 

learn about EIS, and then quickly and intuitively apply the program on their own data. 

E.2 Pytentiostat 

 At JUAMI 2016 an international group of students conceived an idea to make a low-cost, research 

grade potentiostat that would make experimental electrochemistry accessible to resource-constrained 

communities. This group, led by Y. Christopher Li of Penn State, created a teaching kit that combines the 

fabrication of a low-cost microcontroller-based potentiostat and a LabVIEW-based interface. This effort, 

supported by the MRS Foundation, resulted in a publication describing the device and interface169. 

  The materials cost of this microcontroller is relatively cheap (est. $40) and has a simple assembly 

process where the parts and process are described in detail in the above-mentioned publication. The 

LabVIEW-based program acted as a graphical user interface (GUI) to the microcontroller, allowing the user 

to interact with the microcontroller on a more intuitive level while also allowing for real-time display of their 

data as an experiment is being conducted. This hardware/software combination allowed for the conduction 

of common electrochemical experiments (e. g. three-probe cyclic voltametery) with a respectable operating 

range (±2.5 V, ~10 mA current range and~10 μA resolution). The main challenge left to the accessibility of 

this pontentiostat to resource-constrained communities lied in its reliance on LabVIEW. 

 There are several problems that arise when using LabVIEW as the program to interface with the 

primary problem lying in that LabVIEW is proprietary and expensive for code developers ($399 for base 

student version). Additional challenges lie in code portability, database communication, implementing a 

remote client, limited user community, web-based application development, mobile device application 

development, and code version portability. This inspired the development of an open-source interface that 

was based on Python and can have broader generalizability. 

 The new interface relies on a firmware code is to be uploaded to the Arduino Uno to allow it to 

interpret python as well as establishes some parameters on the board to enable high-performance 

measurements. This code is freely available and can be found online at 
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https://github.com/juami/potentiostat_firmata/. After the firmware code is installed, the microcontroller can 

easily be interfaced with using the newly developed Pytentiostat program freely available at 

https://github.com/juami/pytentiostat/. 

 There are several easy ways to install Pytentiostat program onto one’s computer and are outlined 

inside the Pytentiostat page’s documentation. All necessary programs and code to run this interface are 

freely available online. Additionally, there is a version of the code written that can be downloaded to a flash 

drive and then physically delivered to a user who can fully install the code and necessary packages to be 

able to run the code. This can allow for people to access the program even under the circumstance that 

they lack internet access.  

 There are two operating versions of the code oriented towards different types of users. The most 

intuitive one to operate is a GUI-based version that visually guides the user when making an experiment. 

This GUI-version comes with file directory navigation, steps to setup an experiment visually displayed in 

logical order, experiment builder windows that allow for previewing the voltage steps over time one is 

designing to apply, an automatic configuration file writer, the capacity to load several written experiments 

into a que to be executed in order and is coupled with a real-time display of the data while in operation.  

 The second version of the code is a more robust and is oriented towards developers. This version 

must be operated through command line inputs. While less intuitive to use, this version has robust unit tests 

in place to ensure that functionality is maintained when changes are made to the base operating code. It is 

also easier in this version to make small changes to add new functionality. 

 The main structure of the program is operated through the main.py file which works modularly 

relying on the other files within the pytentiostat directory. Below, the main file code is provided to aid in the 

description of the functionality where it helps to aid in following logic. Initially, places instances from the 

microcontroller into a class including the COM port it is connected to, the serial communication, the two 

analog input pins, and the digital output pin: 

class BoardCom: 

    def __init__(self): 
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        self.com, self.board, self.pin_a0, self.pin_a2, self.pin_d9 = startup_routine() 

The program will then prompt and enter in configuration data defining experimental parameters: 

parse = input("Press enter to load the config file.") 

config_data = parse_config_file() 

 The program will then run the prescribed routines with the option to interrupt during the routine. 

After finishing the routines, the program will prompt if data would like to be saved and if another program 

would like to be ran. Finally, when no more experiments are desired, a closing routine will be implemented 

to stop communication with the potentiostat and to stop all current operations. The GUI-based version has 

a similar operating principle except that the operational interface is visually generated using Pyside2 and 

has a little more flexibility in operation. Basic operating instructions are provided in the program documents 

at: https://github.com/juami/pytentiostat/blob/master/docs/basic_operation.rst. 

 Inherently with this device, there is a tradeoff in how accurate of a voltage you can measure and 

how fast can you take a measurement. There are two ways the code allows the to be altered: (1) in the 

amount of times a measurement is taken at a given point and averaged or (2) the rest time allowed for each 

given point (both found in advanced parameters in advanced config): 

  time_step: 0.003  #s 

  average_number: 9 

More averaging and longer time steps lead to less noisy voltage readings but increase the amount of time 

to measure a point. Edge case testing found that below 3 ms rest times lead to inconsistent readings 

(occasionally not returning values) which would cause errors in serial readings, so this was established as 

a lower bound. Additionally, while the lower bound for time required for a step is the average number times 

the rest time, the interface naturally has a random degree of lag associated with it. When executing a 

scheduled routine, the program will execute the number of measurements per point at the rest time per 

point, and then continually check whenever it is time to run the next step. In order to account for this random 

lag factor, a lag tolerance factor of two is added so that the routine is never run behind schedule. So, the 

https://github.com/juami/pytentiostat/blob/master/docs/basic_operation.rst
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real time per point is the measurements per point times the rest time per point times the lag tolerance factor. 

One might want to alter this tradeoff in time and voltage resolution, so an approach is shown here 

(see Appendix Figure E.2-1). One approach would be to threshold a measurement speed and then 

improve the voltage resolution as much as possible. In this approach, one simply should establish the 

time per measurement and increase the average number and rest time to high as allowable and can 

adjust them to have the least noisy data possible. An approach done here is to run a linear sweep across 

a resistor and take the deviation from linearity as the level of noise. A second approach is to have a 

voltage resolution threshold and then make the measurement as fast as possible if it passes this 

threshold. We will note here that it is found that a combination of the rest time and averaging number is 

optimal (i.e., a moderate increase in average number and rest time improves resolution greater than a 

massive increase in average number and minor increase in rest time and vice versa). 

If one looks at the time per point measurement space across these two optimizing parameters (see 

Appendix Figure E.2-2a) one can gauge how they can navigate across this space to carry out a 

measurement. An easy way to conceptualize this is by considering how much points can be measured in a 

given scan range (see Appendix Figure E.2-2b). This can then lead to a related optimization where one can 

determine they need a given point density over a range and determine the usable optimization space given 

that parameter (see Appendix Figure E.2-2c). 

a) b) c) 

Appendix Figure E.2-1 Relative voltage analog read signal versus the input to the plane wave modulator 
(PWM) which is negatively correlated on this measurement across a resistor. The signal point is 
measured, and averaged a given number of times. a) Shows these measurements with a 3 ms 
rest time while b) shows these measurements with a 20 ms rest time. c) shows the R2 values of these 
measurements with a range of rest times from a linear fit model and an arbitrary 0.995 cutoff. With this 
threshold, the optimal measurement is at 3 ms averaged seven times. 
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With the development of the Pytentiostat program we have made a great step towards the 

democratization of electrochemistry. One can now with relatively cheap components, an open-source 

design, and an open-source program begin conducting their own electrochemistry project. On the lines of 

this mission, we are also writing an electrochemistry resource accessible from the program to help users 

learn electrochemistry concepts. With an intuitive user interface (see Appendix Figure E.2-3) and 

streamlined operating mechanism, the Pytentiostat program has promise to help facilitate the next 

generation of electrochemists. With open-source program and associated level of documentation, 

hopefully this program will grow as a collaborative project with an open-source community able to 

organically improve the program for general use. 

Appendix Figure E.2-2 a) Time per point based on number of averaged points, sleep time, and a lag threshold 
of two. b) Points per volt measured as a function of scan rate with a 30 ms time per point. c) Data density 
measured as a function of scan rate and time per point. The white dashed reference line shows the 30 ms time 
point threshold used in b). 

a) b) c)
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 Many aspirational goals remain for this program and many are detailed in the issues section on the 

Github page. One not listed yet would be to broaden the scope of the graphical user interface beyond 

facilitating experiments. For instance, the menu tab options shown in Appendix Figure E.2-3 are not 

functional at the moment but serve as placeholders. Two helpful ways to broaden this interface would be 

to include an analysis tab that allows for real time analysis electrochemical data collected. A second one 

would be to link the help tab to a wiki that provides information on the potentiostat, the program, and 

electrochemistry in general. Currently the program is accessible via Windows and Linux operating systems 

but are not accessible to Macintosh and mobile ones. The Macintosh accessibility should be simple to 

implement with a few small changes, but the mobile accessibility might prove more challenging particularly 

considering the GUI implementation. A final aspirational goal would be to create a way to add modular add-

ons to the program that increase functionality. One such example would be to incorporate a temperature 

controller with the pytentiostat program. This would allow simultaneous temperature and voltage scheduling 

and reading from the same device in a unified output. Overall, we would like to enhance primarily the 

accessibility and functionality of the potentiostat and the operating program.  

 

Appendix Figure E.2-3 Pytentiostat graphical user interface after potentiostat connected in the process of 
adding an experiment. 
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