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ABSTRACT

Essays in Asset Pricing and Macroeconomics

Yizhaq Kleshchelski

In this dissertation we analyze the decision process of �rms and individuals along two

dimensions which are central to the �eld of asset pricing and macroeconomics. In the

�rst chapter, we study the pricing decision of the �rm in a framework where customer

base matters. Surveys of managers show that the main reason why �rms keep prices

stable is that they are concerned about losing customers or market share. We construct

a model in which �rms care about the size of their customer base. Firms and customers

form long-term relationships because consumers incur costs to switch sellers. In this

environment, �rms view customers as long-lived assets. We use a general equilibrium

framework where industries and �rms are bu¤eted by idiosyncratic marginal cost shocks.

We obtain three main results. First, cost pass-through into prices is incomplete. Second,

the degree of pass-through is an increasing function of the persistence of cost shocks.

Third, there is a non-monotonic relationship between the size of switching costs and

the rate of pass-through. In addition, we characterize the heterogenous response across
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industries to marginal cost shocks. The implications of our model are consistent with

empirical evidence. We also show an application to the �eld of international economics.

In the second chapter we study the quantitative implications of the interaction between

robust control and stochastic volatility for key asset pricing phenomena. We present an

equilibrium term structure model in which output growth is conditionally heteroskedas-

tic. The agent does not know the true model of the economy and chooses optimal policies

that are robust to model misspeci�cation. The choice of robust policies greatly ampli�es

the e¤ect of conditional heteroskedasticity in consumption growth, improving the model�s

ability to explain asset prices. In a robust control framework, stochastic volatility in

consumption growth generates both a state-dependent market price of model uncertainty

and a stochastic market price of risk. We estimate the model and show that the model

is consistent with key empirical regularities that characterize the bond and equity mar-

kets. We also characterize empirically the set of models the robust representative agent

entertains, and show that this set is statistically �small�.
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CHAPTER 1

Introduction

The behavior of prices is central to the �eld of macroeconomics. The behavior of

asset prices is central to the �eld of �nance. This dissertation aims at furthering our

understanding of these topics by examining the decisions �rms and individuals make..

How prices respond to shocks, how strongly and how fast they react to changes in

the economic environment are all questions which have long interested macroeconomists.

The answers are crucial for understanding, among others, the role of monetary policy

and the transmission of shocks across countries and sectors. Over the last decades, many

theories have been put forward to explain why prices appear sluggish or �sticky�. Yet,

when surveyed directly about their pricing strategies, managers�actual concerns rarely

coincide with the mechanisms most commonly used in macro models. The objective of

the �rst part of this dissertation is to characterize and analyze a framework where price

dynamics are a¤ected by the existence of ongoing relationships between the �rm and its

customers. This environment rationalizes the �nding that managers identify customer

relations as one of the main reasons for keeping prices stable.

The second part of this dissertation studies the implications of the interaction between

robust control and stochastic volatility for key asset pricing phenomena. We quantitatively

show that robustness, or fear of model misspeci�cation, coupled with state-dependent

volatility provides an empirically plausible characterization of the level and volatility of

the equity premium, the risk free rate, and the cross-section of yields on treasury bonds.
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We also show that robustness o¤ers a novel way of reconciling the shape of the term

structure of interest rates with the persistence of yields. Finally, we quantify the level of

robustness encoded in agents�behavior.
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CHAPTER 2

Market Share and Price Rigidity (joint with Nicolas Vincent)

2.1. Introduction

This paper analyzes real rigidities in �rms�pricing decisions. We focus on the following

phenomenon: pass-through from marginal cost to prices is often incomplete. The most

obvious example of �incomplete pass-through�is the relatively small impact of exchange

rate changes on the retail price of imported goods. There is also evidence of incom-

plete pass-through from wholesale to retail prices.1 Using aggregate time-series data, Bils

(1987), Rotemberg and Woodford (1999) and Altig, Christiano, Eichenbaum and Linde

(2005) argue that prices are less volatile than marginal cost.

There are many theoretical reasons proposed as to why prices are more stable than

marginal cost.2 In surveys, �rms report that the main reason they wish to keep prices

stable is that they are concerned about losing customers or market share. In contrast,

�rms give much less weight to factors such as menu costs and costly information which

are often emphasized as explanations for price rigidity.

1Examples of incomplete pass-through exist in a variety of contexts: see Campa and Goldberg (2002)
and Burstein, Eichenbaum and Rebelo (2005) for the case of exchange rates; Besanko, Dubé and Gupta
(2005) on the relationship between wholesale and retail prices; Borenstein, Cameron, Gilbert (1992) for
gas prices; Neumark and Sharpe (1992) for interest rates; and Peltzman (2000) for a variety of sectors.
2See for example Ball and Romer (1990) and the references therein, modern DSGE models with nominal
rigidities (Christiano, Eichenbaum and Evans (2005) and Rotemberg and Woodford (1997)), non-constant
elasticities of consumer demand (e.g. Dotsey and King (2005)), or costly information (Wiederholt and
Mackowiak (2006)).
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The interaction between �rms and customers has received surprisingly little attention

in the macroeconomic literature.3 The standard framework of monopolistic competition

used in macro models is the one developed by Dixit and Stiglitz (1977). Despite its

many virtues, it cannot generate incomplete cost pass-through in the absence of nominal

frictions. Moreover, in this model there is no distinction between the extensive margin of

sales (the number of customers) and the intensive margin (the quantity sold per customer).

We construct a model in which �rms care about the size of their customer base. Con-

sumers decide how much of a good to consume and which �rm to buy it from. Firms and

customers form long-term relationships because consumers incur costs to switch sellers.

In this environment �rms view customers as long-lived assets. Consequently, they face an

intertemporal tradeo¤ between increasing current pro�ts and building market share for

the future.

We embed our model of imperfect competition into a general equilibrium framework

where industries and �rms are bu¤eted by idiosyncratic marginal cost shocks. We obtain

three main results. First, pass-through is incomplete. Second, the degree of pass-through

is an increasing function of the persistence of cost shocks. Third, there is a non-monotonic

relationship between the size of switching costs and the rate of pass-through. When

switching costs are low, customers are likely to leave in the future and are therefore of

little value to the �rm. Consequently, �rms pass-through a large fraction of marginal cost

changes into their prices. As switching costs increase, customers become more attached

3A notable exception is Rotemberg (2005). In that paper �rms are reluctant to raise prices if they fear
that consumers will view the new price as �unfair�. Schmitt-Grohé, Uribe and Ravn (2006) study a
model with habit persistence at the good level which can also be related to ours. Other studies include
Amano and Hendry (2003) and Ireland (1998). They focus respectively on aggregate in�ation persistence
and the markup patterns over the business cycle.
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and valuable, and pass-through falls. However, when switching costs are so high that

customers never switch, the extensive margin is irrelevant and prices move one for one

with marginal costs.

The third result implies that there is interesting heterogeneity in the price response

across industries following marginal cost shocks. We argue that the model�s predictions

are in line with the available empirical evidence. Price-setting surveys show that �rms

which are most concerned about customer relations and with the highest proportion of

repeat customers report more stable prices.

Our results are of interest to macroeconomists for at least two reasons. First, to

understand how �rms respond to idiosyncratic shocks is inherently interesting given the

prevalence of such shocks. Second, it is well known that nominal frictions must be com-

bined with real rigidities in order for nominal shocks to have signi�cant and persistent

real e¤ects. We conjecture that a combination of our model with Lucas-style imperfect

information about the nature of shocks is a promising research avenue.

The outline of this chapter is as follows. Section 2.2 provides an overview of the

motivating evidence. Sections 2.3 and 2.4 describe the economic environment as well

as the maximization problems faced by households and �rms, and the predictions of

the model in a static environment. Section 2.5 presents our �ndings for the dynamic

environment and explains the intuition behind the results, while Section 2.6 explores two

extensions to the basic framework. Section 2.7 illustrates an application in the context of

international economics and Section 2.8 concludes.
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2.2. Motivating Evidence

As the list of candidate theories for price rigidity expands, some researchers took to the

task of asking �rms directly about their pricing behavior. In these studies, managers are

asked to rank or assign scores to a number of popular economic theories which are expained

to them in non-technical terms. While one might suspect that wording and interpretation

issues could hinder the usefulness of such exercise, there is in fact remarkable homogeneity

in �ndings across countries.

Table 2.1 reports some evidence from Fabiani et al. (2005). It gathers and summarizes

the results from a number of price-setting surveys regarding the relative importance of

various theories of price rigidity. The striking feature behind this evidence is the impor-

tance that �rms attach to factors linked to �customer relations�, despite the fact that the

actual theory this category refers to may di¤er across surveys. For example, it includes

the implicit contract theory of Okun (1981) where �rms keep prices stable in order to

build long-term relationships with their customers; the desire of sellers to maintain mar-

ket share; or their fear of antagonizing customers. Blinder et al. (1998) observe that �rms

often volunteer similar explanations when asked open-ended questions on price rigidity.

While it might be di¢ cult to determine which of these variants is most relevant, our em-

phasis on factors related to customer base and market share appears clearly in line with

�rms�actual concerns.

Paradoxically, the two mechanisms which have probably garnered the most attention

in the state-dependent literature on price stickiness are considered less important by �rms.

When managers are asked whether price rigidity might be the product of menu costs or

costly information gathering, they invariably rank such theories very low. This result is
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: Theories Behind Price Rigidity

Euro US CA SW UK BE ES FR NL AT PT

Customer relations 1 4 2 1 5 1 1 4 1 1 1

Menu costs 8 6 10 11 11 9 6 6 7 8 7

Costly information 9  10 13  8 7   7 

# of theories 10 12 11 13 11 10 9 7 8 10 9

Note: Rank of di¤erent theories based on �rm surveys.
Source: Fabiani et al. (2005)

in line with the case study of Zbaracki, Ritson, Levy, Dutta and Bergen (2004): they �nd

that physical menu costs are very small, while customer costs represent 75% of the cost

of changing prices. However, this is not to say that those two theories are irrelevant: Ball

and Romer (1990) have shown that even small menu costs coupled with some real rigidity,

in the spirit of the one we are studying in this chapter, can generate signi�cant nominal

price rigidity. Nonetheless, from the perspective of price setters, they do not appear to

be the main impediments to price �exibility.

There is also evidence that the degree of price rigidity is related to customer base

concerns. The survey on price-setting conducted in Canada by Amirault, Kwan and

Wilkinson (2006) o¤ers evidence that there is a signi�cant correlation between the im-

portance of customer relations and price stickiness. They report that �customer relations

costs have a very high level of acknowledgement among �rms with the stickiest prices.

Seventy-six per cent of �rms who change their prices only once or not at all during the

year recognize this factor as a source of price rigidity� compared with 37% who adjust

prices more than 52 times a year. This di¤erence is statistically signi�cant.
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Not surprisingly, �rms with a higher fraction of repeat customers are also those who are

more concerned about factors linked to customer relations. For example, in the survey of

Apel, Friberg and Hallsten (2005), �the mean score given to the implicit contract theory is

3.06 [on a scale of 1 to 4] for �rms with at least 90% of sales to regular customers, whereas

the mean score is 1.94 for �rms with less than 10% of their sales to regular customers.�

Similar �ndings emerge from the studies by Hall, Walsh and Yates (1997) for the UK

and Kwapil, Baumgartner and Scharler (2005) for Austria. In addition, there is evidence

that �rms with a higher proportion of repeat customers tend to have more rigid prices.

Aucremanne and Druant (2005) �nd that 43% of sticky-price �rms have more than 50% of

repeat customers, versus 28% for �exible-price �rms. Similarly, Hall et al. (1997) report

�that companies with a greater proportion of long-term customer relationships reviewed

and changed prices less frequently than the others.�

Recent laboratory studies have also found evidence that price rigidity is more pro-

nounced in a customer market than in an anonymous market. Cason and Friedman

(2002) report that in their experiment, when sellers and buyers enter long-term relation-

ships (here because customers face some costs of switching supplier), sellers will often

absorb a portion of their cost changes in order to preserve their customer base. Similarly,

Renner and Tyran (2004) �nd that �many sellers do not respond to the cost shock by in-

creasing prices [...] because they hope to reap the gains from trading with loyal customers

in the remaining periods of the game.�

A number of studies have recently looked into the behavior of individual prices. Bils

and Klenow (2004) analyze a dataset of prices collected by the BLS for the U.S. economy,

and similar research has been conducted in a number of European economies (Dhyne et
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al. (2005)) and other countries (Gagnon (2006)). Despite di¤erences across datasets,

some robust �ndings emerge. First, there is overwhelming evidence that most products

exhibit a signi�cant degree of price stickiness: the average monthly frequency of price

adjustment is 25 percent in the US and 15 percent in the Euro area. There is, however,

considerable heterogeneity in price rigidity along various dimensions. Across categories,

services invariably display the stickiest prices, whereas energy goods and unprocessed

food prices are the most �exible. Even within categories, there are large di¤erences across

products (see Table 2.2). Within services, for example, prices are substantially more rigid

in sectors which are typically characterized by long-term relationships between �rms and

customers (e.g. barbers, beauty services, legal and medical services, etc.). In addition,

studies �nd that traditional corner shops, which arguably have more stable and longer-

lived business relationships with their customers, display a signi�cantly higher degree of

price rigidity than supermarkets, even after controlling for the type of good.4 We develop

a theory consistent with such �ndings.

We analyze �rms� pricing decisions following sector- and �rm-level marginal cost

shocks. As pointed out by Golosov and Lucas (2003) and Klenow and Willis (2006),

datasets of individual prices show little economy-wide synchronisation of price changes,

signi�cant �uctuations in relative prices, as well as price drops which are almost as com-

mon as price increases, suggesting a predominant role for non-aggregate shocks. Fabiani

et al. (2005) present evidence from a number of European countries which suggests that

there is also little synchronization within sectors. They use a statistical measure which

4See for example Baudry, Le Bihan, Sevestre and Tarrieu (2004). They �nd that for their reference
product, supermarkets are on average twice as likely to change their prices each month compared to
traditional corner shops or service outlets.
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Table 2.2: Monthly Frequency of Price Changes

Services Durable goods Nondurable goods
Barber shops 3.9 Plumbing supplies 6.0 Magazines 8.6

Medical services 4.5 Eyeglasses 8.9 Snacks 9.5

Nursing and home care 9.2 Garden supplies 15.5 Wine at home 19.3

Gardening services 11.4 Kitchen furniture 24.1 Cola drinks 38.8

Repair of appliances 16.9 Televisions 31.0 Potatoes 47.3

Automotive repairs 18.5 New cars 39.1 Regular gasoline 78.9

Source: U.S. data, Bils and Klenow (2004)

ranges between 0 and 1, with 1 indicating perfect synchronisation, and �nd that the

median value across sectors ranges from 0.13 to 0.48 depending on the country. How-

ever, Veronese, Fabiani, Gattulli and Sabbatini (2005) using Italian data show that this

conclusion is highly dependent on the treatment of geography. When product categories

also take into account the geographical location of price quotes (e.g. milk in Rome, milk

in Milan, etc.), they �nd that prices are substantially more synchronised: the median

synchronisation ratio rises from 0.24 to 0.46. Their �nding is consistent with the ob-

servation that synchronisation is higher for smaller countries, where markets are more

geographically integrated. This evidence suggests a signi�cant role for sectoral shocks in

addition to �rm-speci�c disturbances. Also, using factor-augmented vector autoregres-

sions and disaggregated price data, Boivin, Giannoni and Mihov (2007) �nd that �most

of the �uctuations in sectorial in�ation rates are due to sector-speci�c factors.�

There are a number of conclusions we draw from the evidence in this section. First,

a wide range of surveys �nd that �rms consider factors linked to their customer base

to be the main rationale behind keeping prices stable. They also reveal that there is a
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strong relation between the importance of customer relations, the proportion of repeat

customers, and the degree of price stickiness. We show that services, and in particular

those sectors where buyer/seller relationships are important, display the most rigid prices.

In the next section, we describe a model that can rationalize these �ndings.

2.3. A macro model with market share dynamics

We develop a tractable model based on micro-foundations in which �rms are rationally

concerned about their market share position. Our model builds on the work of Ball

and Romer (1990) and extends it to a dynamic version based on the standard imperfect

competition framework.5 As such, it collapses to the well-known Dixit-Stiglitz model in

certain special cases. The central mechanism is related to the customer market literature

(e.g. Phelps and Winter (1970)) under imperfect information (see Stiglitz (1979) and

Woglom (1982)).

The environment is comprised of households who consume and provide labor, and �rms

who produce consumption goods. However, unlike a standard model, the consumption

decision here is two-dimensional: households decide not only how much of a particular

good to consume, but also which �rm to buy it from. The decision to switch supplier is a

function of the relative price and a switching cost. The ensuing customer base dynamics

render the �rm�s problem intertemporal.

5The static version of Ball and Romer (1990 is used to investigate the interaction of real and nominal
rigidities. See also Ireland (1998) for a related extension based on a one-good economy. The objective
there is to study the impact of customer �ows on the cyclical behavior of markups.
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2.3.1. Households

The economy is composed of a continuum of sectors, each producing a good indexed by

i 2 [0; 1]. In each sector, there is an in�nite number of �rms, each selling a distinct brand

k 2 [0; 1].6 While goods are imperfect substitutes, brands are homogenous and perfectly

substituable.

Households are in�nitely lived and denoted by j 2 [0; 1] � [0; 1]. Each household j

consumes only one brand k of good i.7 It derives disutility from labor lj and utility from

a basket of goods ~cj, and solves the following problem:

maxU j0 = E0

1X
t=0

�tu
�
~cjt ; l

j
t

�
u
�
~cjt ; l

j
t

�
=

�
~cjt
�1��

1� � � �
�
ljt
�1+�

1 + �

~cjt =

8<:
1Z
0

��
�jit
��sjit cjit� �1 di

9=;


�1

(2.1)

subject to

1Z
0

pjitc
j
itdi+ E0rt+1b

j
t+1 = b

j
t + wtl

j
t +�t

6Throughout the paper we use the terms �supplier�, �producer�, ��rm� and �seller� interchangeably.
Also, we sometimes refer to a �sector�when talking about the set of �rms which produce a similar good
i.
7This is an assumption of the model. However, because the brands are perfect substitutes, the intro-
duction of an in�nitesimal cost of consuming a given brand would make it an optimal choice for the
household.
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where E is the expectation operator,  is the elasticity of substitution between varieties,

and � is the inverse of the elasticity of intertemporal substitution, or risk aversion para-

meter. The household supplies homogenous labor and earns the economy-wide nominal

wage rate wt. Households also have access to complete state-contingent claims markets.

The stochastic discount factor is given by rt+1 such that Etrt+1b
j
t+1 is the price at time 0

of a random payment bjt+1 in period t + 1 (we also impose a no-Ponzi-game constraint).

Each household receives an equal share of the period t pro�ts from the �rms, �t. To avoid

confusion, we denote by ~x any variable x which refers to the aggregate basket of goods.

Our consumption aggregator (2.1) takes into account the switching decision of the

household: we write sjzt = 1 if household j switches seller for good z at time t and 0

otherwise. Clearly, the endogenous choice by the consumer to leave his current seller will

be a function of the parameter �jit, which quanti�es the utility implications for household

j of changing the brand of good i at time t: ceteris paribus, a higher �jit reduces the

incentive of the consumer to switch brands. We will refer to � as a switching cost. At

time t, the household draws a new independently and identically distributed idiosyncratic

switching cost �jit 2
�
�; �
�
, � � � > 0 from a known time-invariant continuous distribution

with a cumulative distribution function F and probability density function f .8

We do not rule out � < 1: there are instances when a customer will �nd it optimal

to leave his current seller even if the relative price is low. That brand switching occurs

for non-price reasons is widely acknowledged in the marketing literature (see for example

Ganesh, Arnold and Reynolds (2000) and Keaveney (1995)). Reasons may include poor

product and service quality, inconvenience, relationship quality, etc. We model these

8An alternative interpretation would be that the switching cost is constant over time and common across
households, but that consumers are hit by i.i.d. taste shocks. The sum of the two would correspond to �.



24

exogenous factors by allowing for low values of the switching cost �. Consequently, our

model implies that in steady state a non-zero mass of customers switches suppliers every

period.

The timing of household j�s sequence of decisions for the purchase of a typical good i

is as follows: In period t� 1, household j bought good i from one, and only one, supplier

k which we call his �home seller�. At time t, after drawing a switching cost, �jit, the

household observes the price pit (k) set by his home seller as well as the distribution of

prices of other brands of good i over the unit interval. We denote the continuum of all

sector prices as fpit (l)gl2[0;1]. The consumer can then decide to remain with his home

seller and pay pit (k), in which case we denote his decision by s
j
it = 0. Conversely, he can

opt to switch and be randomly assigned to a di¤erent seller (sjit = 1). Random matching

is consistent with our assumption of imperfect information (households only know the

distribution of sector prices). A consumer can only switch once per period. Finally, he

decides the quantity of good i to buy, cjit.

From the household�s problem, the optimality conditions with respect to ljt and b
j
t+1

are standard:

(2.2) �
�
ljt
��
= �jtwt

(2.3) �jtEtrt+1 = �Et�
j
t+1:
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The �rst-order condition with respect to good i yields:

(2.4)
�
~cjt
� 1

�� �

�jit
� sjit(1�)


�
cjit
�� 1

 = �jtp
j
it

where �jt is the multiplier on the household�s budget constraint. We can rewrite the budget

constraint as:

~pjt~c
j
t + E0rt+1b

j
t+1 = b

j
t + wtl

j
t +�t

where the price index for the basket of goods ~pjt is household-speci�c. The �rst-order

condition with respect to ~cjt yields:

(2.5)
�
~cjt
���

= �jt ~p
j
t :

Using the optimality conditions (2.4) and (2.5), we get a general demand function of

household j for good i as a function of the switching decision sjit:

(2.6) cjit =

8><>:
�
pjit
~pt

��
~cjt if sjit = 0�

�jit
�1� �pjit

~pt

��
~cjt if sjit = 1:

If �rm k is the home seller, then the relevant price when the household decides to stay

is pjit = pit (k), whereas it is a random draw from the set of prices fpit (l)gl2[0;1] in the

event of a switch. As each consumer faces di¤erent prices, the aggregate price index ~pjt

is household speci�c. However, in the symmetric equilibrium, this will no longer be the

case.

2.3.1.1. Switching decision. In order to facilitate the exposition of the switching de-

cision of the consumer, we consider a recursive representation of the household�s problem.
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Since there is a continuum of goods we can focus on the choice to switch in one sector i

in isolation and disregard other variables which are invariant to the switching decision.

We denote the sequence of future prices charged by �rm k as pti(k) = fpit+z(k)g
1
z=0.

As we need to keep track of the distribution of prices, we write the collection of price

sequences for good i as fpti (l)gl2[0;1]. We can then de�ne the value for a consumer of

staying (sit = 0) with his home seller k as:9

V0
��
pti
	
; pti (k)

�
= U [cit (pit (k))] + �Emax

264 V0 ��pt+1i

	
; pt+1i (k)

�
;

V1
��
pt+1i

	
; �it+1

�
375

Recall that when making the switching decision, the household has already observed

the price of its current supplier, hence the instantaneous utility at time t is known. The

expression for the continuation value indicates that the consumer will face a similar choice

tomorrow. The expected value of leaving (sit = 1) the home seller is given by:

V1
��
pti
	
; �it
�
=

1Z
0

Mit�1 (l)

8><>:U [cit (pit (l) ; �it)] dl + �Emax
264 V0 ��pt+1i

	
; pt+1i (l)

�
;

V1
��
pt+1i

	
; �it+1

�
375
9>=>; dl:

The expression corresponds to an expected value because the consumer only knows

the distribution of sectoral prices at the time of switching. Once he decides to switch,

we assume that the probability of being matched with seller l is proportional to its pre-

vious period�s market share, which we denote as Mit�1 (l). This is similar to Phelps and

Winter (1970), and simply implies that big �rms will get a larger fraction of the mass of

9While pti (k) is technically part of fptig, we write it separately to emphasize that the consumer knows
only the price charged by his home seller, as well as the distribution of prices within the sector.



27

switchers.10 In addition, the realized switching cost is now an inherent part of the value

function since it determines the utility at time t.

The threshold switching cost, denoted by b�it, is the one which makes the consumer
indi¤erent between switching and staying:

(2.7) V0
��
pti
	
; pti (k)

�
= V1

h�
pti
	
;b�iti :

That is, all customers for which �jit > b�it will remain with their home supplier of good
i while all those with �jit � b�it will �nd it optimal to switch.
2.3.2. Firms

A �rm in this environment is indexed by a pair g 2 G indicating the good and the brand,

where G � f(i; k) : i 2 [0; 1] ; k 2 [0; 1]g. Clearly, the �rm is atomistic and will take the

aggregate variables as well as the decisions of its competitors as given. Mit (k) denotes

the mass of customers of �rm (i; k) at time t. We refer to Mit (k) as the �market share�

or �customer base�.

Consider the problem of a seller k of good i who comes into period t with a market

share Mit�1 (k). The �rm observes the realization of a sector-speci�c productivity shock

at time t which is common to all producers in sector i and ponders the possibility of

changing its price pit (k).11 Based on its pricing decision, the �rm�s current customers

then optimally decide between staying or leaving their home seller. When changing its

relative price supplier k a¤ects the threshold switching cost b�it (k): if it increases its price
more customers will now �nd it optimal to switch brand, which raises b�it (k). This will
10It is easy to verify that the condition

R 1
0
Mit�1 (l) dl = 1 is satis�ed every period.

11In Section 2.5.2, we also consider �rm-speci�c shocks under a special case.
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lead to a depletion of the �rm�s customer base available next period. Note that this

dimension is entirely missing from Ball and Romer (1990): in their framework, sellers and

buyers are randomly matched every period, with the consequence that any change in the

mass of customers today has no impact on future pro�ts.

To determine the evolution of market share, we de�ne two groups of customers over

which the �rm is not allowed to price discriminate. The �rst group corresponds to repeat

customers: it consists of consumers who bought from �rm k at t � 1 and who, after

observing �rm k�s price as well as the distribution of prices within sector i, have decided

against switching. Their mass corresponds to the portion of customers from last period,

Mit�1 (k), who draw a switching cost larger than b�it (k):
MR
it (k) =Mit�1 (k)

h
1� F

�b�it (k)�i :
The assumption that customers have to draw a new i.i.d. switching cost every period

is crucial here: if we did not impose this assumption, we would need to keep track of

the distribution of current customers, indexed by their respective �. Instead, the mass of

customers that the �rm keeps from one period to the next is distributed according to the

time-invariant distribution F .

The second group is composed of new customers who randomly arrive from other

sellers. As in Phelps and Winter (1970), we assume that the rate at which a �rm attracts

new customers is proportional to its previous period�s market share. In other words, big

�rms will get a larger fraction of the mass of switchers.12 Since consumers are randomly

matched and are not allowed to switch more than once per period, �rm k�s actions today

12Such an assumption implies that the growth rate of the market share is independent of the size of the
�rm. This is also known as Gibrat�s law, and it has received empirical support in the literature.
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have no impact on the arrival rate of customers in period t. The mass of new customers

is given by:

MN
it (k) =Mit�1 (k)

1Z
0

Mit�1 (l)F
�b�it (l)� dl

and the law of motion of the customer base at time t is:13

Mit (k) = MR
it (k) +M

N
it (k)

= Mit�1 (k)

241� F �b�it (k)�+ 1Z
0

Mit�1 (l)F
�b�it (l)� dl

35 :(2.8)

Next, we turn our attention to the demand schedule faced by seller (i; k). The quantity

sold to repeat customers is:

(2.9) cRit (k) =Mit�1 (k)

1Z
b�it(k)

264 Z
j:�jit=�

�
pit (k)

~pjt

��
~cjtdj

375 d�
Since the aggregate price and consumption indexes are household speci�c, we need to

explicitly integrate over each household. Notice that the switching costs drawn do not

enter this expression, since by opting to stay with their home seller, repeat customers

avoid su¤ering any utility penalty from switching. The pricing decision has two e¤ects on

the demand of repeat customers. First, it impacts the intensive margin through the term�
pit(k)

~pjt

��
~cjt . Second, it in�uences the extensive margin by a¤ecting the lower bound of

13It is easy to verify that given the initial condition
R 1
0
Mi;�1 (k) dk = 1, it must be that (1) the mass of

switchers is equal to the mass of new customers, and that (2)
R 1
0
Mi;t (k) dk = 1, 8t � 0.
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the outer integral, b�it (k). Next, we can write the demand from new customers

(2.10) cNit (k) =Mit�1 (k)

1Z
0

cLit (l) dl

where cLit (l) is the consumption of customers leaving seller l

cLit (l) =Mit�1 (l)

b�it(l)Z
�

264 Z
j:�jit=�

�
�jit
�1� �pit (k)

~pjt

��
~cjtdj

375 d�:
Unlike the case of repeat customers the price-setting decision here only impacts the

intensive margin. The total demand schedule faced by �rm (i; k) is then simply the sum

of expressions (2.9) and (2.10):

(2.11) cit (k) = c
R
it (k) + c

N
it (k) :

The dynamic problem of a supplier k of good i is to solve the following problem:

(2.12) b�i0 (k) = max 1X
t=0

�tE0�t

�
cit (k)

�
pit (k)�

wt
zit

��

subject to (2.8) and (2.11), the linear production function cit (k) � zitlit(k) and the initial

condition Mi0 (k) = 1. wt
zit
corresponds to the marginal cost at time t. The �rm discounts

pro�ts using the marginal value of a dollar to the households (and owners), �t, which

varies over time in the general equilibrium version of the model.14

14Technically, �t is an average of the individual �
j
t .
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When the �rm is setting its price, pit (k), it takes into account four e¤ects. First, the

�rm considers the impact on pro�t per unit sold, i.e.
�
pit (k)� wt

zit

�
; second, the e¤ect on

the intensive margin for all customers; third, the consequence on the extensive margin for

repeat customers through the impact on b�it (k); and fourth, the indirect e¤ect on future
market share. In the case of a rise in the price relative to the other brands, the �rst e¤ect

is positive (raising pit(k) increases per-unit pro�t) while all the others are negative.

Once we rewrite the problem in Lagrangean form, the �rst-order condition with respect

to cit (k) is given by:

(2.13) pit (k)�
wt
zit
= �it(k)

where �it (k) is the Lagrange multiplier on the demand faced by the �rm. Equation (2.13)

simply equates the value for �rm (i; k) of selling one more unit of the good, �it(k), to the

per-unit pro�t, pit(k)� wt
zit
.

The optimality condition with respect to pit(k) yields

(2.14) cit (k) = ��it (k)
�
@cNit (k)

@pit (k)
+
@cRit (k)

@pit (k)

�
� vit (k)

@MR
it (k)

@pit (k)

where vit(k) is the Lagrange multiplier associated with the law of motion of the customer

base (2.8). To gain intuition for (2.14), consider the case of an increase of one unit in the

price pit (k). The left-hand side gives the bene�t of such action: it raises revenues by the

quantity sold. The right-hand side de�nes the costs. First, raising the price means that

demand from both new and repeat customers will fall, through the quantity consumed of

each customer for both groups as well as the extensive margin for repeat customers. The

last term identi�es the negative impact on the mass of customers which will be available
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for the future: it multiplies the marginal value of one more unit of customer base, vit(k),

by the change in market share following the price increase.

Finally, the derivative of the Lagrangean with respect to the market share Mit(k) is:

vit (k) = �Et
�t+1
�t
�it+1 (k)

�
@cNit+1 (k)

@Mit (k)
+
@cRit+1 (k)

@Mit (k)

�
+�Et

�t+1
�t
vit+1 (k)

�
@MN

it+1 (k)

@Mit (k)
+
@MR

it+1 (k)

@Mit (k)

�
:(2.15)

Equation (2.15) describes the composition of the marginal value of the market share,

which is purely forward-looking.15 First, raising the customer base increases sales tomor-

row by having a larger mass of repeat customers as well as attracting more new consumers

(since the �rm is now larger). Both e¤ects are evaluated by the marginal value to the

�rm of selling one more unit, �it+1(k). Second, it boosts the mass of customers available

in the future, which has an expected value of vit+1 (k). On the basis of these �rst-order

conditions, it becomes clear that it is the dynamic nature of the market share, through

the presence of vit (k), which renders the �rm�s problem intertemporal.

2.3.3. Reaction of the extensive margin

We still need an expression for the impact of the pricing decision on the extensive margin

of repeat customers. Consider for example this term from equation (2.14):

@MR
it (k)

@pit (k)
= �Mit�1 (k) f

�b�it (k)� @b�it (k)
@pit (k)

:

15Today�s market share, Mit (k), does not enter the demand schedule at time t. Instead, it only a¤ects
the �rm�s problem because it corresponds to the mass of customers which the �rm will start with at t+1.
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The expression @b�it (k) =@pit (k) determines the reaction of the threshold switching
cost to price changes. b�it (k) is only implicitly de�ned by the following relation, which is
a function of all future prices:

(2.16) V0
��
pti
	
; pti (k)

�
= V1

h�
pti
	
;b�it (k)i :

This setup exhibits a time-consistency problem: customers will be less inclined to

switch away from home seller k if it promises to charge low prices in the future. Hence,

�rms have an incentive at time t to announce low future prices, but later renege on their

promises. To deal with this problem, we assume that �rms cannot commit to future

prices. Instead, all agents in the model form expectations about pt+1i (k) by solving �rm

k�s problem sequentially.

The problem is further complicated by another issue. Consider a �rm (i; k) which raises

its relative price at time t. Through its action, the seller will a¤ect the customer base in

the future. As the state of the �rm at t + 1 has changed, it should impact consumers�

expectations about future prices. This, in turn, has an e¤ect on the forward-looking

switching decision of customers at time t. In other words, the object @b�it (k) =@pit (k)
a¤ects the �rm�s pricing decision, and vice-versa.

A characteristic of our model allows us to circumvent this recursion. First rewrite the

�rm�s problem at time t as:

b�it (k) = max 1X
�=t

���tEt���i� (k)
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where

�i� (k) = ci� (k)

�
pi� (k)�

w�
zi�

�
:

It is evident from (2.9), (2.10), and (2.11) that the demand schedule faced by the �rm

is proportional to last period�s market share, which allows us to rewrite instantaneous

pro�ts as

�i� (k) =Mi��1 (k) ĉi� (k) [pi� (k)�mci� ]

where ĉi� (k) = ci� (k) =Mi��1 (k) is not a function of Mi��1 (k) anymore. We know from

the law of motion of the customer base, (2.8), that the market share at any point in the

future is proportional to the initial condition

Mi� (k) =Mit�1 (k)
�Y
y=t

241� F �b�it (k)�+ 1Z
0

Mit�1 (l)F
�b�it (l)� dl

35
which allows us to express pro�ts in any period � > t as

�i� (k) =Mit�1 (k)	i� (k)

where

	i� (k) =

��1Y
y=t

241� F �b�it (k)�+ 1Z
0

Mit�1 (l)F
�b�it (l)� dl

35 ĉi� (k) [pi� (k)�mci� ] :
Finally, the maximization problem of the �rm at time t becomes:

(2.17) b�it (k) =Mit�1 (k) max
fpit(k)g

1X
�=t

���tEt��	i� (k)
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where �� and 	i� (k) are not functions of Mit�1 (k). As the mass of customers the �rm

is starting with acts only as a scale factor in (2.17), we know that it has no e¤ect on the

pricing decision. This is a crucial �nding: it implies that if seller k changes its price at

time t, it will not a¤ect customers�expectations about future prices, even if the market

share is perturbed.16 Formally, from the point of view of any consumer j we now know

that:
@Ejt pit+s (k)

@pit (k)
= 0, 8 s � 1:

This result allows us to �nd the derivative of the threshold switching cost with respect

to price from (2.16) by applying the implicit function theorem. We refer the reader to

Appendix 1 for the details and note that the object of interest is given by:

(2.18)
@b�it(k)
@pit(k)

=
�b�it(k)�

24 1Z
0

�
pit(k)

pit (l)

�
pit (l) dl

35�1 :
2.3.4. Equilibrium and steady state

Since our focus will be on sector-speci�c shocks, we consider a symmetric equilibrium

where all �rms within each sector start in the �rst period with equal mass of customers

Mi;�1 (k) = 1 and set the same price pit (k) = pit 8k; t. This implies that Mit(k) = 1,

cit (k) = cit, �it(k) = �it and �it(k) = �it for all k; t. Households are not perfectly identical

in equilibrium: for a particular good, some switch at time t while others stay with their

home seller. However, the relevant aggregate variables ~pjt , ~c
j
t and �

j
t are not household-

speci�c anymore, even if we do not impose symmetry across sectors. We prove this result

16In other words, this property allows us to focus on Markov perfect equilibria where the �rm�s pricing
decision is not a function of its past actions.
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in Appendix 2 and derive the expression for ~pt. We also prove that under symmetry:

cit = A (1)

�
pit
~pt

��
~ct

where

A (1) = 1� F (1) +
1Z
�

�1�dF (�)

and the �rst-order conditions become

(2.19) �it = pit �
wt
zit

(2.20) cit = �itA (1)

�
pit
~pt

���1
~ct
~pt
+ �it

1

pit
f (1)

�
pit
~pt

��
~ct + vitf (1)

1

pit

(2.21) vit = �Et
�t+1
�t
�it+1A (1)

�
pit+1
~pt+1

��
~ct+1 + �Et

�t+1
�t
vit+1:

As a side note, the short-run elasticity of the demand for a single producer around the

symmetric equilibrium is given by

(2.22) �cit(k);pit(k)
pit(k)

pit
=1

=  +
f (1)

A (1)
:

In this framework the elasticity faced by a particular seller is greater than in the Dixit-

Stiglitz case, where it simply equals : f (1) represents the marginal movement in the

extensive margin due to the price change, and it is de�ated by the size of the taste-adjusted

mass of customers. One can also show that a �rm which charges pit (k) > pit, permanently,
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will eventually see its market share vanish. Therefore, the long-run elasticity faced by the

�rm is in�nite, i.e. for any pit (k) = pit + " where " > 0, we have that lim
t�!1

cit (k) = 0.

The steady state values of the control variables are:

pi =
w

zi

�
 +

f (1)

A (1)
+
�f (1)

1� �

� �
 +

f (1)

A (1)
+
�f (1)

1� � � 1
��1

�i = pi �
w

zi

ci = A (1)

�
pi
~p

��
~c

vi =
�

1� ��ici(2.23)

Despite the fact that the long-run elasticity is in�nite, the steady state gross markup

is larger than one. This is because �rms discount future pro�ts by � < 1, which means

that in the limit they put no weight on the possibility that sales will eventually vanish.

However, it is clear that the markup goes to 1 as � ! 1. In most parameterizations, we

�nd that the steady state markup is indeed very small because of the competition from

other sellers of the same good.

2.4. Analytics under the static case

As is typically the case with this type of forward-looking model, we cannot derive

closed-form solutions for the various endogenous variables. An exception is when the

�rm�s problem is static: when � = 0 �rms do not care about the future, and hence only

consider the impact of their pricing decisions on the current period�s mass of customers

and their level of consumption. This can be seen directly from (2.21), which implies that

vit = 0 when � = 0 and thus breaks the intertemporal aspect of the �rm�s problem. As
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we later argue that it is the dynamic elements that arise from our model which deliver

the important results, we �rst show that if the �rm�s problem is static, the equilibrium is

indeed one where the standard predictions of the Dixit-Stiglitz model hold.

Since vit = 0, we can express the price pit as only a function of some parameters and

the current marginal cost mcit = wt
zit
:

(2.24) pit =

�
A (1) + f (1)

( � 1)A (1) + f (1)

�
mcit:

The assumptions about the distribution of the switching cost, �, have an impact on

the level of the markup. In the special case where the distribution is such that A (1) = 1

and f (1) = 0, the markup is simply equal to 
(�1) , similar to the Dixit-Stiglitz case.

Most importantly, (2.24) implies that the cost pass-through is complete in the static

version of our model: a rise of 5% in the marginal cost will translate into a 5% increase in

prices. This is similar to the result in a standard Dixit-Stiglitz framework. In Appendix

3, we prove that such a strategy is the unique symmetric equilibrium, that is independent

of our parameterization, and in particular holds for any distribution of �.

2.5. Pricing when customer base matters

In this section we solve for the equilibrium prices and quantities and discuss the

properties of the model.

2.5.1. Sectoral shocks and pricing

We focus our attention on a setting where a sector i is hit by idiosyncratic productivity

shocks, common to all the �rms within that sector, and study the pricing behavior of a
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typical seller k. The atomistic nature of sector i implies that the aggregate consumption

and price levels, ~ct and ~pt, the marginal utility, �t, as well as the wage rate, wt, are

all time-invariant, and we therefore drop their time subscripts.17 The law of motion of

sectoral productivity is given by:

ln (zit) = �z ln (zit�1) + "
z
it

where "zit is a shock speci�c to sector i. We need to solve for pit, cit, �it, and �it.

For our benchmark parameterization we pick values which are comparable to those

found in the literature and later show the impact of each of them on our results. We set � =

0:99 and  = 5, which is in line with the parameters estimated by Christiano et al. (2005)

for a quarterly model of the U.S. economy. We have no strong prior on the distribution of

�; the evidence on switching costs is generally limited to very speci�c industries, and it is

unclear how these estimates could be directly linked to our framework. In our benchmark,

we assume that the switching cost � is distributed lognormally, with support over the

interval (0;1), mean �ln � = 0:15 (or �� � 1:16, so that on average switching implies a

utility reduction of 16%) and variance �ln � = 0:1. This parameterization implies that in

equilibrium about 7% of customers in a particular sector will want to switch supplier in a

given period (F (1) ' 0:07) and that the expected duration of a match is about 3 years.

The role of the distributional assumptions is carefully analyzed in a later section. We use

Dynare to solve the model by linearization techniques and compute the impulse responses.

We start by considering a negative productivity shock which raises the marginal cost of

17The values chosen for those variables do not a¤ect the results in this section.
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all producers in sector i, w
zit
, by 1% in the �rst period. As a benchmark, we consider i.i.d.

�uctuations in the marginal cost by setting �z = 0.

As is well known, in a standard Dixit-Stiglitz model such shocks imply a reaction

of the price of good i, pit, perfectly proportional to the movement in marginal cost. In

other words, the markup remains constant. As we show in Section 2.4, this is also true in

the static version of our model. However, Figure 2.1 makes it clear that the addition of

intertemporal market share considerations to the standard model breaks this one-for-one

relationship between prices and marginal cost (unless otherwise stated, the values on the

y-axis correspond to percentage deviations from steady state).
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Figure 2.1: Response to a 1% increase in the marginal cost of sector i
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In response to a 1% increase in their marginal cost in period 1, �rms decide to raise

their prices in order to mitigate the negative impact on their pro�t margin. However,

unlike the Dixit-Stiglitz case, the pass-through of marginal cost to price is only about 60%.

Hence, in an environment where sectors or industries are hit by idiosyncratic marginal

cost shocks, our model yields price rigidity and a time-varying markup. Since the price of

good i rises relative to the price of other goods, cit falls as expected. In Appendix 4, we

con�rm analytically that full pass-through cannot be an equilibrium in this environment.

Pro�ts, which are small in steady state, are heavily a¤ected by the reduction in

markup.18 In fact, an interesting implication of our model is that �rms may willingly

and optimally decide to sustain instantaneous negative pro�ts for a certain period of time

in order to preserve their market share, without having any incentive to exit. This hap-

pens because in our environment, exiting in a single period has severe consequences for the

future: it implies that �rms lose a customer base which will later be di¢ cult to rebuild.19

It clearly discourages sellers from shutting down operations temporarily, a feature which

we believe is realistic and desirable.

To better understand why we obtain a time-varying markup in our model, we �rst

de�ne a new variable which corresponds to the marginal value of the extensive margin (or

18Small steady-state pro�ts are due to the low markup and the fact that we focus on a technology with
constant returns to scale. Allowing for decreasing returns would raise the level of pro�ts and make the
response in Figure 2.1 look less pronounced.
19In fact, under our assumption that the mass of switchers in a particular period is distributed across
sellers in proportion to their market share, �rms could never regain back their customer base after exiting.
But even under less extreme environments, the market share dynamics would create a strong disincentive
to exit the market only for a few periods. Also, the same rationale explains why there is no incentive for
outsider �rms to enter the market.
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of an extra customer) at time t:

(2.25) �vit = �it

�
pit
~p

��
~c+ vit:

The second term on the right-hand side corresponds to the forward-looking value of

the customer base from (2.15). In addition, repeat customers lead to additional sales at

time t, an e¤ect captured by the �rst term in (2.25). In Appendix 5, we show that under

our benchmark parameterization we can derive the following approximate relation

(2.26) cmkit � � �vi
mki

�
�Etb�vit+1 � b�vit�

where mkit = pit=mcit is the gross markup and the hatted variables refer to percentage

deviations from steady state. Equation (2.26) is central to the intuition behind our results:

it shows that the optimal markup today is directly linked to the expected movements in

the value of the extensive margin. In other words, when the marginal value of the mass

of customers is relatively high in the future, we expect the �rm to lower its markup.
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The impulse responses in Figure 2.2 con�rm this analytical relation. The solid lines

reproduce the reaction of the markup and our new variable, �vit, to the shock described

earlier (an increase in the sectoral marginal cost of 1% in period 1). When facing a rise

in marginal cost, the �rm realizes that maintaining its pro�t margin requires raising the

price proportionately. However, a higher price means that each customer now consumes

less of the good at the intensive margin, and the value of the marginal customer, �vit, is

consequently diminished. As the shock is transitory, the seller expects the environment

to go back to steady state and the value of the customer base to rise in later periods.

For a �rm facing a dynamic problem, this in turn a¤ects its pricing decision: it now

becomes optimal for the seller to absorb today a portion of the rising marginal cost into

its markup in order to attract customers who are expected to be more valuable in the

future. This mechanism results in price �uctuations which are muted relative to the

standard Dixit-Stiglitz model.

The intuition for the case of a fall in the marginal cost is simply reversed: there,

�rms would have an incentive to raise their markup today since customers are not as

valuable in the future. This result is related to Klemperer�s (1995) observation that in

an environment with switching costs, �rms will most likely respond to positive demand

conditions by raising prices because they �prefer to take pro�ts in the current period rather

than in the relatively less attractive future.� In our simulations, demand conditions are

endogenously changing through the intensive margin following price �uctuations.

Based on the intuition behind the benchmark results, one might expect that �rms

would react di¤erently based on their expectations about the persistence of the marginal

cost shock. Figure 2.3 con�rms this conjecture: as the persistence of the shock decreases,
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the relative price in sector i becomes more rigid. To understand why pass-through is

complete when �z = 1, recall equation (2.26): because the change in marginal cost is

permanent, the marginal value of the extensive margin is lower not only today but also

in all future periods. Consequently, the intertemporal substitution motive of the �rm is

irrelevant: with customers having a permanently lower value, the seller has no incentive

to deviate from the full pass-through equilibrium to invest in its market share. However,

as the shock becomes more temporary, the �rm is less and less willing to maintain its

pro�t margin intact because this would imply losing a customer base which will become

valuable again very soon.
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2.5.2. Scope of the shock and cost pass-through

So far, we have focused on the response of prices to sector-speci�c marginal cost shocks.

Under symmetry, all sellers of the same good behave similarly in equilibrium, and there

is no price dispersion at the sectoral level.

Arguably, disturbances may also be �rm-speci�c in nature. The complication in this

case arises from the fact that we do not have a closed-form expression for the threshold

switching cost b�it(k), which will not be equal to 1 anymore as under the symmetric
equilibrium. However, there is a special case for which we can solve for the optimal

response: a temporary (�z = 0) shock to the marginal cost of seller k around the symmetric

equilibrium where all current and future prices within sector i are the same. Since we know

that a price change by seller k does not a¤ect agents�expectations of its future prices,

the continuation values of V0 and V1 remain equal and we can solve for the threshold

switching cost: b�it(k) = pit (k)

pit
:

This allows us to simulate the model, using the �rst-order conditions, (2.13)-(2.15),

and the expression for the derivative of the threshold switching cost, (2.18). Unlike

the symmetric case, the model here is not stationary: our assumption that the arrival

rate of new customers is proportional to the size of the �rm implies that the market

share, Mit (k), and the consumption level, cit (k), do not go back to their initial levels

following a temporary shock. Accordingly, we rescale the model by dividing the equi-

librium conditions by Mit�1 (k) and de�ne the variables �cit (k) = cit (k) =Mit�1 (k) and

�Mit (k) =Mit (k) =Mit�1 (k).
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Figure 2.4 plots the response of a single seller to a 1% increase in its marginal cost,

around the symmetric equilibrium. The atomistic nature of the seller implies that the

sector- and aggregate-level variables are not a¤ected by the shock. We also reproduce the

sector-speci�c case for comparison purposes.
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Under the �rm-speci�c shock, the degree of price rigidity is much higher: the seller

passes-through only 24% of the rise in the marginal cost in its price, compared to 62%

when the entire sector is hit. In the model, a temporary rise in the price results in a

permanent fall in both the mass of customers and the demand. However, because the

price change is so muted, the responses remain small: consumption falls by 1.5% in the

period of the shock, and settles around 0.3% below its initial level.

Our �nding is intuitive and sensible: when a seller is the only one hit by a rise in its

marginal cost, it knows that its direct competitors have no incentive to raise their prices.

Therefore, the �rm is particularly wary of increasing its own price, for fear of losing a

portion of its market share and future pro�ts. Gron and Swenson (2000) �nd that this

prediction holds in the context of the U.S. automobile market: they report that �measured
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pass-through is higher for cost shocks experienced by all products than for model-speci�c

shocks�.

It is important to clarify that the rigidity under �rm-speci�c shocks is not only a

consequence of the dynamic nature of the �rms�s problem, unlike the sector-speci�c case.

Here, the real rigidity is both intratemporal and intertemporal: the �uctuation in b�it(k)
in itself discourages the �rm from passing-through completely the rise in the marginal

cost, even if it does not care about the future. However, it remains true that customer

base dynamics signi�cantly amplify the rigidity of prices: when � = 0, the pass-through

rises from 24% to 61%.

Next we consider the case of a productivity shock which a¤ects half the sectors in

the economy. This requires solving for a general equilibrium version of the model, since

the aggregate prices and quantities will now be a¤ected by the shock. We set the other

parameters of the model to values in line with those in the literature: � = 1; � = 2 and

� = 1:2. Figure 2.5 plots the price response following a 1% increase in the marginal cost

for a typical sector. Not surprisingly, a shock which is common to a subset of sectors

results in a higher marginal cost pass-through.

As we showed earlier, the incomplete marginal cost pass-through stems from intertem-

poral �uctuations in the value of the customer base coming from the intensive margin.

What we �nd throughout our simulations is that as goods become better substitutes, that

is as  increases, �rms become more reluctant to raise prices. This is because when goods

are more substituable, an increase in the sectoral price relative to the aggregate price level

results in a larger drop in the quantity consumed by each customer. In turn, the response
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of the value of the extensive margin is exacerbated, leading to a stronger response of the

markup and a more muted price response.

The same rationale explains why our mechanism cannot in itself generate price rigidity

in the wake of full aggregate shocks. If all sectors are hit at the exact same time and

�rms have full information, then they will fully pass-through marginal changes into their

prices.20 This is in fact a standard result for models based on real rigidities. To obtain

price stickiness following a monetary expansion, one would need to interact our mechanism

with nominal rigidities or make �rms uncertain about the scope of the shock, an exercise

which we do not pursue here.21

20In reality, under certain parameterizations the markup can be time-varying due to some general equi-
librium e¤ects, but we �nd the �uctuations to be very small. The properties under economy-wide shocks
are brie�y discussed in Appendix 4.
21The main objective of Ball and Romer (1990) was to study that interaction. They found that real
rigidities could amplify the stickiness from mechanisms relying on nominal rigidities, such as menu costs.
This would also be true in our setup, with an additional e¤ect coming from the intertemporal dimension.
For a recent treatment based on the Kimball (1995) aggregator, see Klenow and Willis (2006).
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2.5.3. Switching costs and price rigidity

We present evidence in Section 2.2 that not only do �rms point to customer-related factors

as the main reason for keeping prices stable, but those concerns appear to be correlated

with the degree of price rigidity. In our model, customer base dynamics arise because

households face some costs of switching suppliers. Next, we describe how the marginal

cost pass-through is a¤ected by the distribution of the switching costs �, and how this

relates to the empirical evidence presented in Section 2.2. We focus on sector-speci�c

shocks, but the results are qualitatively similar in the �rm-speci�c case studied in the

previous section.

The distributional assumptions impact the �rst-order conditions (2.19)-(2.21) in two

ways: through the probability density function at the equilibrium relative price of 1, f (1),

and the taste-adjusted demand parameter A (1). The latter plays only a very marginal

role, and we do not discuss it further. It is easy to show from the law of motion of

the market share (2.8) that the object f (1) corresponds to the price elasticity of the

customer base in equilibrium. As such, a change in the distribution of the switching costs

will modify the model properties as long as it a¤ects the value of f (1).

To investigate the relation between price rigidity and switching costs, we simulate the

price response to a sector-speci�c marginal cost shock (�z = 0:9) under di¤erent values

of ��. A distribution mean of �� = 1 indicates that, on average, there is no penalty to

switching suppliers. Figure 2.6 reports the results along a few dimensions. The �rst plot

o¤ers a visual description of the relationship between the three objects we are interested

in: as the average switching cost (��) increases, the elasticity of the customer base (f (1))
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falls and the proportion of repeat customers (1 � F (1)) rises.22 The upper-right plot

illustrates how the degree of pass-through is a¤ected by the average size of the switching

cost, ��, while the lower graphs describe how price rigidity depends on f (1) and 1�F (1).

Consider an extreme case where switching costs are very high: this correponds to the

rightmost distribution on the �rst plot. In such a scenario, the market share is inelastic

(f (1) = 0), customers are strongly attached to their current supplier, �rms�market power

and markup are high, there is no one switching in equilibrium and the model reverts

to the standard Dixit-Stiglitz framework without an extensive margin. Consequently,

�rms completely pass-through any change of the sectoral marginal cost into their prices.

As switching costs decrease, the elasticity of the customer base around the equilibrium

rises and, not surprisingly, �rms become more reluctant to pass-through cost changes.

The surprising result, however, is that the relation is non-monotonic: while sector prices

initially become more rigid, pass-through reaches a minimum around �� = 1:3, or a very

low elasticity value of f (1) = 0:017. After that point, and for most of the f (1) parameter

space, prices become more �exible as the elasticity of the market share rises. Notice that

we are not considering extreme market share elasticities: in Figure 2.6, the fall in the

mass of customers following a 1% rise in the relative price does not exceed 4%.

Our �ndings indicate that, somewhat paradoxically, �rms are generally more willing

to pass-through marginal cost �uctuations when their customer base is very sensitive to

variations in the relative price. The reason behind this result is in fact intuitive. When

the market share is highly elastic, customers are not loyal and can easily switch to other

22The link between �� f (1), and F (1) is clear under a unimodal distribution for the switching costs
such as the lognormal distribution we use here. However, the intuition is not obvious under bi-modal
distributions, for example. Similarly, the case where switching costs are uniformly distributed would be
uninteresting, given that f (1) could then take only two extreme values.



51

0.8 1 1.2 1.4 1.6
0

1

2

3

4

δ

f( δ
)

1 1.2 1.4 1.6
65

70

75

80

85

90

95

100

Av erage switching cost,µ
δ

D
eg

re
e 

of
 p

as
s

th
ro

ug
h,

 %

0 1 2 3 4
65

70

75

80

85

90

95

100

Elasticity  of  the customer base, f (1)

D
eg

re
e 

of
 p

as
s

th
ro

ug
h,

 %

0.5 0.6 0.7 0.8 0.9 1
65

70

75

80

85

90

95

100

Proportion of  repeat customers, 1  F(1)

D
eg

re
e 

of
 p

as
s

th
ro

ug
h,

 %

H igh switching
         costs

Low switching
        costs

Figure 2.6: Pass-through and distribution of switching costs

suppliers. This translates into low market power for the �rm and low equilibrum markups,

a well-known result in the industrial organization literature (Klemperer (1995)). The

customer base is therefore not valued as much by the seller, which explains the negative

relation between the marginal value of the market share, vi, and f (1) (see the steady

state equations (2.23)). The value of the customer base in turns interacts with the pricing

decision of the �rm: the seller will be less inclined to cut its pro�t margin to preserve

its market share when the marginal value of customers is low. This is what we call the

�loyalty e¤ect�, and its interaction with the �elasticity e¤ect�determines the degree of

price rigidity in the model. For very low values of f (1), the elasticity e¤ect is the most
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potent, while the loyalty e¤ect quickly takes over as switching costs fall. This explains the

non-monotonic relationship between switching cost and pass-through from Figure 2.6.

As an illustration, consider an industry in which individuals value highly a close and

continuous business relationship with their provider and where switching is infrequent,

such as in the case of barbers, for example. One would expect that the customer switching

costs are relatively high in such sectors, since they incorporate �costs related to the loss of

capitalized value of relationships previously established�(Kim, Kliger and Vale (2001)).

Klemperer (1995) also notes that �markets for professional services of doctors, consultants,

accountants, etc. involve switching costs of several, and perhaps all, kinds.�

On the one hand, a barber facing a rise in his marginal cost might be more inclined

to capitalize on his captive clientele by raising prices: since the elasticity of the customer

base is low, any price deviation is not expected to a¤ect the market share much. However,

a price increase has the potential to encourage some valuable customers to switch, with

the consequence of losing a signi�cant revenue stream for the future. In the model, this

second force generally dominates, and industries with less elastic customer base have more

rigid prices. Now consider the opposite case: when switching costs are on average very

small, customers often switch for exogenous reasons and the expected length of a match is

short. There is, therefore, little incentive for the �rm to sacri�ce current pro�ts in order

to preserve its market share, since there is a high probability that any customer retained

will switch supplier in the near future.

We also show in Section 2.2 that �rms with a higher fraction of repeat customers

empirically tend to have more rigid prices. We �nd a similar link in our model: the

last plot in Figure 2.6 shows that the degree of marginal cost pass-though is a decreasing
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function of the proportion of repeat customers, 1�F (1), except for extremely high values.

Fabiani et al. (2005) report for a set of European countries that the average proportion

of repeat customer is 70%.

Interestingly, our mechanism can be linked to the notion of �customer lifetime value�

or CLV, a popular concept in the recent marketing literature. According to Bauer, Ham-

merschmidt and Braehler (2003), �the CLV measures the pro�t streams of a customer

across the entire customer life cycle�. The authors notice that the economic reality �is

marked by customer migration and a strong tendency to switch vendors�and highlight the

key role of the retention rate, which �refers to the probability that an individual customer

remains loyal to a particular supplier.�In our model, the CLV corresponds to the value

of an extra customer, �vit, while the retention rate is closely related to the elasticity of the

customer base, f (1), and the proportion of repeat customers, 1�F (1). Our contribution

is to show how �uctuations in the CLV, or �vit, in�uence the �rm�s pricing decision.

We believe that the �ndings from this section can potentially explain why service

prices are in general more rigid, particularly in sectors where buyer/seller relationships

are important. Empirically, categories such as haircuts and beauty parlor services, legal

services, home care, pet and veterinarian services, medical and dental services, etc. display

the highest degree of price rigidity among all products (see Bils and Klenow (2004)).

2.6. Extensions

In this section we consider two extensions to the basic framework: learning about the

persistence of the shock and allowing for an elastic arrival rate of new customers. We

analyze how such modi�cations a¤ect the properties of the model.
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2.6.1. Learning about the persistence of the shock

It is conceivable that when �rms experience a productivity shock, they �nd it di¢ cult

to recognize whether the nature of the shock is temporary or highly persistent. While in

many models such a distinction is inconsequential or secondary, in our setup the perceived

persistence of the shock is important for the dynamics of the price response. We now

brie�y illustrate how uncertainty about the persistence of the productivity shock a¤ects

the optimal pricing decision of a �rm.

One possible way to model such uncertainty would be to let the persistence parameter

in the marginal cost process be unknown, and allow Bayesian agents to learn about this

parameter. Agents, endowed with prior beliefs about �, would then use Bayes� law to

optimally update their beliefs and derive their posterior distribution for the persistence

parameter. Here, however, we pursue a di¤erent approach to capture uncertainty. We

model the learning process of the �rm by using a simple linear Kalman �ltering framework.

Agents do not observe the true marginal cost shock. Instead, they observe a noisy signal

from which they try to infer what is the true state of the underlying marginal cost process

is. Using the Kalman �lter algorithm, agents generate recursive forecasts of the true

underlying state process.

Uncertainty in the model is captured explicitly in a standard way by the following two

processes:

mct = mc�t + "t ; "t � N
�
0; �2"

�
(2.27)

mc�t = �mc�t�1 + vt ; vt � N
�
0; �2v

�
(2.28)
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where mc is observable by agents, while mc� represents the true unobservable state of the

underlying marginal cost process. In other words, v is a fundamental persistent shock,

while " can be described as noise. Here, the structure of the model is known by agents.

More explicitly, � is known by all agents.23 Equations (2.27) and (2.28) are the observation

and measurement equations, respectively.24

For this exercise we set � = 1. Hence, " shocks are purely temporary while a v shock

has a permanent e¤ect on the marginal cost. However, agents cannot distinguish between

the source of the disturbance. The important elements of the �ltering process applied to

(2.27) and (2.28) can be summarized as follows:

mc�tjt = mc�tjt�1 +K
�
mct �mc�t�1jt�1

�
(2.29)

K =
P

P + �2"
(2.30)

�2v =
P 2

P + �2"
(2.31)

where equation (2.29) indicates that agents update their beliefs about mc�t after they

observe mct. As is common in the literature, in equation (2.30) we use the steady state

level of the Kalman gain process, K. P is the steady state level of the variance of mc�,

which solves the Riccati equation given in (2.31).

We simulate our model under the maintained assumption of uncertainty about the

nature of the shock. We use our benchmark parametrization described at the beginning

of section 2.5.1, and analyze the responses under the following signal-to-noise ratio values:

23We assume that all the standard Kalman �lter assumptions hold. For a general discussion, see, for
example, Hamilton (1994, section 13.1).
24Equation (2.27) is only part of the observation system, since agents also observe other variables, aside
from mc, such as c; l etc. This point is taken into account when solving for the optimal response in prices.
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Figure 2.7: Permanent shock to marginal cost under shock uncertainty.

�2v
�2"
= f0:2; 0:02; 0:002g.25 We simulate a 5% positive fundamental (i.e. permanent) shock

to mc� and present the reaction of pi.

Under this setup, when the �rm observes a jump in its marginal cost, it is unclear about

its persistence. Since we assume that �
2
v

�2"
< 1, the �rm initially puts a higher weight on the

possibility that the shock is temporary, and accordingly only partially passes through the

observed marginal cost increase into prices. However, as the �rm continues period after

period to observe a high level of mc, it updates its belief and eventually converges to full

pass-through as it becomes more convinced that the shock is permanent. Not surprisingly,

the response of prices is more delayed the higher the ratio of relative volatilities �2v
�2"
.

25The solution to (2.30) and (2.31) will depend solely on the signal-to-noise ratio parameter.
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2.6.2. Attracting customers

So far, the pricing decision of the �rm has no immediate impact on the arrival rate of

customers: because there is no active search in the model, a lower relative price does not

imply that a �rm will be getting a larger share of switchers.26 It is therefore of interest

to know whether our results depend crucially on this assumption.

While adding search to the household problem would impair the tractability of the

model, we can use a reduced-form speci�cation which will alter the �rm�s problem by

allowing for an elastic arrival rate. Let the probability of a given switcher being matched

with seller k be de�ned by

�it (k) =
Mit�1 (k)�

�
pit(k)
pit

�
�it

where �it is such that
R 1
0
�it (k) dk = 1

�it =

Z
Mit�1 (k)�

�
pit (k)

pit

�
dk:

Along with the condition that �0
�
pit(k)
pit

�
< 0, this modi�cation simply states that a

household is less likely to switch to a �rm with a high relative price. Clearly, the �rm�s

problem is a¤ected. It is easy to show that the law of motion of the market share and the

consumption from new customers are now respectively given by

26There is, however, an indirect e¤ect through the size of the market share: a lower relative price today
will imply a larger customer base next period, which in turn raises the in�ow of new customers. This
is a consequence of our assumption that the probability of a consumer being matched with seller k is
proportional to Mit�1 (k).
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Mit (k) =Mit�1 (k)

241� F �b�it (k)�+ �
�
pit(k)
pit

�
�it

1Z
0

Mit�1 (l)F
�b�it (l)� dl

35 :

cNit (k) =
Mit�1 (k)�

�
pit(k)
pit

�
�it

1Z
0

cLit (l) dl

where the expression for cLit (l) is unchanged. When choosing its price pit (k), the �rm

will now also take into account the impact on the extensive margin of new customers.

Therefore, the �rst-order condition with respect to pit (k) becomes

cit = �it

�
pitept
�� ect

pit

24A (1)� �0 (1) 1Z
�

�1�dF (�) + f (1)

35+ vit
pit
[f (1)� �0 (1)F (1)]

while all the other equilibrium conditions are unchanged.27 The �rst graph in Figure 2.8

plots the relationship between the elasticity of the mass of repeat customers f (1) and the

degree of pass-through, for di¤erent values of �0 (1). All the other parameters are kept

to their benchmark values. The thick solid line corresponds to our original speci�cation,

without active search by switchers (�0 (1) = 0). Notice that while passthrough tends to

increase as �0 (1) becomes larger (the mass of new customers is more responsive to the

relative price), the e¤ect is relatively small, except for very high values of the parameter.

To understand this property, consider the expression for the elasticity of the mass of new

customers

27Without loss of generality, we normalize � (1) = 1 which implies that �it = 1.
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"MN
it (k);pit(k)

s:e:

= �0 (1)F (1)

Notice that it does not only depend on the function �, but also the proportion of

switchers F (1): when there are only few customers switching every period, there is less

potential market share gain from lowering the relative price. In the limit, as switching

costs become very large, both f (1) and F (1) equal zero and the market share is inelastic.

To illustrate this point, consider the second graph in Figure 2.8. There, we plot the degree

of pass-through as a function of the proportion of repeat customers, for di¤erent values of

�0 (1). While the e¤ect of �0 (1) is signi�cant for sectors where there is a lot of switching

occuring, for more reasonable parameterizations the impact is quite small.

We reach two conclusions on the basis of those results: qualitatively, our �ndings

do not hinge on the assumption of random matching; and the quantitative e¤ects of

incorporating active search are most likely small, at least for markets characterized by a

certain signi�cant of buyer/seller relationships.
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2.7. An application: market share and exchange rate pass-through

�Although the dollar�s exchange rate has been declining since early 2002,

increasingly tight competitive conditions in the United States, as elsewhere,

in 2002 and 2003 apparently induced exporters to the United States to hold

dollar prices to competitive levels to ensure their market share and foothold

in the world�s largest economy�Alan Greenspan, Advancing Enterprise 2005

Conference, London, February 4, 2005.

In this section, we turn our attention to what we believe is a natural application for our

framework. Despite hedging and other measures, exporters�revenues are highly a¤ected

by �uctuations in the exchange rate, particularly when their sales abroad are denominated

in the destination currency.28 But even when �rms are pricing in their own currency, they

might be unwilling to let the relative price of their product �uctuate excessively in the

foreign market because of competitive pressure from native �rms.29 Such concern appears

to be a plausible mechanism behind the well-documented evidence that exporters do not

fully pass-through exchange rate �uctuations into their prices.

For this application, we make abstraction of many side issues and consider a small

open economy H who produces and exports goods, as well as imports from abroad. In

particular, home consumers import a certain number of varieties from country F . We

assume that the size of the H market is small relative to total sales by F �rms, which

means that pro�t �uctuations from this particular market will not in�uence signi�cantly

28See, for example, Dominguez and Tesar (2006) for evidence that the �rm value of exporters is a¤ected
by exchange rate �uctuations.
29See Mair (2005) for an analysis of surveys of exporters conducted by the Bank of Canada. Its main
focus is to study the reaction of exporters to the recent appreciation of the Canadian dollars.
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total F pro�ts. Similarly, we assume that exports of F �rms to country H are very small

relative to the size of the home market: this ensures that any change in import prices

from country F will not a¤ect the general price level in H.

To simplify the exposition, let�s de�ne only two kinds of varieties available in country

H: those which are sold by F �rms and those produced by sellers from the rest of

the world, including home producers. We will denote the second group simply as H.

Therefore, for the purpose of our analysis, a household j from country H derives utility

from a consumption basket cjt which is a combination of H (cjH;t) and F goods (cjF;t).

The relevant aggregators are standard in the literature, except for the switching decision

which is speci�c to our framework.

cjH;t =

8<:
1Z
0

��
�jht
��sjht cjht� �1 dh

9=;


�1

cjF;t =

8<:
1Z
0

��
�jft
��sjft cjft� �1 df

9=;


�1

cjt =

�
�
1
!
H

�
cjH;t

�!�1
! + �

1
!
F

�
cjF;t
�!�1

!

� !
!�1

The parameter  denotes the elasticity of subsitution across varieties produced by a

particular country, while ! is the elasticity of substitution between H and F varieties.

The weights �H and �F will dictate the relative importance of H and F goods in the

consumption basket of a typical home household. Consistent with our earlier model, each

F variety is sold by a continuum of unit mass of foreign sellers producing homogenous
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brands, and similarly for H varieties.30 The decision problem of household j in country

H is very similar to the one from Section 2.3:

maxU jt =
1X
�=t

���tu
�
cj� ; l

j
�

�
(2.32)

subject to

u
�
cjt
�
=

1

1� �
�
cjt
�1�� � � (lj� )1+�

1 + �
(2.33)

1Z
0

pjht (k) c
j
htdh+

1Z
0

pjft (k) c
j
ftdf + Etrt+1b

j
t+1 = b

j
t + wtl

j
t +�

j
t

The �rst-order conditions of the household problem are similar to the ones we derived

in Section 2.3.1, and we will not repeat them here. Aggregating across customers, the

demand function faced by foreign seller k producing good f is given by

(2.34) cft (k) = �FA
�b�ft (k)��pft (k)epFt

�� �epFtept
��! ect

where

A
�b�ft (k)� =Mft�1 (k)

24 1Z
�

�1�dF + 1� F
�b�ft (k)�

35

epFt is the price index for the basket of F goods, while ept and ect are the aggregate price
and consumption levels in country H respectively. The expressions for the price indexes

in the symmetric equilibrium are

30This assumption is necessary since our environment requires symmetry across suppliers within a par-
ticular sector.
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epFt = A (1)
1

1� pft

epHt = A (1)
1

1� pht

ept =
�
�H (epHt)1�! + �F (epFt)1�!� 1

1�!

where the derivations for epFt and epHt are similar to those in Appendix 2, and ept follows

directly from our aggregator.

Consider the decision problem of a typical F �rm. It sells domestically and engages

in exports activities, and we assume that pro�ts from these activities are separable. This

means that we can focus solely on the �rms�export decision to country H, since only the

bilateral exchange rate between F and H will be a¤ected in our simulations. The decision

problem of a foreign �rm (f; k) selling in the home market is therefore31

max
fpft(k)g

1X
t=0

�tE0�
�
t

(
cft (k)

"
etpft (k)�

w�t
z�ft

#)

subject to the demand schedule (2.34) and the law of motion for the market share.

pft (k) is expressed in the currency of the home market, and et is the exchange rage

expressed as units of foreign currency per home currency. The law of motion of the

exchange rate is given by ln (et) = � ln (et�1)+"t. The other variables have been described

in Section 2.3, and asterisks denote their foreign counterparts.

31Once again, notice that we abstract from the pricing decision in the F market, simply because the
�rm�s return function is additive across markets. Given the nature of our assumptions, that dimension
of the producer�s problem will not be a¤ected in our simulations.
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The experiment consists in an exogenous temporary depreciation of the home currency

(a negative realization of "t). We impose that �F is very small which, in conjunction

with our earlier assumptions about the relative market sizes, ensures that the aggregate

economies of H and F are, at a �rst approximation, una¤ected by shocks to the bilateral

exchange rate, and that �uctuations in epFt and ecFt have no signi�cant impact on ept and ect.
Consequently, the only variables which will not be constant over time in our simulations

are et, pft, cft, epFt and ecFt. In particular, the foreign variables w�t , ��t and z�ft will be held
constant throughout the exercise. This allows us to focus on the problem faced by the

foreign exporter following the exchange rate shock.

Clearly, the �rst-order conditions to the �rm�s problem are very similar to the ones

we derived in Section 2.3, and we will not repeat them for the sake of conciseness. What

is important to realize is that the exchange rate et will enter our system of equations and

a¤ect the pricing decision.

Figure 2.9 shows what happens to the foreign exporters following a 5% temporary

depreciation of the home currency.32 Remember that these �rms are facing competition

from home sellers producing competing varieties. In a standard framework without cus-

tomer �ows and constant elasticity of demand, the optimal strategy of the foreign exporter

would be to raise export prices proportionately in order to maintain its pro�t margin. As

we have already seen earlier, in our setup this is not the best strategy: when faced by

negative �uctuations in the exchange rate, the exporter is reluctant to fully raise prices.

The reason is intuitive: while increasing the price allows to improve the markup, it also

32For this simulation, we use the following parameter values: � = 0:99,  = 5, ! = 3, �ln � = 0:15,
�ln � = 0:1, � = 0:8.
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Figure 2.9: Response to exchange rate shock in a small open economy

involves the risk of losing customers who will be hard to regain later, exactly when the

exchange rate will have realigned itself and revenues per customer will be higher.

Our customer �owmechanism therefore delivers incomplete exchange rate pass-through,

in line with the extensive empirical evidence on the subject. While the literature gener-

ally imposes nominal rigidities or demand functions with non-constant elasticity to achieve

this result (e.g. Devereux, 2003, and Burstein et al., 2005), our model delivers incomplete

pass-through as an endogenous outcome: exporters are reluctant to pass-through com-

pletely exchange rate changes to their prices because they care about their market share

position.33

33Atkeson and Burstein (2005) obtain a similar result in a game-theoretic, partial equilibrium framework.
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If �rms live in an environment where the exchange rate process is very noisy, they

are likely to initially put a high weight on the possibility that an exchange rate shock is

temporary and only slowly update their beliefs about the nature of the shock. Similar

to the results from Section 2.6.1, our model would then deliver a degree of pass-through

which is incomplete in the short run, but complete at longer horizons. This would be

consistent with the evidence from international prices (see Campa and Goldberg, 2002),

and related to the intuition of Froot and Klemperer (1989). Finally, our model can easily

be embedded in a general equilibrium open-economy model, as it builds on the standard

framework used in the literature.

2.8. Conclusion

In this section we show that a standard macro model in which �rms and households

form long-term relationships can deliver incomplete pass-through of sector-speci�c cost

shocks. In addition, we �nd that the degree of price rigidity is inversely related to the

persistence of the shock, and that cost pass-through is lower in the case of �rm-level

disturbances. We also show that in an environment where temporary sector-speci�c shocks

are predominant, sellers will initially respond to a change in their marginal cost by only

partially raising prices, and slowly revise their strategy as they update their priors. This

learning mechanism naturally leads to a delayed response of prices to persistent shocks.

Given that �rms view customer-related factors as the main impediments to having more

�exible prices, we believe that our mechanism o¤ers a sensible and interesting theory of

price rigidity.
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In our model, customer base dynamics arise because consumers face costs of switching

to a di¤erent supplier. We show that cost pass-through is a non-monotonic function of

the size of switching costs, and that prices tend to become more stable as the fraction of

repeat customers increases and the elasticity of the customer base falls. Based on surveys

of �rms� pricing behavior, we argue that those results are in line with the empirical

evidence and that they o¤er a potential explanation for some of the heterogeneity in

price rigidity observed in the data. However, more empirical work needs to be done on

the subject. As switching costs are di¢ cult to quantify, it might prove easier to �nd a

measure of repeated interaction between sellers and customers, and relate it to the degree

of price rigidity. Additional �rm surveys could also provide useful information.

Another research avenue would be to interact the real rigidity we propose with some

nominal rigidities. While the evidence suggests that menu costs per se do not play a major

role in �rms�pricing decisions, it is conceivable that a small amount of menu costs coupled

with the mechanism we propose could produce signi�cant price stickiness and real e¤ects

from monetary shocks. Also, modelling �rm uncertainty about the scope of the shock

could be an interesting way to obtain price rigidity following aggregate shocks: if most

shocks are idiosyncratic in nature, �rms may be slow to recognize a shock as aggregate.

Given that prices are rigid under sector- and �rm-speci�c shocks, we conjecture that a

combination of our mechanism with Lucas-style imperfect information would give rise to

real e¤ects from monetary shocks.

A natural application of our model is in the context of international economics: in

markets where both domestic and foreign �rms compete, movements in the real exchange

rate create a wedge between their marginal costs expressed in a common currency. In
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our framework, exporters �nd it optimal to pass-through only a fraction of exchange rate

�uctuations in order to stabilize their market share. This prediction is supported by the

large empirical literature on exchange rate pass-through.
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CHAPTER 3

Robust Equilibrium Yield Curves (joint with Nicolas Vincent)

3.1. Introduction

This paper studies the implications of the interaction between robust control and sto-

chastic volatility for key asset pricing phenomena. We quantitatively show that robust-

ness, or fear of model misspeci�cation, coupled with state-dependent volatility provides

an empirically plausible characterization of the level and volatility of the equity premium,

the risk free rate, and the cross-section of yields on treasury bonds. We also show that

robustness o¤ers a novel way of reconciling the shape of the term structure of interest

rates with the persistence of yields. Finally, we quantify the level of robustness encoded

in agents�behavior.

We construct a continuous-time, Lucas (1978)-type, asset pricing model in which a

representative agent is averse to both risk and ambiguity. The presence of ambiguity stems

from the agent�s incomplete information about the economy�s data generating process

(DGP). In other words, the agent does not know which of several possible models is the

true representation of the economy. Introducing ambiguity aversion into our framework

allows us to reinterpret an important fraction of the market price of risk as the market

price of model (or Knightian) uncertainty. We model ambiguity aversion using robust

control techniques as in Anderson et al. (2003).1 In our model, the representative agent

1Behavioral puzzles such as the Ellsberg paradox (Ellsberg (1961)) led to the axiomatization of the
maxmin decision making by Gilboa and Schmeidler (1989). Robust control is one way of modeling
Knightian uncertainty. For a comprehensive treatment of robustness see Hansen and Sargent (2007a).
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distrusts the reference model and optimally chooses a distorted DGP. His consumption

and portfolio decisions are then based on this distorted distribution. Ambiguity aversion

gives rise to endogenous pessimistic assessments of the future.

A key assumption in the model is that the output growth process is conditionally

heteroskedastic. The consumption growth process inherits this heteroskedasticity, which

gives rise to a stochastic market price of risk.2 The main contribution of this paper is

to show that ambiguity aversion greatly ampli�es the e¤ect of stochastic volatility in

consumption growth and, therefore, can explain asset prices in an empirically plausible

way. In the absence of ambiguity aversion, plausible degrees of stochastic volatility in

consumption growth do not generate su¢ cient variation in the stochastic discount factor.

By choosing a distorted DGP, the robust representative agent has biased expectations

of future consumption growth. Being pessimistic, the agent tilts his subjective distribu-

tion towards states in which marginal utility is high. With stochastic volatility, positive

volatility surges result in a more di¤use distribution of future consumption growth. In

that case, the objective distribution assigns more probability mass to future �bad�realiza-

tions of consumption growth. The agent seeks policies that can reasonably guard against

such �bad�realizations. Consequently, he increases the distortion to his expectations of

Examples of the use of robust control in economics and �nance include Anderson et al. (2003), Cagetti et
al. (2002), Gagliardini et al. (2004), Hansen and Sargent (2007b), Hansen et al. (2006), Liu et al. (2005),
Maenhout (2004), Routledge and Zin (2001), Uppal and Wang (2003). An alternative approach to
modeling ambiguity allows agents to have multiple priors. See, for example, Epstein and Schneider (2003),
Epstein and Wang (1994).
2Recently, several authors (e.g., Bansal and Yaron (2004), Bansal et al. (2005)) argue that conditionally
heteroskedastic consumption growth is potentially important to understand asset prices. We agree that
this channel is indeed important, but claim that it is the interaction with ambiguity aversion that is
critical.
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consumption growth. The interaction between robustness and stochastic volatility intro-

duces a state dependent distortion to the drift of consumption growth, and therefore, to

the drift in the agent�s intertemporal marginal rate of substitution.3 This state dependent

distortion generates sharp implications for asset pricing phenomena.

We estimate our model and assess its implications using data from the equity and

bond markets, as well as consumption data. We exploit cross-equation restrictions across

bond and equity markets to improve both the identi�cation of structural parameters in

our model and the estimation of the market price of risk and uncertainty.4 Our main

�ndings are as follows.

First, we show that our model, calibrated with a unitary degree of risk aversion and

elasticity of intertemporal substitution (EIS), can reproduce both the high and volatile

equity premium and the low and stable risk free rate observed in the data. Previous

studies, such as Mehra and Prescott (1985) and Weil (1989), show that explaining the

behavior of the equity premium requires implausibly high levels of risk aversion. Ambi-

guity aversion generates an uncertainty premium that helps to alleviate the di¢ culties

encountered in these previous studies. Since there is no benchmark value for the degree

of ambiguity aversion, we use detection error probabilities to show that the degree of ro-

bustness required to �t the data is reasonable. In other words, we show empirically that
3In the next section and in the empirical section of the paper we provide an additional, more technical,
explanation for the link between stochastic volatility and the robust distortion by using the properties of
the relative entropy and the size of the set of models the agent entertains.
4Campbell (2000) convicingly argues that "it is important to reconcile the characterization of the SDF
provided by bond market data with the evidence from stock market data. Term structure models of the
SDF are ultimately unsatisfactory unless they can be related to the deeper general-equilibrium structure
of the economy. Researchers often calibrate equilibrium models to �t stock market data alone, but this
is a mistake because bonds carry equally useful information about the SDF. The short-term real interest
rate is closely related to the conditional expected SDF and thus to the expected growth rate of marginal
utility; in a representative-agent model with power utility of consumption, this links the real interest rate
to expected consumption growth...The risk premium on long-term bonds is also informative."
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the set of models the robust representative agent entertains is small. By this we mean

that it is statistically di¢ cult to distinguish between models in this set.

Second, our model can account for the means of the cross-section of bond yields. In

particular, we can replicate the upward sloping unconditional yield curve observed in the

data. This result highlights a novel interpretation of the uncertainty premium generated

by robustness. On empirical grounds, we assume that the conditional variance of output

growth, and hence consumption growth, is stationary and positively correlated with the

consumption growth process. This positive correlation implies that when marginal utility

is high the conditional variance of consumption growth is low. Consequently, a downward

bias in the subjective conditional expectations of consumption growth induces a negative

distortion to the subjective expectations of variance changes. We show that this negative

distortion is a linear function of the level of the conditional variance process. Consequently,

the unconditional distortion is a linear negative function of the objective steady state of

the variance process. Therefore, the subjective steady state of the variance process is

lower than the objective steady state. In other words, on average, the agent thinks that

the conditional variance of consumption growth should decrease. Since the unconditional

level of bond yields and the steady state level of the conditional volatility of consumption

growth are inversely related, the agent expects, on average, that yields will increase.

Consequently, the unconditional yield curve is upward sloping.

Third, our model can replicate the declining term structure of unconditional volatilities

of real yields, and the negative correlation between the level and the spread of the real

yield curve. The fact that the robust distortion to the conditional variance process is

a linear function of the level of the variance implies that the distorted process retains
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the mean reversion structure of the objective process. Since shocks to the conditional

variance are transitory, the short end of the yield curve is more responsive to volatility

shocks relative to the long end. Hence, short maturity yields are more volatile than

long maturity yields. Also, our model implies that yields are an a¢ ne function of the

conditional variance of consumption growth. Therefore, all yields are perfectly positively

correlated. Short yields are more responsive to volatility shocks than long yields, but both

move in the same direction. So, when yields decrease, the spread between long yields and

short yields increases and becomes more positive. As a result, the level and spread of the

real yield curve are negatively correlated.

Fourth, the model can reconcile two seemingly contradictory bond market regularities:

the strong concavity of the short end of the yield curve and the high degree of serial

correlation in bond yields.5 The intuition for this result is closely linked to the mechanism

behind the upward sloping real yield curve. Generally, in a one-factor a¢ ne term structure

model, the serial correlation of yields is driven by the serial correlation of the state variable

implied by the objective DGP. In contrast, in our model the slope of the yield curve is

shaped by the degree of mean reversion of the conditional variance process implied by

the agent�s distorted (i.e., subjective) distribution. The state dependent distortion to

the variance process not only changes the perceived steady state of the variance but also

its velocity of reversion. With positive correlation between consumption growth and the

conditional variance process, we show that the subjective mean reversion is faster than

the objective one. Ex ante, the agent expects shocks to the variance process to die out

fast, but ex-post these shocks have a longer lasting e¤ect than expected. The slope of the

5In a standard one-factor model, it is di¢ cult to separate these two properties, since both observations
are directly tied to the persistence of the underlying univariate shock process.
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yield curve is a re�ection of how fast the agent expects the e¤ect of variance surges to

dissipate. The positive slope of the yield curve declines rapidly when the subjective mean

reversion is high. The serial correlation of yields is measured ex-post, using realized yields.

If the objective persistence of the variance process is high, yields are highly persistent,

which is in line with the empirical evidence. We also show that when the agent seeks

more robustness, the separation between the ex-ante and ex-post persistence is stronger.

The remainder of the paper is organized as follows. In section 3.2 we present the

robust control idea in a simple two-period asset pricing model. The main purpose of this

section is to highlight the channels through which uncertainty aversion considerations

alter the predictions of a standard asset pricing model. In section 3.3 we present our

continuous time model and discuss its implications for the equity market�s valuation

patterns and the implied risk free rate. In section 3.4 we discuss the model�s predictions

concerning the bond market. We derive analytical a¢ ne term structure pricing rules and

discuss the distinction between the market price of risk and uncertainty. In section 3.5

we present empirical evidence that supports our modeling assumptions. We also estimate

our complete model and investigate the implied level of uncertainty aversion exhibited

by the representative agent. In section 3.6 we o¤er our concluding remarks and discuss

potential avenues for future research.

3.2. Robustness in a Two-Period Example

In this section we introduce the terminology and concepts used throughout the paper

using a two-period consumption-saving example. This example helps build our intuition

and motivate the modeling assumptions used in our model.
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3.2.1. Reference and Distorted Models

The representative agent in our economy uses a reference or approximating model. How-

ever, since he fears that this model is potentially misspeci�ed, he chooses to diverge from

it when making his decisions.6 In the context of this paper, the reference model is assumed

to generate the observed data. In contrast with the rational expectations paradigm, the

agent entertains alternative DGPs. The size of the set of possible models is implicitly

de�ned by a penalty function (relative entropy) incorporated into the agent�s utility func-

tion. So the agent chooses an optimal distorted distribution for the exogenous processes.

In other words, the agent optimally chooses his set of beliefs simultaneously with the

usual consumption and investment decisions. The robust agent distorts the approximat-

ing model in a way that allows him to incorporate fear of model misspeci�cation. We will

refer to the optimally chosen model as the distorted model.7

3.2.2. A Two-Period Model

We now discuss a simple two-period example. Our discussion is intentionally informal.

Our goal is to illustrate how robustness considerations alter the predictions of a standard

asset pricing model. We consider a Lucas-tree type economy in which the agent receives

one unit of consumption good in the �rst period. He decides how many units (�) of a

6Another possibility is to claim that for some reason the agent dislikes extreme negative events and wants
to take special precautionary measures against these events. If we choose this behavioral interpretation,
we can then assume the agent knows the true DGP, but that his marginal utility function is very high in
bad states of the world. Low consumption is so costly that the agent requires policies that are robust to
these states. Even though there is complete observational equivalence between the two approaches, they
are utterly di¤erent from a behavioral perspective.
7An alternative is to allow for the possibility that a di¤erent, unspeci�ed model, is actually the DGP. In
this scenario, it is likely that neither the distorted nor the reference model generate the data. The agent
must in this case infer which model is more likely to generate the data. See Hansen and Sargent (2007b)
for an example.
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claim to the stochastic endowment in period one (D1) to buy. The unit price of a claim

to the tree�s output is denoted by S0. We assume that period one output is drawn from

a lognormal distribution, which we refer to as P:

lnD1 � N
�
�; �2

�
:

We denote the agent�s subjective distribution by Q. The robust agent solves a max-

min problem, where the minimization takes place over Q:8

max
�
min
Q

�
u (C0) + �EQ [u (C1) + �R (Q)]

	
(3.1)

subject to:

C0 = 1� �S0; C1 = �D1:

Here C0 and C1 are the levels of consumption in periods zero and one, respectively. The

object R (Q) represents the penalty imposed on the agent whenever he decides to choose

a distribution di¤erent from P. We assume that this penalty is the relative entropy, or

Kullback-Leibler divergence, between the objective (P) and subjective (Q) distributions.

The parameter � is a multiplier which determines the sensitivity of the agent�s value

function to the relative entropy. Without this penalty, the minimization problem would

have a boundary solution in which the agent assigns all the probability mass to the worst

possible state (if the support is the entire real line, the agent distorts the mean by setting

it to negative in�nity). Note also that, when � ! 1, problem (3.1) converges to the

8This preference speci�cation is referred to in the literature as �multiplier preferences�. The decision
theoretic foundation for the use of multiplier preferences is discussed in Maccheroni et al. (2006) and
Strzalecki (2007). These authors also discuss the interpretation of the parameter � as a measure of the
level of ambiguity aversion which the agent exhibits.
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conventional time-additive expected utility case. In this case, the penalty for distorting

the objective distribution is so large that the agent optimally decides to construct his

beliefs using the objective measure P (R (Q) = 0 when P = Q).

In continuous time, one can show that given a conditional normal distribution for the

growth rate of output, the distorted distribution is also normal with the same variance and

a lower mean. This result follows from the regularity conditions (i.e., absolute continuity)

required when using relative entropy.9 Since our complete model is cast in continuous

time, we consider only mean distortions in this two-period example in order to make the

transition to the full model more transparent. The following lemma characterizes more

generally the distortions that the agent considers in discrete time when the reference

distribution is a univariate Normal:

Lemma 1. Consider the class of Normal distributions. If u (C) = ln (C) then the

agent chooses �Q = � + h and �
2
Q = �

2. If u (C) = C1�= (1� ) ;  6= 1 then the agent

chooses �Q = f (�; �
2) and �2Q = g (�; �

2) for some f; g : R� R! R such that if � > �Q

then
@�2Q

@(���Q)
> 0

Proof. See Appendix 6. �

We assume that utility is logarithmic. Lemma 1 shows that, in this case, it is optimal

for a robust agent to distort only the mean of the distribution. An agent with logarithmic

utility derives no bene�t from distorting the variance, since he cares only about the �rst

9Relative entropy and Radon-Nikodym are ultimately likelihood ratios. In continuous time, likelihood
ratios are extremely sensitive to variance distortions. This is because high frequency observations allow us
to estimate the variance fairly accurately. So, the likelihood ratio reveals the di¤erence between models
with di¤erent variances easily. In the robust control formulation, this imposes a large penalty on the
agent. Thus, he optimally chooses not to distort the variance.
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moment of the distribution. But, he incurs a cost since an increase in variance raises

the relative entropy of the two distributions. In contrast, in the non-logarithmic case

( 6= 1), the agent also cares about the second moment of the distribution and therefore

distorts the variance. We see that @�2Q=@
�
�� �Q

�
> 0 since the �distance� between

the distributions is positively related to mean distortions. However, for a given mean

distortion, the agent needs to distort the variance in order to maintain a desired distance

between the distributions.

Let Q be N (�+ h; �2), where h 2 R represents the mean distortion chosen by the

robust agent. The relative entropy of P and Q is given by,

R (Q) �
R
ln

�
dQ
dP

�
dQ;

=
h2

2�2
:(3.2)

Not surprisingly, the divergence between P andQ is a positive function of the distortion

to the mean, h. The presence of the variance in the denominator re�ects the fact that the

distortion in the mean must be measured relative to the degree of volatility associated

with the distribution.

Assuming that u (C) = lnC and using (3.2) we can rewrite (3.1) as:

max
�
min
h

�
ln (1� �S0) + �EQ

�
ln (�D1) +

�h2

2�2

��
:

Note that now the minimization problem is taken over h which serves as a su¢ cient

statistic for the divergence between P and Q. The �rst-order condition with respect to h
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yields:

h = ��
2

�
� 0:

This value of h represents the distortion to the mean of the conditional distribution of next

period�s output. As the penalty parameter � becomes smaller, the agent seeks more robust

policies and the (absolute) size of the distortion increases. A result that is particularly

important in our context is that the distortion becomes more pronounced when output

growth is expected to be more volatile. The intuition for this result is rather simple: a

robust agent is more prone to take precautionary measures against misspeci�cation when

bad outcomes are more likely.

Since h is independent of the other controls (i.e., neither consumption nor the invest-

ment policy a¤ect the choice of h), the maximization with respect to � and the imposition

of the equilibrium condition (� = 1) yield the usual pricing formula:

S0 =
�

1 + �
:

The maximization also yields the usual decision rule for consumption. The agent

consumes a fraction of his wealth that is independent of the price of the risky asset:

C0 =
1

1 + �
:

Note that, up to this point, the robust considerations do not alter any of the model�s

predictions: both consumption and the price of the risky asset are una¤ected by the

choice of h. To understand this result, note that the optimal level of investment in the

risky asset is a¤ected by two forces. First, the robust agent fears exposing his capital to
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adverse shocks to the return on the risky asset. Second, the agent fears a bad output

growth realization that will leave him �hungry�next period and prefers to save. When

momentary utility is logarithmic, these two e¤ects cancel out.10

The implications of robustness in our setup take the form of a precautionary savings

motive. To see this, �rst consider the Euler equation used to price a risk free one-period

bond which is in equilibrium in zero net supply,

(3.3) 1 = �EQ
1=D1

(1 + �)
exp (r) ;

where r is the continuously compounded risk-free rate. Using our distributional assump-

tions, one can show that:

r = ln
1 + �

�
+ �� �2

�
1

2
+
1

�

�
:

We see that robustness a¤ects the risk free rate: as � decreases and the agent becomes

more robust, there is downward pressure on r due to an increased precautionary savings

motive. Notice that this e¤ect is independent of the degree of the EIS: the increased

precautionary savings motive allows us to derive a low risk free rate despite a unitary

EIS. There is no upwards pressure on the risk free rate due to the usual substitution

e¤ect. Note also that when the agent does not seek robust policies (� !1), we are back

to the expected additive utility case.

We now discuss how robustness considerations can alter the model�s predictions re-

garding the equity premium. In this two-period example, the continuously compounded

10Miao (2004) also discusses a similar example.
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return on the risky asset is given by ln (D1=S0) and the observed equity premium is simply:

E ln
D1

S0
� r = �2

�
1 +

1

�

�
:

This expression shows that it is theoretically possible to generate a high equity pre-

mium and a low risk free rate when the robustness parameter, �, is low enough. This

result will be later con�rmed and quanti�ed in the context of our complete model.11

While the two-period example provides interesting insights into the implications of

robustness, it does not allow us to study the term structure of interest rates, which is the

main objective of this study. In the next section, we describe a continuous time, in�nite

horizon model in which we not only embed robustness considerations but also enrich the

environment to allow for a time-varying investment opportunity set.

3.3. Robustness in a Continuous Time Model with Stochastic Volatility

In this section we present an in�nite horizon, continuous time, general equilibrium

model in which a robust representative agent derives optimal policies about consumption

11Standard models with time additive expected utility violate the Hansen-Jagannathan (HJ) bound
(Hansen and Jagannathan (1991)). Examining the HJ bound can shed more light on how robustness
modi�es a standard asset pricing framework. The robust HJ bound needs to be modi�ed. This bound

takes the following form
� (m)

EQ (m)
� h

� (Re)| {z }
Model implied

� jE (Re)j
� (Re)| {z }
Data

, where m = �u0 (C1) =u
0 (C0) is the intertemporal

marginal rate of substitution (IMRS) and Re is the excess return on a given asset class relative to the
risk free rate (for a more general treatment see, for example, Barillas et al. (2007)). Why do we need
to modify the HJ bound when the agent seeks robust policies? Note that the HJ bound links observed
data (RHS) to the predictions of a candidate model (LHS). Since we refer to P as the objective measure,
the moments on the RHS are taken with respect to P (i.e. the data are actually generated under P).
However, pricing is done using the subjective distribution Q since the robust agent�s IMRS serves as
the pricing kernel. In our two period example, one can show that the LHS takes the following form
�(m)
EQ(m) �

h
�(Re) � �

�
1 + 1

�

�
. This expression implies that there is always a value of � that satis�es the

bound. The desire for robustness introduces the term �h=� (Re) on the LHS. This term can potentially
be large.
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and investment. For simplicity we assume a Lucas tree type economy with a condition-

ally heteroskedastic growth rate of output. Our ultimate goal is to analyze the implied

equilibrium yield curve in this economy and, in particular, identify the implications of

robustness for the term structure of interest rates.12

3.3.1. The Economy

There is a single consumption good which serves as the numeraire. We �x a complete

probability space (
;F ;P) supporting a univariate Brownian motion B = fBt : t � 0g.

The di¤usion of information is described by the �ltration fFtg on (
;F). All stochastic

processes are assumed to be progressively measurable relative to the augmented �ltration

generated by B. Note, however, that this probability space corresponds to an approximat-

ing model and serves only as a reference point for the robust agent. The agent entertains

a set of possible probability measures on (
;F), denoted by P. The size of this set is

determined by a penalty function (relative entropy) which is incorporated into the agent�s

utility function. Every element in P is equivalent to P (i.e., de�ne the same null events

as P). We denote the distorted measure which the agent chooses by Q 2 P. The as-

sumption that the penalty function is the relative entropy imposes a lot of structure on

the possible distorted measures. By Girsanov�s theorem we require the distorted measure

12Gagliardini et al. (2004) also study the implications of robust control for the behavior of the term
structure of interest rates in a Cox et al. (1985)-type economy. We di¤er from their analysis along two
dimensions. First, they study a two factor model closely related to Longsta¤ and Schwartz (1992), while
we focus on a one factor model. Second, and more importantly, we study the empirical implications of
our model and quantify the contribution of the state dependent market price of model uncertainty to our
understanding of asset prices both in the equity and bond market. We also present supporting evidence
for our key assumption of state dependent volatility in consumption growth. Finally, we estimate the
implied degree of uncertainty aversion implied by the data.
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to be absolutely continuous with respect to the reference measure. Finally, the condi-

tional expectation operator under P and Q is denoted respectively by Et (�) � E (�jFt)

and EQt (�) � EQ (�jFt).

Let D be an exogenous output process that follows a geometric Brownian motion and

solves the following stochastic di¤erential equation (SDE),

(3.4) dDt = Dt�dt+Dt

p
vtdBt:

We can obviously think of D as a general dividend process of the economy. We allow

the trading of ownership shares of the output tree. The parameters � and v are the local

expectations (drift) and the local variance of the output growth rate, respectively. We

assume that v follows a mean-reverting square-root process:

dvt = (a0 + a1vt) dt+
p
vt�vdBt;(3.5)

a0 > 0; a1 < 0; �v 2 R; 2a0 � �2v:

Note that the same shock (Wiener increments) drives both the output growth and the

output growth volatility processes.13 We impose this assumption to retain the parsimo-

nious description of the economy. The requirement a1 < 0 guarantees that v converges

back to its steady state level �a0
a1
(= �v) at a velocity �a1. The long run level of volatility

is positive since a0 > 0. The Feller condition 2a0 � �2v guarantees that the drift is su¢ -

ciently strong to ensure that v > 0 a.e. once v0 > 0. The parameter �v is constant over

13We could also make the expected instantaneous output growth rate, �, stochastic. By assuming, for
example, an a¢ ne relation between �t and vt, the model remains tractable and can be solved analytically.
For the purpose of this paper, however, we maintain the assumption of a constant drift in the output
process.
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time. We show below that the sign of �v plays an important role in our model since it

determines the risk exposure of default free bonds to the source of risk in the economy.

When v is constant over time, the market price of risk is state independent, and the

expectations hypothesis of the term structure of interest rates holds. This result stands

in sharp contrast to the empirical evidence (e.g., Fama and Bliss (1987), Campbell and

Shiller (1991), Backus et al. (1998), Cochrane and Piazzesi (2002)). We discuss in the

next section how stochastic volatility interacts with robustness considerations to a¤ect

the predictions of our model.

Let dRt be the instantaneous return process on the ownership of the output process

and St be the price of ownership at time t. Then, we can write

dRt � dSt +Dtdt

St
(3.6)

= �R;tdt+ �R;tdBt;

where �R and �R are determined in equilibrium. We also let r be the short rate process,

which is determined in equilibrium.

3.3.2. The Dynamic Program of the Robust Representative Agent

The robust representative agent consumes continuously and invests both in a risk-free and

a risky asset. The risky asset corresponds to the ownership on the output process (the

tree). The risk free asset is in zero net supply in equilibrium. As discussed in Section 3.2,

the agent chooses optimally a distortion to the underlying model in a way that makes his

decisions robust to statistically small model misspeci�cation. Formally, the agent has the
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following objective function

(3.7) sup
C;�
inf
Q

�
EQt
�1R
t

e��(s�t)u (Cs) ds

�
+ �Rt (Q)

�
;

subject to his dynamic budget constraint

(3.8) dWt =
�
rtWt + �tWt

�
�R;t � rt

�
� Ct

�
dt+ �tWt�R;tdBt;

where Q is the agent�s subjective distribution, W is the agent�s wealth, � is the subjective

discount factor, C is the consumption �ow process, � is the portfolio share invested in

the risky asset, and � is the multiplier on the relative entropy penalty R. The level of �

can be interpreted as the magnitude of the desire to be robust. When � is set to in�nity,

(3.7) converges to the expected time additive utility case. A lower value of � means that

the agent is more fearful of model misspeci�cation and thus chooses Q further away from

P in the relative entropy sense. In other words, the set P is larger the smaller � is.

Let L2 be the set of all progressively measurable univariate processes h such thatR1
0
h2sds < 1 a.s.. Let H be the set of all h 2 H � L2 such that the process �Q de�ned

by

(3.9) �Qt = exp

�
tR
0

hsdBs �
1

2

tR
0

h2sds

�
; t � 0;

and is a P-martingale. Then, h de�nes the probability Q 2 P by Q (F ) = lim
t!1

E
�
1F �

Q
t

�
for every F 2 F , and �Q is also the conditional density process, or the Radon-Nikodym
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derivative of Q with respect to P, and satis�es

�Qt = Et
�
dQ
dP

�
; t � 0:

By Girsanov�s theorem, for every h 2 H we can de�ne a Brownian motion under Q as

(3.10) BQt = Bt �
tR
0

hsds; t � 0:

Using (3.10) we can also rewrite (3.9) as

(3.11) �Qt = exp

�
tR
0

hsdB
Q
s +

1

2

tR
0

h2sds

�
; t � 0:

Note that �Q is not a Q-martingale.

With this setup at hand, the relative entropy process R (Q) for some Q 2 P can be

expressed conveniently as14

(3.12) Rt (Q) =
1

2
EQt
�1R
t

e��(s�t)h2sds

�
; t � 0:

The expression in (3.12) allows us to rewrite (3.7) as

(3.13) sup
C;�
inf
h

�
EQt

1R
t

e��(s�t)
�
u (Cs) +

�

2
h2s

�
ds

�
:

Note that now the in�mization problem is well de�ned over H.

14See, for example, Hansen et al. (2006) and section 3, and especially proposition 4, in Skiadas (2003).
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Finally, using (3.10) we write (3.4), (3.5) and (3.8) under the distorted measure Q.

For example, the wealth process under the agent�s subjective distribution corresponds to

(3.14) dWt =

264rtWt + �tWt

�
�R;t � rt

�
� Ct + ht�tWt�R;t| {z }

Drift contamination

375 dt+ �tWt�R;tdB
Q
t :

In the context of the market return, for example, this drift contamination has an obvious

interpretation: it is the uncertainty premium the agent requires for bearing the risk of

potential model misspeci�cation

(3.15) dRt =

24�R;t � (�ht�R;t)| {z }
Uncertainty premium

35 dt+ �R;tdBQt :
The process h is the (negative of) the process for themarket price of model uncertainty.

The di¤usion part �R;t on the return process is, as usual, the risk exposure of the asset.

The product �ht�R;t is the equilibrium uncertainty premium. In order to obtain the

risk premium in the drift, one needs to rewrite the return process under the risk neutral

measure. Let ' � �R�r
�R

be the local Sharpe ratio, or the process for the market price of

risk in the model. Then, using the same arguments that lead to (3.10) we can link the

reference measure to a risk neutral measure, denoted by Bq, as follows

(3.16) Bqt = Bt +
tR
0

'sds; t � 0:
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Alternatively, using both (3.10) and (3.16) to relate the risk neutral measure to the

distorted measure, we can write

(3.17) Bqt = B
Q
t +

tR
0

('s + hs) ds:

Then, the return process can be written as

dRt =

0B@�R;t � 't�R;t| {z }
Risk premium

1CA dt+ �R;tdBqt :
Here, we see that the risk exposure �R is identical to the asset�s uncertainty exposure.

This result implies that there is a perfect correlation of risk and uncertainty premia in

our model.

3.3.3. Optimal Policies with Robust Control

In this subsection we solve the robust representative agent�s dynamic problem posited in

Section 3.3.2. We use dynamic programming to derive closed form solutions for his optimal

consumption and investment decisions policies together with the conditional distorted

distribution.

Let J (Wt; vt) denote the agent�s value function at time t where Wt and vt correspond

to current wealth and the conditional variance level respectively. The agent�s Hamilton-

Jacobi-Bellman (HJB) equation is15;16

(3.18) �J = logCt +
�

2
h2t +DQJ;

15See also Anderson et al. (2003) and Maenhout (2004) for similar formulations.
16See Appendix 7 for a more detailed derivation of the policies and the value function.
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where DQ is the Dynkin generator under the distorted measure. Informally, DQJ is

EQ (dJ) =dt and is derived by applying Ito�s lemma and using (3.14) and the distortion of

(3.5) to characterize the dynamics of J . The only di¤erence between this HJB equation

and a standard one is the introduction of a cost and bene�t for distorting the objective

distribution. The cost is given by the relative entropy term �
2
h2t (pessimism is costly) and

the bene�t is hidden in the distortion of the Dynkin generator. The drift of the J process

is distorted since the state processes are themselves distorted.

The solution for h from the in�mization problem is given by

(3.19) ht = �
1

�
(JW;t�W;t + Jv;t�v

p
vt) :

We can see that the intuition from the 2-period example regarding � survives in our

in�nite-horizon, continuous-time setting: lower � implies higher distortion. However, there

are important di¤erences since volatility is stochastic. First and foremost, the robustness

correction h is state dependent. The robust agent derives the distorted conditional distri-

bution in such a way that the reference conditional distribution �rst order stochastically

dominates the chosen distorted conditional distribution. If it was not the case then there

would be states of the world in which the robust agent would be considered optimistic.

Also, the agent wants to maintain the optimal relative entropy penalty constant since � is

constant. In order to achieve this when conditional volatility is stochastic, the distortion

has to be stochastic and increase with volatility (see expression (3.2)).

Second, the size of the distortion is inversely proportional to the penalty parameter

�: the distortion vanishes as � ! 1. Third, whenever the marginal indirect utility and

volatility of wealth (JW and �W ) are high, the agent becomes more sensitive to uncertainty
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and distorts the objective distribution more. Low levels of wealth imply large marginal

indirect utility of wealth. These are states in which the agent seeks robustness more

strongly. The second term in the parentheses corresponds to the e¤ect of the state v on

the distortion h. Since Jv < 0 for all reasonable parametrizations, the sign of �v dictates

the optimal response of the agent. Consider the benchmark case when �v is positive.

Following a positive shock, marginal utility falls as consumption rises, and volatility v

increases. Therefore, the investment opportunity set deteriorates exactly when the agent

cares less about it. Since the evolution of v serves as a natural hedge for the agent, he

reduces the distortion h. The opposite occurs when �v < 0.

Maximizing (3.18) over �, the optimal portfolio holding of the risky asset at time t can

be expressed in two equivalent forms, each emphasizing a di¤erent aspect of the intuition.

The �rst one is the myopic demand

(3.20) �t =
�QR;t � rt
�2R;t

:

Equation (3.20) that the demand for the risky asset is myopic: the agent only cares

about the current slope of the mean-variance frontier. However, this slope is constructed

using his subjective beliefs. From an objective point of view, the agent deviates from

the observed mean-variance frontier portfolio due to his (negative) distortion to the mean

h: he believes the slope is lower and thus decreases his demand for the risky asset. The

second form of the demand for the risky asset captures this idea

(3.21) �t =
�R;t � rt
�2R;t

+
ht
�R;t

:
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The �rst element on the right-hand side of equation (3.21) describes the myopic de-

mand of a log-utility agent who is endowed with the objective measure. However, the

pessimistic agent optimally reduces his holdings of the risky asset by h=�R < 0 since

he believes the expected return on the risky asset is lower than the one implied by the

objective measure.

We posit the guess that the value function is concave (log) in the agent�s wealth and

a¢ ne in the conditional variance

(3.22) J (Wt; vt) =
logWt

�
+ �0 + �1vt:

Now, we can use (3.22) to rewrite (3.19) as

(3.23) ht = �
1

�

�
1

�
+ �1�v

�
p
vt:

Here, we see that the distortion, or the (negative of the) market price of model uncertainty

is linear in the conditional volatility of the output growth rate. In equilibrium
p
v is the

conditional volatility of the consumption growth rate.17

17It is possible to assume an exogeneous process for � separately from v and still maintain a fairly simple
closed-form equilibrium. All one needs is to scale the local volatility of � with the current level of

p
v.

One such possible model will assume

d�t = (x0 + x1�t) dt+
p
vt��dB2;t; x1 < 0

Then, the value function for the robust agent is

J (Wt; �t; vt) =
logWt

�
+ �0 + �1�t + �2vt

and the robust correction is still linear in the conditional stochastic volatility

h = �
p
v

�

�
1

�
+ �1�� + �2�v

�
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We can also rewrite (3.20) as

�t =
1

1 + 1
��

�R;t � rt
�2R;t| {z }

Myopic demand

�
1
�

1 + 1
��

Jv�v| {z }
Hedging demand

:

The �rst element on the RHS corresponds to a variant of the usual myopic demand for

a risky asset in a log-utility setup. This term simply gives the trade-o¤ between excess

return compensation and units of conditional variance. Note that the coe¢ cient is not

unitary, as in the usual log problem. The reason is best understood when one keeps

in mind the mapping between a robust control agent and an SDU agent with unitary

EIS. When introducing robustness, we e¤ectively increase risk aversion, but maintain the

unitary EIS. This e¤ect pushes down the demand schedule for the risky asset. The second

element is the hedging-type component arising from uncertainty aversion, and it is larger

in absolute terms the larger Jv or �v, ceteris paribus. The hedging part is positive since

Jv�v > 0 due to the intuition given in (3.19).

The consumption policy is unchanged when the agent seeks robust policies: C = �W .

The wealth and substitution e¤ects still cancel out in our setup. When volatility increases,

the agent decreases his holdings of the risky asset substantially since he cannot amortize

the volatility increase through changes in his consumption. Unitary EIS implies a constant

consumption-wealth ratio, thus all volatility changes are channelled through the asset

market. In other words, robustness, or pessimism, entails that the agent perceives the

local expectations on the risky asset to be lower than the objective drift on the same

asset. The substitution e¤ect implies that the agent should invest less since the asset is

expected to yield low return in the future. In contrast, the wealth e¤ect predicts that he
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should consume less today and save instead. In the case of log utility, these two e¤ects

cancel each other. Consequently, the e¤ect of robustness on the consumption policy is

eliminated. Changing a log-agent�s desire to be robust will only a¤ects the risk free rate

and the return on the risk free asset.

3.3.4. Robust Equilibrium

In this section we solve for the equilibrium price of the risky asset and the risk free rate.

We de�ne and discuss the implications of the robustness assumption on the equilibrium

prices. Speci�cally, we will examine the level and volatility of both the equity premium

and the risk free rate. First, we de�ne a robust equilibrium:

De�nition 2. A robust equilibrium is a set of consumption and investment poli-

cies/processes (C; �) and a set of prices/processes (S; r) that support the continuous clear-

ing of both the market for the consumption good and the equity market (C = D;� = 1)

and (3.13) is solved subject to (3.8), (3.5) and (3.10).18

The only di¤erence between this equilibrium de�nition and a conventional one is that

the agent solves a robust control problem. We will now show that this a¤ects the equi-

librium short rate.

In equilibrium, since the agent consumes the output (C = D) the local consumption

growth rate and the local output growth rate are the same (�C = �). Also, the agent�s

equilibrium path of wealth is identical to the evolution of the price of the �tree� since

� = 1. Therefore, W = S. Hence, D = C = �W = �S. As is usually the case with

18The same de�nition also appears in Maenhout (2004). Without stochastic volatility considerations, he
also derives the equilibrium risk free rate and equity premium.



94

a log representative agent, not only the consumption wealth ratio is constant but so is

the dividend-price ratio
�
C
W
= D

S
= �

�
. We see that, as in the two-period example, the

robustness considerations do not a¤ect the consumption policy and the pricing of the

�tree�. In that case, what are the implications of the fact that the agent seeks robust

policies? The e¤ect shows up in the risk free rate and the way expectations are formed

about growth rates or the return on the risky asset. The equilibrium risk free rate can be

derived from (3.21)

rt = �+ �C;t +
p
vtht � vt

= �+ �C;t � vt
�
1 +

1

�

�
1

�
+ �1�v

��
= �+ �� �vt:(3.24)

For the remainder of the paper we de�ne

� � 1 + 1
�

�
1

�
+ �1�v

�
:

The usual comparative statics arguments apply to this short-rate equation. A higher

subjective discount rate preference parameter � makes the agent wants to save less, so

that the equilibrium real rate must be higher to compensate the agent for saving as much

as before. Higher future expected consumption growth makes the agent want to consume

more today (substitution e¤ect). The real rate must therefore be higher to prevent him

from borrowing. Higher consumption volatility activates a precautionary savings motive,

so that the real rate must be lower to prevent the agent from saving. The role of robustness
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can be interpreted in two ways. First, robustness distorts the expected consumption

growth rate. Lower expected consumption growth rate lowers the equilibrium risk free

rate since the substitution e¤ect is now weaker. The second interpretation, which may be

more intuitive, is that robustness ampli�es the e¤ect of the precautionary savings motive

in the same direction (h < 0 when � < 1), and thus lowers the equilibrium level of the

short rate. All else equal, the robust agent wants to save more than an expected utility

agent and therefore the former needs a stronger equilibrium disincentive to save in the

form of lower risk free rate. In this latter interpretation, the distortion is proportional to

consumption growth rate volatility and thus can be interpreted as a modi�cation to the

precautionary savings motive.

The equilibrium local expected return on the risky asset can immediately be derived

from (3.6) and the fact that S = D=�

dRt =
�
�D;t + �

�
dt+ �D;tdBt

=
�
�D;t + �+ ht�D;t

�
dt+ �D;tdB

Q
t :

The observed equity premium is19

�R;t � rt = �vt = vt|{z}
Risk Premium

+ (�� 1) vt| {z }
Uncertainty Premium

= covt

�
dCt
Ct
; dRt

�
+
1

�

�
1

�
+ �1�v

�
vt:

19We use the quali�er �observed�to emphasize again that what the agent treats as merely a reference
model is actually the DGP. Therefore, anything under the reference measure is what the econometrician
observe when he has long time series of data.
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The equity premium has both a risk premium and an uncertainty premium components.

The former is given by the usual relation between the agent�s marginal utility and the

return on the risky asset. If the correlation between the agent�s marginal utility and the

asset return is negative, the asset commands a positive risk premium
h
covt

�
dCt
Ct
; dRt

�
> 0

i
and vice versa. The higher the degree of robustness (i.e., the smaller the parameter �)

higher are the uncertainty premium and the market price of model uncertainty. While a

decrease in � increases the equity premium, it also decreases the risk free rate through

the precautionary savings motive. The EIS is independent of �. By lowering � we are

e¤ectively increasing the aversion to model uncertainty but not a¤ecting the intertemporal

substitution. Also, the distortion of equilibrium prices is not surprising since the agent

believes consumption growth rate is lower than the actual growth rate under the reference

model. Hence, his IMRS process is distorted.

We see that robustness can account for both a high observed equity premium and low

level of the risk free rate. What about the volatility of the risk free rate? Since we do not

change the substitution motive, the only magni�cation is through the precautionary sav-

ings. Empirically v is extremely smooth and, thus, contributes very little to the volatility

of r.20

Previous studies (e.g., Anderson et al. (2003), Skiadas (2003), Maenhout (2004)) have

showed that without wealth e¤ects, a robust control economy is observationally equivalent

to a recursive utility economy in the discrete time case (Epstein and Zin (1989), Weil

(1990)) or to a stochastic di¤erential utility (SDU) in the continuous time economy as in

20If we allow for a stochastic � with positive correlation with v, �uctuations in v will be countered by
movements in � since they a¤ect the risk free rate with opposite signs. In other words, if we allow the
substitution e¤ect and the precautionary motive to vary positively over time, the risk free rate can be
very stable.
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Du¢ e and Epstein (1992a) and Du¢ e and Epstein (1992b). Thus, our combined market

price of risk and uncertainty can be viewed as an e¤ective market price of risk in the SDU

economy.21 The di¢ culty with such approach is that it requires implausibly high degrees

of risk aversion. Another di¢ culty arises in the context of the Ellsberg paradox. Our

approach assumes that agents do not necessarily know the physical distribution and want

to protect themselves against this uncertainty.

3.4. Pricing the Term Structure of Interest Rates

Denote the intertemporal marginal rate of substitution (IMRS) process by � where

�t � e��t=Ct. Using Ito�s lemma we characterize the dynamics of � as

(3.25)
d�t
�t

= �rtdt�
p
vtdB

Q
t ;

where the drift is the (negative of) the short rate and the di¤usion part is the market

price of risk.

Using (3.25) it is straightforward to price default free bonds.22;23 We use the following

guess for the functional form for the time t default-free zero-coupon bond price (an a¢ ne

21Even though we do not lose the homotheticity of our problem since our agent has log preferences,
Maenhout (2004) discusses the need to rescale the problem in order to obtain an exact mapping from the
robust control economy to an SDU economy. We do not incorporate this rescaling since our interpretation
focuses solely on an agent who faces Knightian uncertainty and acts as an ambiguity averse agent. Thus,
we conduct this study with the intention of studying the behavior of both the market price of risk and
uncertainty.
22A more detailed derivation of the bond pricing rule, using the PDE approach, is in appendix 8.
23Our paper belongs to the vast literature on a¢ ne term structure models. The term structure literature
is too large to summarize here but studies can be categorized into two strands - equilibrium and arbitrage
free models. Our paper belongs to the former strand. The advantage of the equilibrium term structure
models is mainly the ability to give meaningful macroeconomic labels to factors that a¤ect asset prices.
Dai and Singleton (2003) and Piazzesi (2003), for example, review in depth the term structure literature.
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yield structure) that matures at time T . Let � = T � t and write

(3.26) p (� ; vt) = exp [�0 (�) + �1 (�) vt] :

Start with the fundamental pricing equation where the expected marginal utility

weighted price is a martingale

(3.27) EQt [d (�tpt)] = 0 =) EQt
�
dpt
pt

�
� rtdt = �

d�t
�t

dpt
pt
:

The excess expected return on a bond over the short rate is determined by the conditional

covariance of the return on the bond and marginal utility, or alternatively, by the product

of the market price of risk and the risk exposure of the bond. As usual, if they covary

positively, the asset serves as a hedge against adverse �uctuations in marginal utility

and commands a negative risk premium. In times of high volatility, the precautionary

savings motive induces the agent to shift his portfolio away from the equity market and

towards bonds. Such a shift induces an upward pressure on bond prices (and thus yields

decrease). Therefore, bonds pay well in good times, rendering them a risky investment.

Note, however, that the expectations are taken over the distorted measure. These dis-

torted expectations a¤ect prices in a systematic way relative to the prices that would have

prevailed under the objective measure, introducing an uncertainty premium element into

the price of the bond.

From (3.26) one can show that the risk premium on a default free bond is

�d�t
�t

dpt
pt
= �1 (�)�vvt;
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where �1 is positive and determines the cross section restrictions amongst di¤erent matu-

rity bonds. The sign of the risk premium is determined by the correlation of the output

growth rate and the conditional variance. In the next section we discuss the intuition be-

hind the predictions of the model, and especially the role robustness plays in our context.

Moreover, the observed excess return that long term bonds earn over the short rate is

not completely accounted for by the risk premium component. We derive the dynamics of

the return on a bond with arbitrary maturity by applying Ito�s lemma to (3.26). Under

the objective measure we have,

dp (� ; vt)

p (� ; vt)
=

24rt + �1 (�)�vvt| {z }
Risk Premium

+ �1 (�)�vvt (�� 1)| {z }
Uncertainty Premium

35 dt+ �1 (�)�vpvtdBt:
In the presence of uncertainty aversion, there is an uncertainty premium that drives

a wedge between the return on a � -maturity bond and the short rate. The more robust

the agent, the larger the market price of uncertainty is in absolute terms (i.e., � is larger

so �h = (�� 1)
p
v is larger). Also, higher conditional variance increases the uncer-

tainty premium since the agent distorts the mean of the objective model more. In other

words, higher �v also increases the uncertainty exposure of the asset. We can express the

uncertainty premium as

�ht|{z}
Price of uncertainty

� diff
�
dp (� ; vt)

p (� ; vt)

�
| {z }
Uncertainty Exposure

= �1 (�)�vvt (�� 1)| {z }
Uncertainty premium

;

where diff (�) is the di¤usion part of the process. The intuition and implication of this

result are discussed in the empirical section (3.5).
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The yield on a given bond is simply an a¢ ne function of the conditional variance

Y (� ; vt) = �
1

�
ln p (� ; vt) :

The two extreme ends of the yield curve are lim�!0 Y (� ; vt) = rt and lim�!1 Y (� ; vt) =

�+ �� a0��1. Thus the spread is

lim
�!1

Y (� ; vt)� lim
�!0

Y (� ; vt) = �a0��1 + �vt;

where the expression for ��1 is given in Appendix 8.

3.4.1. Why Can The Model Explain the Cross Section of Bond Yields? Some

Intuition

In this section we explain more intuitively why the model accounts for the cross section

regularities of bond yields. More importantly, we focus on the contribution of robustness

considerations to the results.

3.4.1.1. Bond Returns and Upward Sloping Yield Curve. A bond price is the

conditional expected IMRS. Ceteris paribus, a positive shock to the expected growth

rate of consumption lowers the equilibrium bond price, and thus, increases the yield on

that bond. The bond price decreases due to a negative substitution e¤ect. If expected

consumption growth rate has positive contemporaneous correlation with consumption, or

negative marginal utility, the bond is considered a safe asset and therefore commands a

negative risk premium. The opposite also holds true. Furthermore, the expected IMRS

is also a¤ected by the conditional variance of consumption growth but in the opposite

direction. Holding everything else constant, a positive shock to the conditional variance
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of the growth rate of consumption increases the bond price, and thus, lowers the yield

on that bond. Here, people want to save more due the precautionary savings motive

and therefore, in equilibrium, bond prices are higher and yields are lower. Again, what

determines the sign of the risk premium is the correlation of the conditional variance with

marginal utility. If the correlation with marginal utility is negative the bond is considered

a risky asset since it pays well in good times. Hence, investors require a positive risk

premium on the bond.

Since the distortion h is linear in the conditional volatility of consumption growth (v),

it is natural to think of robustness as magnifying the precautionary savings motive. Mean

reversion of the conditional variance process coupled with a positive correlation between

conditional variance and consumption growth entails a positive risk premium on long term

bonds relative to short term bonds. Also, since long term yields are averages of future

expected short term yields plus a risk premium, the average yield curve is expected to be

upward sloping.

An alternative way of interpreting the average positive slope of the yield curve is by

examining the objective and subjective (endogenous) evolution of the conditional variance

of consumption growth rate. The (perceived) evolution of v under the distorted measure

Q is di¤erent from the evolution of v under the objective measure P in two respects. Write

(3.5) under both measures

dvt = ��v (vt � �v) dt+ �v
p
vtdBt

= ��Qv
�
vt � �vQ

�
dt+ �v

p
vtdB

Q
t :(3.28)
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Here, �v is the velocity of reversion and �v is the steady state of v, both under the reference

measure. However, the subjective velocity of reversion is

(3.29) �Qv = �v � �v (1� �) > �v

and the subjective steady state is

(3.30) �vQ =
�v

�Qv
�v < �v:

Observation (3.30) is enough to explain the positive slope of the yield curve. Note that

pricing is done using the IMRS of the robust agent and he thinks that the steady state

of the conditional variance of consumption growth rate is lower than the objective target.

By persistently missing the target, the agent on average believes that v is expected to

decrease. In other words, he on average thinks that yields are expected to increase due

to the e¤ect of the precautionary savings motive on prices.

A di¤erent way of interpreting (3.28) is the following. The variance dynamics are

characterized by a non-negative mean-reverting process. This process gravitates towards

its steady state and the speed of reversion is stronger the further the variance level is from

its steady state. Robustness introduces a negative distortion to the drift of the variance

process
�
ht�v

p
vt = �v (1� �) vt < 0

�
. A negative distortion to the drift that depends

linearly on the level of the variance introduces zero as an additional focal point to the

variance process. When the variance is above its objective steady state, both the distortion

and the pull towards the objective steady state work in the same direction. However,

when the variance is below its steady state, both forces work in opposite directions. The

distortion always pulls down towards zero while the other force pulls the variance up
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towards its objective steady state. The point where these two forces are equal is the

subjective steady state and it is between the objective steady state (positive) and zero,

leading to (3.28).

3.4.1.2. Negative Contemporaneous Correlation Between the Spread and the

Level of Yields (Yield Curve Rotation), and the Term Structure of Uncon-

ditional Volatilities of Yields. In quarterly data over the sample 52:Q2 � 06:Q4 the

correlation between the level and slope of the real yield curve is �0:5083 with standard

errors of 0:0992 (Newey-West corrected with 4 lags). Here, the slope is the di¤erence be-

tween the 1-year and 3-months yields. This �nding is robust over di¤erent time intervals

and di¤erent frequencies. The model can account for this fact in the following way.24 Re-

call that a positive shock to conditional volatility lowers yields. Also note that yields are

perfectly (positively) correlated since all of them are an a¢ ne function of the same factor.

However, short yields are more sensitive to conditional volatility shocks. To understand

why, it helps to think about the mean reversion of the conditional variance (the ergodicity

of its distribution). The e¤ect of any shock is expected to be transitory. The full impact

of the shock happens at impact and then the conditional variance starts reverting back to

its steady state. Therefore, the e¤ect of, say, a positive shock is expected to dissipate and

yields are expected to start to climb back up. This expected e¤ect is incorporated into

long term yields immediately. Short yields in the far future are almost una¤ected by the

current shock since it is expected that the e¤ect of the shock will disappear eventually.

24We explain the intuition through the time variation of the conditional volatility of consumption growth
rate. One can alternatively use the substitution channel and focus on time variation in expected con-
sumption growth rate.
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Since long term yields are an average of future expected short yields plus expected risk

premia, they tend to be smoother than short term yields.

The expected risk premium is also a linear function of the state, and thus inherits its

mean reversion. Therefore, the expected risk premium in the far future is also smoother

than the risk premium in the short run. This also contributes to the rotation of the yield

curve: since the short end of the yield curve is very volatile relative to the long end,

whenever yields decrease, the spread increases (or become less negative, depending on the

initial state). The opposite also holds true.

3.4.1.3. How Does the Model Account for the Rapidly Declining Slope of

the Yield Curve and the High Persistence of Yields? Traditionally, one factor

models encounter an inherent di¢ culty in trying to account simultaneously for the rapidly

declining slope of the yield curve (i.e., strong convexity of the slope of the yield curve)

and the high persistence of yields. Time-series evidence implies that interest-rate shocks

die out much more slowly than what is implied from the rapidly declining slope of the

average yield curve (Gibbons and Ramaswamy (1993)).

Even though we present a one factor model, we can still account for these two facts

with a single parametrization. The key lies in expression (3.29). The agent believes that

the conditional variance reverts to its steady state faster than under the objective measure�
�Qv > �v

�
. Since yields are a¢ ne functions of the conditional variance of consumption

growth, they inherit the velocity of reversion of v under the objective model. In other

words, the persistence of yields is measured ex-post and is solely determined by the

objective evolution of v without any regard to what the agent actually believes.
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At the same time, the slope of the yield curve (or the pricing of bonds) is completely

determined by what the agent believes the evolution of v is. If �Qv is substantially larger

than �v, the slope of the yield curve can �atten at relatively short horizons, re�ecting the

beliefs of the agent that v will quickly revert to its steady state level. Since the agent

persistently thinks that �Qv > �v the slope can be on average rapidly declining. When

analyzing the results of our estimation we will show that this is indeed the case.

3.4.1.4. Biased Expectations: Pessimism and (the Reverse of) Doubt. Abel

(2002) argues that one can potentially account for the equity premium and the risk free

rate when modeling pessimism and doubt in an otherwise standard asset pricing (Lucas

tree) model. Pessimism is de�ned as a leftward translation of the objective distribution

in a way that the objective distribution �rst order stochastically dominates the subjec-

tive distribution. Doubt is modeled in a way that the subjective distribution is a mean

preserving spread of the objective distribution.

There is evidence that people tend to consistently underestimate both market re-

turn and the conditional volatility of output growth rate (e.g., Soderlind (2006)). Also,

Giordani and Soderlind (2006) confront the Abel (2002) suggestion with survey data

and �nd strong support for the pessimism argument in growth rates of both GDP and

consumption. The result is robust over forecasts of di¤erent horizon and with both the

Livingston survey and the Survey of Professional Forecasters data. However, they also

�nd evidence of overcon�dence in the sense that forecasters underestimate uncertainty.

Therefore, the evidence suggests the existence of the reverse of doubt.
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Our model endogenously predicts both phenomena.25 First, robustness requirements

lead the agent to pessimistic assessments of future economic outcomes (e.g., expression

(3.15) in which the agent negatively distorts the expected return on the risky asset).

Consequently, the agent persistently underestimates expected growth rates of both the

risky asset and consumption. In that sense, robustness endogenizes the pessimism idea

of Abel (2002). Our model also predicts biased expectations concerning the dynamics of

the conditional variance process v in a way that is consistent with the data. Expressions

(3.29) and (3.30) formalize this idea. In the case where �v > 0 (an assumption that we

later support empirically), a pessimistic assessment of expected output growth rate leads

to what can be interpreted as optimistic beliefs about future output growth volatility. In

other words, the model predicts also the reverse of doubt. Note that here the agent knows

exactly the current conditional variance but wrongly estimates its future evolution.

3.5. The Empirical Study

In this section we undertake three tasks. First, we provide empirical support for our

assumption that the volatility of consumption growth is state dependent. Our discussion

complements the analysis of Bansal and Yaron (2004) and Bansal et al. (2005) who argue

that there is stochastic volatility in the growth rate of consumption. Second, we estimate

our model.26 There are six parameters in the model, �ve of which are standard. Third,

we interpret the non-standard parameter � using detection error probabilities to map �.

25For a decision-theoretic link between ambiguity averse agent and the setup of Abel (2002), see Ludwig
and Zimper (2006).
26Wachter (2001), for example, studies the e¤ect of consumption externalities (habits) on the term struc-
ture of interest rate by drawing empirical restrictions from consumption data and both the equity and
bond markets.
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Since the model is a description of a real economy, all the data we use are expressed in

real terms. The description and discussion of the data are relegated to Appendix 9.27

3.5.1. Conditionally Heteroskedastic Consumption Growth

In this subsection we provide direct empirical evidence about the level and behavior of the

conditional variance of real aggregate consumption growth. We examine two measures

of conditional volatility: realized volatility and series estimated from various GARCH

speci�cations.

3.5.1.1. ARMAX-GARCH Real Consumption Growth Rate. We start with a

simple univariate time series parametric estimation. The model we are �tting to the

consumption growth process is an ARMAX(2; 2; 1) model and a GARCH(1; 1) to the

innovations process:

A (L)
�Ct
Ct�1

= c+B (L)Rt�1 + C (L) �C;t;(3.31)

�C;t+1 = �C;t"C;t+1; "C;t � N (0; 1) ;

D (L)�C;t = ! + F (L) �2C;t;

where A;B;C;D; F are polynomials of orders 2; 1; 2; 1; 1 respectively, in lag operators.

�Ct
Ct�1

, Rt, �t are, respectively, the realized real consumption growth rate at time t, the

real return on the aggregate market index at time t� 1, and an innovation process with

time-varying variance. In Figure 3.1 we plot the GARCH volatility estimates for both real

27A few studies, for example Brown and Schaefer (1994) and Gibbons and Ramaswamy (1993), also use
real data to estimate a term structure model. However, they do not draw restrictions from the equity
market and consumption data and their preferences assumption is standard which implies that the equity
premium and risk free rate puzzles are still present in the models they estimate.



108

aggregate consumption growth rate and the real return on the aggregate stock market.

We also plot a measure of realized volatility for both consumption growth and market

return series that we obtain by �tting an ARMA(2; 2) to the original data and then use

the square innovations to construct the realized variance series. The sample period is

Q2:52�Q4:06.

1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005
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x 10 5 Consumption Growth Rate: GARCH(1,1)
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x 10 4 Consumption Growth Rate: Realized Variance
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Figure 3.1: ARMAX-GARCH estimation for both real consumption growth rate and
real aggregate market return. We �t model (3.31) and present the GARCH estimates for
the conditional variance of real consumption growth rate and real aggregate market
return in the left panel. The right panel present the square innovations from an ARMX
speci�cation to real consumption growth and real aggregate market return. The
quarterly data is Q2:52�Q4:06. The gray bars are contraction periods determined by
the NBER.
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First, there seems to be evidence of what has been dubbed as the �Great Moderation�

(e.g., Stock and Watson (2003)). It is clear that consumption growth volatility has slowly

declined over the sample period but the volatility of the market return did not. This

pattern is apparent in both measures of conditional volatility. Second, it seems that there

are both high frequency (business cycle) �uctuations and a very low frequency stochastic

trend in consumption growth volatility. We will show that the estimation procedure

mostly identi�es these higher frequency movements in the conditional variance and not

the very low frequency movements. Our hypothesis is that higher frequency �uctuations

are channeled through the asset market while there are other aspects which we do not

identify that contribute to the low frequency �uctuations. In other words, when we

estimate the full model, the e¤ect of the equity and bond market restrictions is re�ected

in the implied persistency of the conditional variance process. Here, we use the Hodrick-

Prescott �lter with parameter 1600 to disentangle these two components of consumption

growth volatility. Figure 3.2 presents this result and makes clear that the decline in the

low frequency component started in the 060, before the Great Moderation.28

28In our model it is hard to make �conditional�statements about the economy, mainly because we modeled
a constant drift to the consumption growth rate process. It is obviously interesting to think about
the correlation structure of expected consumption growth rate and the conditional variance process.
Empirically, there is evidence that suggests that interest rates are procyclical (e.g., Donaldson et al.
(1990)) and volatility is either countercyclical or at least slightly leads expected growth rates which
are believed to be countercyclical (e.g., Whitelaw (1994)). Our conditional variance process is assumed
to correlate positively with realized consumption growth rate. Also, the conditional variance correlate
negatively with interest rates. In this sense, variance and real interest rates behave as in the data. If,
for example, expected growth rate correlate negatively with realized consumption growth rates, they
will correlate negatively with the conditional variance. In that case, a positive shock to consumption
growth rate will have a double negative e¤ects on real interest rates. Expected growth rates will be
low and thus the substitution e¤ect will make equilibrium real interest rates lower. At the same time,
conditional variance will be higher and the precautionary savings motive will push the equilibrium real
interest rate even lower. Also, Chapman (1997) documented the strong positive correlation of real yields
and consumption growth rate when excluding the monetary experiment period of 1979� 1985.
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Figure 3.2: HP-�itered conditional variance of real consumption growth rate derived
from an ARMAX-GARCH estimation in (3.31). The top panel presents the low
frequency trend and bottom panel presents the cyclical component. The HP-�lter
parameter is 1600. The quarterly data is over the period Q2:52�Q4� 06.

We also use the volatility estimates to explain asset prices (see also Chapman (1997),

Bansal and Yaron (2004), Bansal et al. (2005)). In particular, in �gure 3.3 we examine

the dynamic cross correlation patterns between consumption growth volatility obtained

from the GARCH estimation in (3.31) and the spread between the real 1-year real yield

and the real 3-months real yield.

These patterns agree with the model�s predictions. We know that shorter maturity

yields respond more than longer maturity yields to a volatility shock. This result is mainly
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Figure 3.3: Dynamic cross-correlation between real consumption growth rate volatility
and the real spread between the 1 year and 3 months yields. The quarterly data covers
the period Q2:52�Q4:06.

due to the ergodicity of the state variable that a¤ect yields. If the state is assumed to

revert back to a known steady state, we expect the longer yield to have a smaller response

to contemporaneous shocks. Note that we do not identify the type of shock in this exercise.

We merely observe a shock that happens to a¤ect both consumption growth volatility and

the bond market.

The second result is the sign response of the yields to a volatility shock. When

conditional volatility increases we see that yields decrease. From the precautionary savings

motive e¤ect we do expect such response. Since in our model ambiguity aversion ampli�es
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the precautionary savings motive, we expect this channel to play an important role when

linking consumption growth volatility and yields. When combining these two results, we

expect the spread to increase with a volatility shock. In other words, on average, the yield

curve rotates when a shock to volatility occurs.

There are three caveats to these results. First, the upper left panel in Figure 3.1 depicts

the behavior of the conditional variance of real consumption growth. One can argue that

the series exhibit a non-stationary behavior. If this is the case, then the GARCH process

is potentially misspeci�ed. Given the slow-moving component we identi�ed, it is hard

to convincingly argue against such hypothesis. Second, our macro data is sampled at

quarterly frequency. Drost and Nijman (1993) have shown that temporal aggregation

impedes our ability to detect GARCH e¤ects in the data. Even if our model is not

misspeci�ed, the fairly low frequency sampling may suggest it is (see also Bansal and

Yaron (2004)). Third, we showed that the (sign of the) correlation between shocks to

realized consumption growth and the conditional variance is important in explaining risk

and uncertainty premia. The simple GARCH exercise does not help us identify the sign

of this correlation. We address this di¢ culty next.

3.5.1.2. Real Dividends Growth Rate: GJR-GARCH. Since we argue that the

sign of �v plays an important role in understanding risk premia in our model, we also

estimate a GJR-GARCH(1; 1) (Glosten et al. (1993)). Originally, this model was con-

structed to capture �leverage� e¤ects when examining market returns (i.e., a negative

shock to returns means lower prices and more leveraged �rms, hence higher volatility

of future returns). Here we use it with a di¤erent interpretation in mind. We use the
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leverage coe¢ cient to extract information about the sign of the correlation between con-

sumption/dividends growth rate innovations and conditional variance innovations. Since

we argue that the sign of �v is positive, as indicated by asset prices behavior, we hope to

�nd the reverse of a leverage e¤ect.29 We �t the following time series model

�Ct
Ct�1

= c+ �C;t;(3.32)

�C;t+1 = �C;t"C;t+1; "C;t � N (0; 1) ;

D (L)�C;t = ! + F (L) �2C;t +G (L) If�C;t<0g�
2
C;t;

where the polynomial G captures the leverage e¤ects and

If�C;t<0g =

8><>: 1 �C;t < 0

0 otherwise
:

We regress the realized consumption growth rate only on a constant (e¤ectively de-

meaning the growth rate) since we assume in our model that dividends growth rate drifts

on a constant. The more negative � is, the larger is �2. Thus, we expect the leverage e¤ect

coe¢ cient to be negative in order to capture the positive correlation between shocks to

growth rates and conditional variance. In most lag speci�cations we estimated, the lever-

age coe¢ cients in the G polynomial have a negative sign, which suggests that negative

shocks to the dividends growth rate implies a negative shock to the conditional variance.

However, and perhaps not surprisingly, with quarterly frequency data it is hard to detect

these GARCH e¤ects. Leverage e¤ects are especially hard to detect. In most cases we

29Even though our interpretation has nothing to do with the leverage e¤ect discussed in Glosten et
al. (1993), we still use this term for convenience.
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cannot reject the null that leverage e¤ects are not present. In order to investigate the

sign of �v further, we use real dividends instead of consumption. To alleviate the problem

with the GARCH estimation, we use monthly data.30 Figure 3.4 displays the results of a

GJR-GARCH(1; 1) estimation where c is the unconditional mean of the real growth rate

of aggregate dividends

1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
x 10 4 GJRGARCH Estimation of Real Aggregate Dividends Growth Rate

Period

Figure 3.4: GJR-GARCH(1; 1) estimation (model 3.32) of the conditional variance of
real aggregate dividends growth rate with monthly observations over the period
M1:52�M4:06.

This �gure shows the presence of volatility clustering. The estimation procedure

suggests that �v is indeed positive since the leverage coe¢ cient is always negative and

30We obtained the real dividends series from Robert Shiller�s website. See also Appendix 9.
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statistically signi�cant. On average, when a negative shock hits the dividends growth

rate, we tend to see a decline in the conditional variance of the same process. Table

3.5.1.2 summarizes the estimation results for the leverage coe¢ cient over di¤erent time

intervals.31

Table 3.1: Estimating the �leverage�coe¢ cient over di¤erent time intervals.

Period �Leverage�Coe¢ cient Standard Errors
M1:52�M12:06 �0:390 0:129
M1:62�M12:06 �0:242 0:175
M1:72�M12:06 �0:312 0:215
M1:82�M12:06 �0:263 0:163
M1:90�M12:06 �0:256 0:195
M1:52�M12:81 �0:509 0:167
M1:52�M12:89 �0:442 0:156

The data is monthly real aggregate dividends over M1:52�M12:06 from Robert
Shiller�s website. A negative point estimate means that a negative shock to realized
dividends growth rate is accompanied by a negative shock to the conditional variance of
dividends growth rate.

It is interesting to note that the earlier post-war data supports more strongly the

hypothesis that shocks to dividends are positively correlated with shocks to volatility.

This covariation measures the risk exposure of default free bonds to risk and uncertainty.

If the market prices of these risks and uncertainty did not move in the opposite direction

one should, ceteris paribus, expect to observe higher risk premia in the earlier part of the

sample.

In summary, the data seems to con�rm two things. First, the existence of a small time-

varying component in the volatility of growth rates. Second, the correlation of shocks to

dividends growth rate and shocks to conditional variance is positive.

31This suggestive evidence is also consistent with di¤erent time intervals and with EGARCH estimation
(see Nelson (1991)) over the same time intervals. Results are available from the authors upon request.
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3.5.2. Model Estimation

In this section we present and interpret our complete model estimation results. Since the

model permits closed-form expressions for �rst and second moments we use the generalized

method of moments (GMM) in the estimation procedure (Hansen (1982)). Even though

conditional variance is not directly observable in the data it is theoretically an a¢ ne

function of the short rate (or any other real yield with arbitrary maturity). Therefore,

we use the short rate as an observable that completely characterizes the behavior of the

conditional variance.32 We also compare the moments implied by the model to their

empirical counterparts.

3.5.2.1. Orthogonality Restrictions and Identi�cation. Our procedure is similar

to the one used by, for example, Chan et al. (1992). Our approach is to focus mainly

on the time series restrictions to estimate the structural parameters. We do not focus

on the cross sectional restrictions of the model as in Longsta¤ and Schwartz (1992) and

Gibbons and Ramaswamy (1993). Since we have a single factor model, yields are perfectly

correlated. Therefore, including cross sectional restrictions may reduce the power of the

overidentifying restrictions in small samples. We use our point estimates to generate

the model�s implied yield curve and compare it to the empirical yield curve. In that

sense, our approach is more ambitious. It is important to note that since our model only

makes statements about the real economy, all the data we use is denominated in real

32We also used the simulated method of moments (SMM, Du¢ e and Singleton (1993)) to estimate the
model. This method is natural when the model contains unobservables. The results we obtain using
SMM support the results we obtain using GMM and are available from the authors upon request. Bansal
et al. (2007) also compare their GMM estimates to an SMM estimates and conclude that in the presence
of time averaging, using SMM can prove useful.
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terms. Other authors have used nominal data to estimate real models (e.g., Brown and

Dybvig (1986)).

We need to estimate 6 parameters fa0; a1; �; �; �; �vg. We form orthogonality condi-

tions implied by the model using the following notation

Yt+1 �
�
�Y (1; vt+1) ; Rt+1;

�Ct+1
Ct

;Y (4; vt)� Y (1; vt)
�
;

Xt � Y (1; vt) ;

Zt �
�
1;Y (1; vt) ; Rt;

�Ct
Ct�1

�
;

where Yt+1 is observed at time t+1 and contains the change in the one-quarter real yield

(�Y (1; vt+1)), the realized real aggregate market return (Rt+1), the realized real aggregate

consumption growth rate
�
�Ct+1
Ct

�
and the real spread between the 1-year and 3-months

real yields (Y (4; vt)� Y (1; vt)). Xt is the explanatory factor. We use the 3-months yield

as a su¢ cient statistic for the unobserved conditional variance process. Last, we use

lagged 3-months, market return and realized consumption growth rate as instruments in

the vector Zt.

The stacked orthogonality conditions are given in m

u1;t+1 � Yt+1 � �Y;tjXt;

u2;t+1 � diag
�
u1;t+1u

0
1;t+1 � �Y;t�0Y;tjXt

�
;

mt+1 �
�
u1;t+1 u2;t+1

�

 Zt:
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We draw �rst and second moment restrictions. �Y;tjXt and �Y;tjXt have the parametric

forms implied by the model and are a¢ ne in Xt.

What about identi�cation? Note that since robust preferences are observationally

equivalent to recursive preferences, disentangling the risk aversion coe¢ cient from the

robustness parameter � is generally not trivial. Since we have log-utility we do need to

worry about such a potential identi�cation problem: log preferences restrict to unity the

EIS and risk aversion and thus allow us to identify the uncertainty parameter �. Also,

� is identi�ed through the consumption growth rate restriction. Once � is identi�ed,

we can identify � from the aggregate market return condition. The three parameters

that govern the dynamics of the conditional variance v can be identi�ed either from the

second moment of consumption growth rate or the second moment of the aggregate market

return. Also, the bond market contributes important information about v. The fact that

identifying the dynamics of v is done through these three channels can potentially create

some ambiguity in the interpretation of the level and speed of reversion of the conditional

variance. Nevertheless, we believe that these sources of information shed some new light

on the dynamics of v in a way that will be clear in our interpretation of the point estimates,

a task we undertake next.

3.5.2.2. Point Estimates of Structural Parameters. Table 3.2 presents the point

estimates over di¤erent time periods. In Table 3.3 we perform the same estimation exercise

without including the volatility of consumption growth rate in our set of moments.
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Aside from the robustness parameter �, all coe¢ cients are immediately interpretable.

All parameters are statistically di¤erent from zero. Also, the model is not being rejected

according to the J-test. We will explain the DEP�s column later.

Note that � is stable and equal to the average real aggregate quarterly consumption

growth rate over the sample. Similarly, � is stable over di¤erent samples and invariant to

the consumption volatility restriction.

One obvious �nding is that the estimated � is sensitive to the inclusion of consumption

volatility in the estimation. When the volatility of consumption growth is ignored, the

procedure is not restricted by the smooth consumption process and thus the implied

pricing kernel (SDF) is much more volatile and more robustness is not needed to justify

the observed asset prices. In this sense, the implied volatility of the SDF is closer to

the Hansen-Jagannathan bound. Also, note that a0 and �v are much larger when we

do not impose the consumption volatility restriction. The reason is that the procedure

mainly picks up the aggregate market return volatility, which is much larger than the

volatility of consumption growth rate. The implied evolution of v is much more volatile

when consumption growth volatility is excluded.

Interestingly, the velocity of reversion (�a1) of v is invariant to the consumption

growth rate volatility. What is obvious from Tables 3.2 and 3.3 is that the estimation

procedure detects mostly high frequency movements and not the potential slow moving

component in consumption growth volatility we identi�ed earlier (Figure 3.2). Hence,

it appears that the high-frequency component from the market data dominates in the

full-model estimation.
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Panel A of Table 3.5.2.2 presents the half life of the volatility shock process implied

by the estimation procedure. We also present in that panel the perceived half life by

the robust agent. Expression (3.29) shows that the perceived velocity of mean reversion

is faster than the physical speed at which shocks to volatility die out. In general, the

point estimates imply that shocks to volatility die out relatively fast. For comparison

purposes, Panel B of Table 3.5.2.2 presents the implied reversion coe¢ cient and half life

derived using the autoregressive coe¢ cient we calculated from the GARCH estimated

conditional variance series in (3.31) without adding the market as an explanatory vari-

able to the consumption growth rate.33 These results con�rm that without forcing asset

market restrictions on the consumption series, we observe a very slow moving process for

conditional variance. At the same time, the conditional variance of the aggregate market

return is much less persistent. The general estimation procedure results in panel A are,

to some extent, a combination of these two e¤ects.34

Interestingly, in our benchmark estimation result we �nd the half life of the condi-

tional variance process to be 3:553 quarters. The recent �long run risks�literature usually

calibrates asset pricing models with a highly persistent conditional variance process.35

33Our point estimates correspond to quarterly data. In general, with data sampled at quarterly frequency
one can map an autoregressive coe¢ cient to a coe¢ cient governing the speed of reversion as our �v. Let
�̂ denote the autoregressive coe¢ cient. Then, the quarterly speed of reversion coe¢ cient �v = � ln (�̂)
and the half life is ln (2) =�v.
34We conduct this comparison only for the entire period Q2:52�Q4:06 since we want to examine evidence
concerning very low frequency components. Even our longest sample is somewhat short to conveniently
detect the slow moving component. We believe that shorter samples will make the detection exercise
impossible.
35Bansal and Yaron (2004) �nd that introducing a small highly persistent predictable component in
consumption growth can attenuate the high risk aversion implications of standard asset pricing models
with recursive utility preferences. However, this persistent component is di¢ cult to detect in the data.
Croce et al. (2006) present a limited information economy where agents face a signal extraction problem.
Their model addresses the identi�cation issues of the long run risk component. Hansen and Sargent
(2007b) is another example for the di¢ culty in identifying the long run risk component. However, in
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Table 3.4: Mean Reversion.

Panel A: Q2:52�Q4:06 Q1:90�Q4:06
Estimate Half Life (Q) Estimate Half Life (Q)

Objective 0:1951 3:553 0:0997 6:952
Distorted 0:2994 2:315 0:1343 5:161
Panel B: Q2:52�Q4:06

Estimate Half Life (Q)
Consumption 0:010 68:373
Market 0:4069 1:704

Panel A: Point estimates of the velocity of reversion coe¢ cient and the implied half life
(in quarters) of the conditional variance process. Objective referes to the physical rate
in which the conditional variance gravitates to its steady state. Distorted referes to the
rate in which the robust agent believes the conditional variance gravitates to its steady
state. These point estimates are from the estimation procedure that imposes the
volatility of real aggregate consumption growth rate as a moment condition. Panel B:
implied reversion coe¢ cients and half lifes (in quarters) for the conditional volatility of
consumption growth rate and aggregate market return derived from the GARCH
procedure. The consumption growth rate mean is modeled as an ARMAX(2,2,1) and
the aggregate market return is modeled as ARMA(2,2).

For example, Bansal and Yaron (2004) assume that the autoregressive coe¢ cient (with

monthly frequency data) in the conditional variance of the consumption growth process is

0:987.36 This number implies a half life of 13:24 quarters, which is almost 4 times higher

than the number we obtain in our empirical results. As explained earlier, this di¤erence is

driven largely by the inclusion of equity and bond markets in our set of moments. What

we show in this paper is that robust decision making coupled with state dependent volatil-

ity requires moderate levels of persistence in the conditional variance of the consumption

growth process. Recall that we assume a constant drift in consumption growth. If we as-

sume a stochastic and highly persistent �, as in Bansal and Yaron (2004), we would need

addition to a signal extraction problem, their agent seeks robust policies and consequently his estimation
procedure is modi�ed.
36See table IV in Bansal and Yaron (2004).
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to worry about the volatility of the risk free rate. In other words, if the substitution e¤ect

channel is very persistent and the precautionary savings motive is much less persistent,

the short rate can potentially be very volatile. If shocks to � were to die out much slower

than shocks to v, the ergodic distribution of the short rate would be very volatile. In that

sense, we might be able to reconcile our results with the calibration exercise of Bansal

and Yaron (2004) if we assumed an expected consumption growth rate process.

Expressions (3.29) and (3.30) allow us to discuss a mechanism which is central to our

results. In Figure 3.5 we plot the objective and perceived impulse response functions for

the conditional variance v following a shock. Note that, unlike a rational expectations

agent, the robust agent is on average wrong about the future evolution of v. Hence, his

biased expectations lead him to believe that the conditional variance will decrease. As

mentioned earlier, this should lead to an upward-sloping unconditional sloping yield curve

through the precautionary savings channel.

3.5.2.3. Theoretical and Empirical Moments. Table 3.5 presents a comparison of

model-implied and empirical moments over di¤erent time spans for the equity and con-

sumption data. Table 3.6 presents the same exercise, but without imposing consumption

growth rate volatility in the estimation. The model fares well, especially with the ag-

gregate market return and the equity premium.37 Also, the model is doing a good job

in matching the low consumption growth rate. The same conclusion seems to hold over

di¤erent time horizons. Note, however, that again we see the tension between market re-

turn and consumption growth volatility. When imposing consumption growth volatility,

37Erbas and Mirakhor (2007) document global evidence (53 emerging and mature markets) that a large
part of the equity premium re�ects investor aversion to ambiguities resulting from institutional weak-
nesses.
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Figure 3.5: Biased expectations. Using the parameters estimated over the entire period
Q2:52�Q4:06, the �gure shows the impulse response function of the conditional
variance to a positive and negative shocks. The solid line represents the objective
evolution of v and the dashed line represents what the robust agent believes the
evolution of v is going to be.

the model compromises on the implied market return volatility being somewhere between

the empirical consumption growth rate volatility and the empirical market return volatil-

ity. When ignoring the consumption growth volatility from the estimation procedure,

the model easily matches the aggregate market return volatility. This result is obviously

not surprising since we have a log-agent that consumes a constant fraction of his wealth.

Given that the substitution e¤ect and the income e¤ects cancel each other, the agent

absorbs all market �uctuations to his marginal utility.
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Table 3.5: Empirical and theoretical equity and goods market moments (with
consumption volatility restriction).

Period T �R �R � Y3m �R �C
(1) (2) (1) (2) (1) (2) (1) (2)

Q2:52�Q4:06 218 12:820 13:692 11:289 11:719 34:306 22:385 2:109 2:924
2:321 0:024 2:350 0:034 2:164 0:038 0:174 0:022

Q1:62�Q4:06 180 11:879 12:586 10:130 10:552 35:499 22:748 2:085 2:940
2:544 0:028 2:562 0:039 2:487 0:044 0:188 0:025

Q1:72�Q4:06 140 12:611 12:985 10:925 10:879 36:599 23:302 1:937 2:882
3:021 0:033 3:029 0:044 2:865 0:045 0:204 0:030

Q1:82�Q4:06 100 15:424 14:614 13:234 12:218 35:510 24:372 2:206 3:259
3:240 0:039 3:206 0:051 2:941 0:041 0:178 0:035

Q1:90�Q4:06 68 13:060 12:298 11:393 10:579 34:075 23:315 2:035 2:971
3:887 0:044 3:807 0:057 3:753 0:046 0:203 0:040

Q2:52�Q4:81 118 10:749 17:617 9:784 16:053 32:983 24:751 2:004 2:977
3:155 0:042 3:276 0:062 3:111 0:097 0:279 0:036

Q2:52�Q4:89 149 12:710 15:950 11:241 13:842 34:411 23:964 2:143 3:086
2:905 0:034 2:976 0:048 2:642 0:063 0:236 0:029

The period column represents the time interval of the data that is used to estimate the
model. The data is in quarterly frequency with quarterly values. T is the number of
quarterly observations used to estimate the model. Columns with the number (1)
present the empirical moments. Empirical moments computed with the data and
theoretical moments are implied by the estimated model. Columns with the number (2)
present the theoretical moments. The theoretical moments were generated using 1; 000
replications of the economy that was calibrated using the estimated parameters over the
corresponding period. Robust standard errors are given below each moment. The
standard errors were corrected using the Newey-West procedure with 4 lags. The
standard errors for the theoretical moments were computed over the 1; 000 replications.
All moments are given in % values. �R, �C , �R, and Y3m are the real return on the
market (including dividends), real growth rate of consumption, volatility of real
aggregate market return and real 3 month yield, respectively.

Tables 3.7 and 3.8 report model implied and empirical moments for the bond market,

where the second table ignores the volatility of consumption growth in our set of moments.

The model is doing a good job in reproducing the levels of the 3-months and 1-year real

yields. The results in the last two columns of each table are particularly interesting. The
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Table 3.6: Empirical and theoretical equity and goods market moments (without
consumption volatility restriction).

Period T �R �R � Y3m �R �C
(1) (2) (1) (2) (1) (2) (1) (2)

Q2:52�Q4:06 218 12:820 19:564 11:289 17:682 34:306 36:566 2:109 4:110
2:321 0:043 2:350 0:056 2:164 0:080 0:174 0:037

Q1:62�Q4:06 180 11:879 18:579 10:130 16:616 35:499 36:742 2:085 4:117
2:544 0:050 2:562 0:064 2:487 0:095 0:188 0:043

Q1:72�Q4:06 140 12:611 18:648 10:925 16:713 36:599 37:482 1:937 4:139
3:021 0:057 3:029 0:072 2:865 0:094 0:204 0:049

Q1:82�Q4:06 100 15:424 18:802 13:234 16:548 35:510 37:124 2:206 4:496
3:240 0:063 3:206 0:079 2:941 0:081 0:178 0:056

Q1:90�Q4:06 68 13:060 15:531 11:393 13:782 34:075 34:177 2:035 3:992
3:887 0:070 3:807 0:087 3:753 0:087 0:203 0:062

Q2:52�Q4:81 117 10:592 25:701 9:625 24:142 33:078 41:079 2:025 4:257
3:204 0:083 3:327 0:109 3:132 0:231 0:278 0:067

Q2:52�Q4:89 149 12:710 23:824 11:241 21:822 34:411 39:497 2:143 4:347
2:905 0:062 2:976 0:083 2:642 0:148 0:236 0:052

The period column represents the time interval of the data that is used to estimate the
model. The data is in quarterly frequency with quarterly values. T is the number of
quarterly observations used to estimate the model. Columns with the number (1)
present the empirical moments. Empirical moments computed with the data and
theoretical moments are implied by the estimated model. Columns with the number (2)
present the theoretical moments. The theoretical moments were generated using 1; 000
replications of the economy that was calibrated using the estimated parameters over the
corresponding period. Robust standard errors are given below each moment. The
standard errors were corrected using the Newey-West procedure with 4 lags. The
standard errors for the theoretical moments were computed over the 1; 000 replications.
All moments are given in % values. �R, �C , �R and Y3m are the real return on the
market (including dividends), real growth rate of consumption, volatility of real
aggregate market return and real 3 month yield, respectively.

second to last column (� (Y3m)) reports the �rst-order autocorrelation of the 3-months

yield. Note that we do not impose this restriction in our estimation and yet the model is

able to produce this moment with high accuracy. This information is indirectly encoded

into the orthogonality conditions though the imposition of the change in the 3-months
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yield. The last column captures the holding period returns of a strategy that dictates

buying a 1-year bond and selling it after 3 quarters. Backus et al. (1989) point to the

di¢ culty of representative agent models to account for both the sign and magnitude of

holding period returns in the bond market. Again we note that we did not impose any

holding period returns conditions in the estimation procedure and yet the model captures

the returns dynamics well. Nevertheless, we should note that by imposing the spread and

the change in the short rate conditions, we provide the estimation procedure with enough

information about the dynamics of the 1-year and 3-months yields to the extent that the

holding period returns are captured accurately by the model.

The top panel in Figure 3.6 presents estimation results over the years 097�006. During

this period TIPS bonds were traded in the U.S. and thus provide a good proxy to real

yields. The solid line is the average level of the yield curve over this period with 95%

con�dence bands. The dot-dashed line is the model-implied average yield curve. Note

that we only impose two bond market restrictions in the estimation procedure and yet

the model can closely imitate the behavior of the entire yield curve (within the con�-

dence bands). The bottom panel depicts the term structure of the volatilities of yields.

Clearly, the model can replicate the downward slope due to the mean reversion in the

estimated conditional variance process, as discussed earlier. The impression is that the

procedure anchors the implied �rst and second moments of the 1-year yield to its empirical

counterpart, but it is still doing a good job in approximating the entire curve.

As discussed earlier, our model can reconcile the di¢ culty one factor models face when

trying to match both the high persistence of yields and the high convexity of the curve.

Figure 3.6 shows that the agent prices the yield curve as if shocks to v die out fast.
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Table 3.7: Empirical and theoretical bond market moments (with consumption volatility
restriction).

Period T Y3m Y1y � (Y3m) ln
h
p(1;vt+3)
p(4;vt)

i
(1) (2) (1) (2) (1) (2) (1) (2)

Q2:52�Q4:06 218 1:531 1:973 2:250 2:659 0:843 0:863 2:465 2:888
0:263 0:010 0:234 0:007 0:060 0:000 0:274 0:006

Q1:62�Q4:06 180 1:749 2:033 2:241 2:501 0:835 0:881 2:394 2:658
0:292 0:011 0:279 0:008 0:071 0:000 0:321 0:007

Q1:72�Q4:06 140 1:686 2:106 2:214 2:601 0:830 0:876 2:359 2:766
0:362 0:012 0:351 0:008 0:075 0:001 0:406 0:007

Q1:82�Q4:06 100 2:190 2:396 2:742 2:926 0:862 0:888 2:932 3:105
0:366 0:012 0:378 0:009 0:062 0:001 0:443 0:009

Q1:90�Q4:06 68 1:666 1:719 2:015 2:073 0:897 0:892 2:118 2:190
0:422 0:013 0:371 0:011 0:058 0:001 0:420 0:010

Q2:52�Q4:81 118 0:965 1:565 1:865 2:467 0:804 0:800 1:976 2:768
0:330 0:020 0:247 0:011 0:096 0:001 0:275 0:008

Q2:52�Q4:89 149 1:469 2:107 2:358 2:934 0:823 0:834 2:586 3:211
0:328 0:015 0:292 0:009 0:077 0:001 0:348 0:007

The period column represents the time interval of the data that is used to estimate the
model. The data is in quarterly frequency with quarterly values. T is the number of
quarterly observations used to estimate the model. Columns with the number (1)
present the empirical moments. Empirical moments computed with the data and
theoretical moments are implied by the estimated model. Columns with the number (2)
present the theoretical moments. The theoretical moments were generated using 1; 000
replications of the economy that was calibrated using the estimated parameters over the
corresponding period. Robust standard errors are given below each moment. The
standard errors were corrected using the Newey-West procedure with 4 lags. The
standard errors for the theoretical moments were computed over the 1; 000 replications.
All moments, aside from the autocorrelations, are given in % values. Y3m, Y1y, and
� (Y3m) are the real 3 month yield, real 1 year yield and the �rst order autocorrelation
coe¢ cient of the real 3 month yield, respectively. The last column reports real holding
period return for buying a one year to maturity bond and selling it after three quarters.

However, Tables 3.7 and 3.8 con�rm that the model can still match the persistence of the

short rate. Empirically, all yields exhibit the same level of persistence.38

38The term structure literature usually identi�es 3 factors that account well for most of the variation in
the yield curve (Litterman and Scheinkman (1991)): level, slope and curvature. The level slope is very
persistent and, thus, accounts for most of the observed persistence of yields.
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Table 3.8: Empirical and theoretical bond market moments (without consumption
volatility restriction).

Period T Y3m Y1y � (Y3m) ln
h
p(1;vt+3)
p(4;vt)

i
(1) (2) (1) (2) (1) (2) (1) (2)

Q2:52�Q4:06 218 1:531 1:882 2:250 2:525 0:843 0:864 2:465 2:739
0:263 0:013 0:234 0:009 0:060 0:000 0:274 0:008

Q1:62�Q4:06 180 1:749 1:962 2:241 2:417 0:835 0:874 2:394 2:570
0:292 0:014 0:279 0:010 0:071 0:001 0:321 0:009

Q1:72�Q4:06 140 1:686 1:935 2:214 2:422 0:830 0:868 2:359 2:585
0:362 0:015 0:351 0:011 0:075 0:001 0:406 0:010

Q1:82�Q4:06 100 2:190 2:253 2:742 2:777 0:862 0:885 2:932 2:955
0:366 0:017 0:378 0:013 0:062 0:001 0:443 0:012

Q1:90�Q4:06 68 1:666 1:749 2:015 2:092 0:897 0:891 2:118 2:205
0:422 0:018 0:371 0:015 0:058 0:001 0:420 0:014

Q2:52�Q4:81 117 0:967 1:559 1:828 2:381 0:806 0:800 1:963 2:650
0:333 0:027 0:237 0:016 0:096 0:001 0:278 0:013

Q2:52�Q4:89 149 1:469 2:002 2:358 2:798 0:823 0:837 2:586 3:065
0:328 0:021 0:292 0:014 0:077 0:001 0:348 0:011

The period column represents the time interval of the data that is used to estimate the
model. The data is in quarterly frequency with quarterly values. T is the number of
quarterly observations used to estimate the model. Columns with the number (1)
present the empirical moments. Empirical moments computed with the data and
theoretical moments are implied by the estimated model. Columns with the number (2)
present the theoretical moments. The theoretical moments were generated using 1; 000
replications of the economy that was calibrated using the estimated parameters over the
corresponding period. Robust standard errors are given below each moment. The
standard errors were corrected using the Newey-West procedure with 4 lags. The
standard errors for the theoretical moments were computed over the 1; 000 replications.
All moments, aside from the autocorrelations, are given in % values. Y3m, Y1y, and
� (Y3m) are the real 3 month yield, real 1 year yield and the �rst order autocorrelation
coe¢ cient of the real 3 month yield, respectively. The last column reports real holding
period return for buying a one year to maturity bond and selling it after three quarters.

3.5.3. �Disciplining Fear�: Detection Error probabilities

In this section, we undertake the task of interpreting �. We showed so far that the model

can account for di¤erent asset pricing facts and puzzles. Nevertheless, we have yet to
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Figure 3.6: Top panel: average real yield curve extracted from the TIPS data from
M1:97�M12:06 (solid line) with 95% con�dence bands with Newey-West (12 lags)
correction. Model implied average yield curve (dot-dashed line). The model is estimated
over the same period as the empirical yield curve. Bottom panel: empirical term
structure of unconditional volatilities of the TIPS data (solid line). with 95% con�dence
bands with Newey-West (12 lags) correction. The model is estimated over the same
period as the empirical yield curve.

tackle an important question - does the model imply too much uncertainty aversion? Even

though we showed that coe¢ cients of relative risk aversion and elasticity of intertemporal

substitution of unity are su¢ cient, we still need to gauge the amount of ambiguity aversion

implied by the data. Detection error probabilities (DEP�s) are the mechanism through

which we can interpret �, and consequently, assess the amount of ambiguity aversion

implied by our estimation.
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In order to quantify ambiguity aversion, we ask the following: when the agent examines

the (�nite amount of) data available to him and has to decide whether the reference or the

distorted model generated the data, what is the probability of making a model detection

mistake? If the probability is very low, this indicates that the two models are far apart

statistically, and that the agent should easily be able to distinguish between them. In this

case, one might be led to conclude that the degree of robustness implied by our estimation

is unreasonably high. If to the contrary, the DEP is high, then it is reasonable to believe

that the agent would �nd it di¢ cult to determine which model is the true representation

of the economy.39

Technically, DEP�s are a mapping from the space of structural parameters to a prob-

ability space, which is inherently more easily interpretable than parameter values. Based

on our estimate of the parameter �, we infer the detection error probabilities from the

data. It then allows us to interpret whether the degree of ambiguity aversion in our pa-

rameterization seems excessive. Appendix 10 details how to derive the DEP for a given

economy using simulations.

The last column in tables 3.2 and 3.3 presents the implied DEP�s in each economy.

First, it is important to point out that DEPs have to be between 0% and 50% (if both

models are the same, then there is a 50% chance of making a mistake when assessing

which model is the true one). What we �nd is that our implied DEPs are de�nitely not

unreasonably small, particularly in the context of a framework where the only source of

uncertainty is a single shock. This is, once again, an outcome of the interaction between

the two main building blocks of our model - robust decision making and state dependent

39For an elaborate discussion of DEP�s see, for example, Anderson et al. (2003) and Barillas et al. (2007).
For a textbook treatment of robustness and DEP�s see chapters 9 and 10 in Hansen and Sargent (2007a).
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volatility. Together they imply a high enough market price of risk and uncertainty, and

in fact with stochastic volatility the agent does not need to distort the reference model

�too much�. Therefore, the DEPs are su¢ ciently large.

The lowest DEP is for our benchmark model. This is not surprising for two reasons.

First, we use the longest possible sample, making it easier for the agent/econometrician to

distinguish between the objective and distorted models. Second, imposing (the very low)

consumption growth rate volatility restricts the implied volatility of the SDF severely.

Therefore, the model implies a stronger distortion in a way that enables us to achieve the

Hansen-Jagannathan bound. When either the number of observations is smaller or we

ignore the consumption growth rate volatility, the DEP increases.

Figure 3.7 present two comparative statics exercises on the implied DEPs. The left

panel �xes the benchmark model and varies only �. The right panel introduces variation

only in the number of observations available to the econometrician. We see a clear pattern:

Higher � means less robustness. Thus, it becomes harder to statistically distinguish

between the reference and the distorted models as the agent distorts less and less. As � !

1 the DEP reaches 0:5. This is not surprising, since � =1 implies that the distortion to

the DGP is zero (recall (3.23)) and both models are therefore indistinguishable. On the

other hand, a lower value of � means more robustness and the models become statistically

distant from each other (in the relative entropy sense), re�ected in a lower DEP. Similarly,

more observations reduce the DEP, in line with our earlier intuition.

3.5.3.1. The Evolution of �Fear�. In this subsection we document the way fear of

model misspeci�cation evolved over time in the context of our framework. We constructed

Figure 3.8 by estimating our complete model using rolling (overlapping) windows of 20
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Figure 3.7: Comparative statics on DEP�s. Left panel: Fixing all the estimated
parameters in the bechmark case with consumption growth volatility as a restriction and
over the longest sample Q2:52�Q4:06. Varying robustness in the model (by varying �
on the x-axis) we compute the implied DEP�s (y-axis). Right panel: Fixing all the
parameters in the benchmark model and varying only the hypothetical number of
observations (x-axis) and computing the implied DEP�s (y-axis).

years of quarterly data, from the early 1970s to 2007. For any given estimation iteration,

we present the point estimate of � with its corresponding 95% con�dence interval and

DEP. It is apparent from this �gure that � and DEPs are closely related to each other,

with a cross correlation of 0:8113 and Newey-West standard errors with 4 lag correction

of 0:0418. Therefore, it strongly con�rms the suggestion that we should examine DEPs

when trying to understand the level of uncertainty aversion exhibited by economic agents.
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Figure 3.8: Evolution of � and DEP�s over time. We estimate our complete model by
using rolling (overlapping) windows of 20 years of quarterly data. For any given
estimation iteration, we present the point estimate of � (dot-dashed line) with its
corresponding 95% con�dence interval (gray bands). The standard errors are corrected
using the Newey-West procedure with 4 lags. Given the estimated parameters in each
iteration, we compute the implied DEP (solid line).

On the basis of this exercise it seems that the agent was seeking more robustness in the

later period of the sample. An interesting question is to determine whether this evolution

could be linked to macroeconomic and �nancial developments over the same time period,

and in particular its link with the discussion about the Great Moderation.40 Since the

40On the one hand, macro volatility, and in particular consumption growth volatility, has steadily declined
in the later period of our sample (the Great Moderation). However, market return volatility does not
exhibit the same pattern. One possibility is that the smoother consumption growth is interpreted by the
estimation procedure as an increased uncertainty aversion which implies the decline in detection error
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investigation of any causality is outside the scope of this study, we leave this question for

future research.

3.6. Conclusion

We presented an equilibrium dynamic asset pricing model that can account for key

regularities in the market for default free bonds, while predicting an equity premium,

risk free rate and consumption growth as in the data. We estimated the model and

showed that it performs well, even though the structural parameters of risk aversion

and elasticity of intertemporal substitution are unitary. The results are driven by the

interaction of the robust control decision mechanism and state dependent conditional

volatility of consumption growth. We interpreted most of what is usually considered risk

premium as a premium for Knightian uncertainty. The agent is being compensated in

equilibrium for bearing the possibility of model misspeci�cation. We also showed that

modeling robustness can help explain biases in expectations documented in surveys.

We showed that under the assumption of state dependent conditional volatility of

consumption growth, not only the market price of risk is stochastic but also the market

price of model uncertainty. As part of our research agenda, we are currently investigating

a model with heterogenous robust control agents. Such a model can generate both state

dependent risk and uncertainty premia even though the conditional volatility of consump-

tion is constant. The channel through which the model generates stochastic market prices

probabilities in the later part of the sample. In other words, it is harder to achieve the HJ bound with
smoother consumption. Thus, the estimation procedure compensates for this di¢ culty by encoding more
robustness into the agent�s behavior. Consequently, the implied DEPs are higher.



137

of risk and uncertainty is the trade between the agents and the consequent �uctuations

in the agent�s relative wealth.41

We also suggested that di¤erent frequencies in the conditional volatility of consumption

growth are potentially important in understanding asset prices. We �nd it easier to

detect high frequency variation in the volatility of consumption growth rate. Also, the

full estimation of the model has trouble detecting the lower frequency component. We

believe that further investigation of this point is warranted. In addition, an interesting

extension would be to consider the link between the evolution of volatility over time and

the behavior of asset prices, in the presence of ambiguity aversion. This is directly linked

to the recent literature on the Great Moderation in macroeconomics.

We also believe that extending the empirical investigation to a broader asset class

can be fruitful. Liu et al. (2005), for example, examine options data in the context of a

robust equilibrium with rare events. We believe that one can address di¤erent empirical

regularities pertaining to the valuation of interest rate sensitive assets with robust con-

siderations. Also, we think that robustness can shed more light on our understanding of

exchange rate dynamics, and in particular the failure of uncovered interest rate parity.

Finally, our model is a complete characterization of a real economy. One can extend this

framework to a nominal one either by assuming an exogenous price level process as in Cox

et al. (1985) and Wachter (2001) or by modelling an exogenous money supply process as

in Buraschi and Jiltsov (2005) to derive an endogenous price level.

41Liu et al. (2005) introduce state dependent market price of uncertainty by modeling rare events. Hansen
and Sargent (2007b) introduce state dependent market price of uncertainty through the distortion (tilting)
of Bayesian model averaging.
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Appendix

1. Switching Rule

In this section we show the details behind the derivaton of the object @b�it (k) =@pit (k).
The threshold switching cost b�it (k) is implicitly de�ned by equating the value of remaining
with the current supplier, V0, to the value of switching, V1:

V0
��
pti
	
; pti (k)

�
= V1

h�
pti
	
;b�it (k)i :

Even if di¤erent threshold consumers have di¤erent aggregates ~pjt and ~c
j
t out of equilib-

rium, those variables do not a¤ect the marginal decisions to stay or switch for a particular

seller. Clearly, this choice is only a function of the switching cost, the price charged by

the home seller and the distribution of prices from other sellers. Therefore, we focus on a

typical threshold costumer and drop the j subscripts to be concise.

By de�ning the function G
h
fptig ; pti (k) ;b�it (k)i = V0�V1 = 0, it is easy to verify that

at the symmetric equilibrium where pti (l) = p
t
i, 8l, we have that b�it = 1 and the following

conditions are satis�ed:

G
h�
pti
	
; pti;

b�it = 1i = 0
@G

@b�it
h�
pti
	
; pti;

b�it = 1i 6= 0:
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We therefore know that the implicit function theorem applies around the symmetric

equilibrium, which is all we need for our purpose.

@b�it (k)
@pit (k)

h�
pti
	
; pti;

b�it = 1i = � @G
@pit(k)

h
fptig ; pti;b�it = 1i

@G

@b�it(k)
h
fptig ; pti;b�it = 1i

V0 depends only on pit (k), and based on the result of the Section 2.3.3, we know

that the continuation value is not a function of pit (k). Denote the optimal demand of

the typical threshold consumer by c0it and c1it in case he is either staying or switching,

respectively:

@G=@pit (k) =
@U (c0it)

@c0it

@c0it
@pit(k)

= (~ct)
1

�� (~c0it)

� 1


�
� c0it
pit (k)

�
= �~c��t

c0it
~pt

where we use our earlier result that (~ct)
1
 (c0it)

� 1
 = pit (k) =~pt. Also, only V1 depends

on b�it (k), and because the switching cost are i.i.d., the derivative with respect to the
continuation value drops out. Hence:

@G=@b�it (k) = �@V1=@b�it (k)
= �

1Z
0

"
@U (c1it (l))

@b�it (k) +
@U (c1it (l))

@c1it (l)

@c1it (l)

@b�it (k)
#
dl

=

1Z
0

 (~ct)
�� c1it (l)

1b�it(k) pit (l)~pt dl
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where we use (~ct)
1
 (~c1it (l))

� 1
 b�it(k) 1�1 = pit (l) =~pt. We know that:
c0it
c1it (l)

= b�it(k)�1�pit(k)
pit (l)

��
therefore, we obtain:

@b�it(k)
@pit(k)

=
~c��t c0it

1Z
0

 (~ct)
�� c1it (l)

1b�it(k)pit (l) dl

= b�it(k)
24 1Z
0

c1it (l)

c0it
pit (l) dl

35�1

@b�it(k)
@pit(k)

=
�b�it(k)�

24 1Z
0

�
pit(k)

pit (l)

�
pit (l) dl

35�1

which, evaluated at the symmetric equilibrium, simpli�es to:

@b�it(k)
@pit(k)

h�
pti
	
; pti;

b�it = 1i = 1

pit
:
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2. Price Index

The derivation of ~pt is straightforward if we impose symmetry across goods i. In

this section, we instead show under which conditions the aggregate price index is not

household speci�c when we assume only symmetry within each sector. The following has

to hold by de�nition:

~pjt~c
j
t =

1Z
0

pitc
j
itdi =

1Z
0

pit

��
�jit
�sjit�1� �pit

~pjt

��
~cjtdi

~pjt =

24 1Z
0

��
�jit
�sjit pit�1� di

35
1

1�

:

We start by dividing the mass of sectors into N supersectors. A supersector n is

composed of a continuum of identical sectors which all have the same price pnt. For

simplicity, we consider supersectors of similar size 1=N and normalize the mass of goods

within each sector to 1. Therefore, we can now rewrite the price index as:

~pjt =

24N�1
NX
n=1

p1�nt

1Z
0

��
�jit
�sjit�1� di

35
1

1�

:

Now consider a particular supersector n. For any household j, the distribution of

switching costs across goods within that supersector is the same:

1Z
0

��
�jit
�sjit�1� di =

Z
i:sjit=0

dF (�) +

Z
i::sjit=1

�1�dF (�)

= 1� F (1) +
1Z
�

�1�dF (�) :
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That the last term takes into account the weighting introduced by the switching costs

in those instances when the consumer decides to switch. This implies that the aggregate

price index is not household speci�c anymore, and we can write it as:42

~pt =

24N�1
NX
n=1

p1�nt

0@1� F (1) + 1Z
�

�1�dF (�)

1A35
1

1�

~pt = pt

0@1� F (1) + 1Z
�

�1�dF (�)

1A
1

1�

where

pt =

"
N�1

NX
n=1

p1�nt

# 1
1�

:

We assume that N is large enough so that any movement in one supersector has no

impact on the price index pt, and hence on the aggregate index ~pt. Finally, if we impose

symmetry across goods such that pit = pt, we obtain:

~pt = pt

0@1� F (1) + 1Z
�

�1�dF (�)

1A
1

1�

:

In the Dixit-Stiglitz framework where �it = 1, 8i; t , we would have that ~pt = pt.

42We can similarly show that the consumption index, ~cjt , is also not household speci�c.
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3. Equilibrium in the Static Case

We prove analytically that even under a model with customer �ows, the unique sym-

metric equilibrium is one where the optimal pricing strategy is to fully pass-through

marginal cost shocks to prices.43

Consider a sector i which is initially in steady state at t � 1 with a marginal cost of

1. We denote the new exogenous marginal cost at time t by mcit = �, and by pit = �0pi

the new price charged by all competitors in sector i, where pi is the steady state value of

the price. For example, in the case where marginal cost goes up (� > 1), pass-through is

incomplete if �0 < � and complete if �0 = �.

Since � = 0, the problem of the �rm is purely static, and we can easily express the

impact on a �rm�s pro�t if it decides to deviate by changing its price:

@�it(k)

@pit (k)
=
@cit (k)

@pit (k)
[pit (k)�mcit] +

@ [pit (k)�mcit]
@pit (k)

cit (k) :

We evaluate this expression around the current state where all �rms charge the same

price. Hence, we set pit (k) = pit:

@�it(k)

@pit (k) pit(k)

pit
=1

= A (1)

�
pit
~p

��
~c�

�
pit
~pt

���1
~c

~p
[A (1) + f (1)] [pit �mcit]

=

�
pit
~p

��
~c

�
A (1)� 1

pit
[A (1) + f (1)] [pit �mcit]

�
:

43We have shown that such an equilibrium exists when we derive (2.24).
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Next, we use our initial de�nitions that mcit = � and pit = �0pi, and introduce { = �
�0 :

@�it(k)

@pit (k) pit(k)

pit
=1

=

�
�0pi
~p

��
~c

�
A (1)� 1

�0pi
[A (1) + f (1)] [�0pi � �]

�

=

�
�0pi
~p

��
~c

�
A (1)� [A (1) + f (1)]

�
1� {

pi

��
:

Finally, we use the expression for the steady state price in our model,

pi =
A (1) + f (1)

( � 1)A (1) + f (1)

and simplify to obtain:

(.33)
@�it(k)

@pit (k) pit(k)

pit
=1

=

�
�0pi
~p

��
~c [( � 1)A (1) + f (1)] ({ � 1) :

We can now analyze this expression to prove that there is a unique, stable symmetric

equilibrium under the static case. For example, consider that following an increase of the

marginal cost at time t from 1 to �, all sellers are setting pit = �0pi where �0 < �. In this

case, there is incomplete pass-through, as the rise in the price is proportionately less than

the increase in the marginal cost (in other words, the markup falls). The expression in

(.33) tells us that since { = �
�0 > 1,

@�it(k)
@pit(k)

> 0 and therefore a seller k has an incentive to

deviate and increase its price. Conversely, if �0 > � (�rms overshoot following the rise in

marginal cost), then our derivation above shows that any producer can raise its pro�ts by

lowering its price. The same analysis can be applied to a fall in the marginal cost (� < 1).
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Most importantly, (.33) shows that the unique symmetric equilibrium is where { = 1,

that is where cost pass-through is complete: only in this particular case is there no incen-

tive for sellers to deviate. In any other instances where �rms behave symmetrically, but

do not practice complete pass-through, there is an incentive to price in order to maintain

a constant markup. This con�rms that if �rms face real rigidities in the context of a

non-dynamic pro�t-maximization problem, the unique and stable symmetric equilibrium

is one in which producers fully pass-through cost shocks.
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4. Equilibrium in a Dynamic Setting

We now study the incentive of a seller k to deviate from a symmetric equilibrium

where all �rms fully pass-through the marginal cost shock into their prices. Here we focus

on the case of a purely transitory shock (�z = 0) because it is analytically tractable.

Recall that the discounted sum of pro�ts b�i0 (k) of the (i; k) seller is given by (2.12).
Its derivative with respect to price at t = 0 around the symmetric equilibium is:

@b�i0 (k)
@pi0 (k)

n
pit(k)

pit
=1
o = �0ci0 +

X
�t�t

@cit (k)

@pio (k) pit(k)

pit
=1

[pit �mcit] :

Since we are starting from a complete pass-through equilibrium, we denote the new

exogenous marginal cost at time 0 by mci0 = �, and the new price charged by all sellers

in sector i as pi0 = �pi, where pi is the steady state value of the price. Since we use the

nominal wage w as the numeraire and normalize it to 1, mci0 = � can also be interpreted

as zi0 = 1=�. For t > 0, we assume that mcit = 1 (temporary shock), and since the model

is purely forward-looking in equilibrium, it can be shown that pit = pi, that is the model

is back to steady state starting from period t = 1.

Based on the demand function (2.11), we �nd that:

@ci0 (k)

@pio (k) pi0(k)

pi0
=1

= �
�
pi0
~p0

���1
~c0
~p0
[A (1) + f (1)] :

The derivative of future consumption with respect to pi0 (k) identi�es an e¤ect only

through the extensive margin. This is because a change in price today will impact the

market share in the future, but not the per-customer level of consumption (the intensive
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margin):

@cit (k)

@pio (k) pit(k)

pit
=1

= �f (1)
pi0

A (1)

�
pit
~pt

��
~ct:

Recall that ~p = piA (1)
1

1� , which yields

@cit (k)

@pio (k) pit(k)

pit
=1

= �f (1)
pi0

A (1)
1

1� ~c:

We plug this into our initial expression and use mci0 = � and pi0 = �pi to get:

@b�i0 (k)
@pi0 (k)

n
pit(k)

pit
=1
o =

�
�pi
~p0

��
�0~c0

�
A (1)� 1

kpi
[A (1) + f (1)] [�pi � �]

�

�
X

�t�t
f (1)

kpi
A (1)

1
1� ~c [pi � 1] :

Next, we use the steady state expression for the price pi and re-arrange in order to

simplify the equation:

@b�i0 (k)
@pi0 (k)

n
pit(k)

pit
=1
o =

"
�f(1)A(1)
1��

 + �f(1)
1�� +

f(1)
A(1)

#"�
�pi
~p0

��
~c1��0

~p0
� ~c1��

�piA (1)

#
;

where the last line uses the de�nition of the aggregate price index ~p.

We now analyze some speci�c cases which we consider in the text. First, notice that

if �rms and households do not care about the future (� = 0), the derivative of the pro�t

function with respect to the price around a full pass-through equilibrium is simply equal

to 0. In other words, when the agents are not forward-looking, full pass-through is a

sustainable symmetric equilibrium, in line with our previous results. This is also true if

f (1) = 0, that is, if the market share is price inelastic.
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Second, if the shock at t = 0 is sector speci�c, the price index ~p0 and the aggregate

consumption remain constant as sectors are atomistic. By setting ~p0 = piA (1)
1

1� and

~c0 = ~c we obtain:

@b�i0 (k)
@pi0 (k)

n
pit(k)

pit
=1
o =

"
�f(1)A(1)
1��

 + �f(1)
1�� +

f(1)
A(1)

#
~c1��

�piA (1)

�
1

��1
� 1
�
:

In this case, there is an incentive to deviate for any non-zero shock to the marginal

cost (� 6= 1). For example, if the marginal cost increases in period 0 (� > 1), the term

in the last bracket becomes negative, indicating that a seller has an incentive to deviate

from the full pass-through equilibrium by lowering its price. Therefore, under the scenario

of a sector-speci�c shock, the symmetric equilibrium will be one where �rms do not fully

pass-through changes in their marginal cost.

Finally, we consider the case of an economy-wide shock hitting all sectors simultane-

ously. We know from our previous results that the aggregate price index can be replaced

by ~p0 = pi0A (1)
1

1� = �piA (1)
1

1� :

@b�i0 (k)
@pi0 (k)

n
pit(k)

pit
=1
o =

"
�f(1)A(1)
1��

 + �f(1)
1�� +

f(1)
A(1)

#
1

�piA (1)

�
~c1��0 � ~c1��

�
:

The implications for the symmetric equilibrium are clear. Only in the case of log utility

(� = 1) there is no incentive to deviate from a full pass-through equilibrium. However,

when � > 1 there is a tendency to overshoot in the most likely case that aggregate

consumption is a positive function of the productivity level. In our simulations, this e¤ect

proves to be very small for any reasonable value of �.
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5. Markup and Value of Extensive Margin

Recall our de�nitions for the variables vit and �vit:

(.34) vit = �Et�it+1A (1)

�
pit+1
~p

��
~c+ �Etvit+1

(.35) �vit = �it

�
pit
~p

��
~c+ vit:

Plugging (.34) into (.35), we get

(.36) �vit = �it

�
pit
~p

��
~c+ �Et�it+1A (1)

�
pit+1
~p

��
~c+ �Etvit+1:

Next, we lead (.35) by one period and plug it into (.36). After rearranging we obtain:

(.37) �it

�
pit
~p

��
~c+ �Et�it+1 [A (1)� 1]

�
pit+1
~p

��
~c = �vit � �Et�vit+1:

We de�ne the gross markup as mkit = pit=mcit where mcit = wt=zit. This implies:

�it = mcit [mkit � 1] :

Plugging into (.37) and applying a �rst-order Taylor expansion around the steady-state

yields:

(.38) b�it + � [A (1)� 1]Etb�it+1 � �vi �b�vit � �Etb�vit+1�
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where

(.39) b�it = �pi
~p

��
~c
h
mkicmkit + [mki � 1] cmcit �  [mki � 1] bpiti :

All the hatted variables indicate percentage deviations from steady state. Next, we

simplify (.38). The second term on the left hand side of (.38) is multiplied by [A (1)� 1],

which is very small for almost all distributional assumptions. We therefore drop it as it

is dwarfed by the other terms. Similarly, the last two terms in (.39) are multiplied by

[mki � 1]. As the steady state markup is very low in our benchmark, any movements in

cmcit and bpit will be dwarfed by �uctuations in cmkit.44 Therefore, after setting ~p = pi and
~c = 1 to simplify the exposition without any loss of generality, we obtain the following

approximate relation: cmkit � � �vi
mki

�
�Etb�vit+1 � b�vit� :

44This is not true for all parameterizations. For example, when � = 0, we know that mki =

�1 , which

is signi�cantly larger than 1.
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6. Proof of Lemma 1

We will prove the lemma in the context of the two period example. Given the class

of Normal distributions, we need to calculate the relative entropy between the reference

measure P and an arbitrary Normal distribution Q � N
�
�Q; �

2
Q
�
. Recall that the relative

entropy between two distributions is de�ned as

R (Q) �
R
ln

�
dQ
dP

�
dQ:

We �rst calculate the integrand

ln

�
dQ
dP

�
= ln

�P
�Q
+

"
�
�
x� �Q

�2
2�2Q

+
(x� �P)

2

2�2P

#
:

Then, we take expectations with respect to Q

R
ln

�
dQ
dP

�
dQ = ln

�P
�Q
+ EQ

"
�
�
x� �Q

�2
2�2Q

+
(x� �P)

2

2�2P

#

= ln
�P
�Q
� 1
2
+ EQ

�
x� �P +

�
�Q � �Q

��2
2�2P

= ln
�P
�Q
� 1
2
+
�2Q +

�
�Q � �P

�2
2�2P

:

In the log-utility case, we need to minimize (3.1) over the (potentially) distorted mean

and variance. First, we take the �rst order condition with respect to �Q

1|{z}
Bene�t

+ �
�Q � �P
�2P| {z }
Cost

= 0

=) �Q = �P �
�2P
�
:
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Therefore, the mean distortion is additive and equals to ��2P
�
. Also, the �rst order condi-

tion with respect to the variance distortion reveals that the robust control agent chooses

not to distort the variance

�
�
���1Q + �Q�

�2
P
�| {z }

Cost

= 0

=) �Q = �P

We next show that when the agent has power utility with risk aversion coe¢ cient  6= 1

he chooses to distort both the mean and variance of the reference distribution. However,

the variance distortion has a particular structure. We let u (C) = C1�= (1� ) ;  6= 1

and take �rst order condition with respect to the distorted mean

(.40) �1� exp
�
(1� )�Q + (1� )

2 �2Q=2
�| {z }

Bene�t

+ �
�Q � �P
�2P| {z }
Cost

= 0:

And the �rst order condition with respect to the variance distortion is given by

(.41) �1� (1� )�Q exp
�
(1� )�Q + (1� )

2 �2Q=2
�| {z }

Bene�t

+ �
�
���1Q + �Q�

�2
P
�| {z }

Cost

= 0:

These two equations can be solved numerically to obtain the optimal distortions. However,

we can show that the variance distortion is linked to the mean distortion in a particular

way. Divide (.41) by (.40) and rearrange to isolate for the distorted variance

�2Q =
�2P

1� ( � 1)
�
�P � �Q

� :
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Assuming  > 1 and the distorted mean �Q < �P then �
2
Q > �

2
P and @�

2
Q=@

�
�P � �Q

�
> 0.

This completes the proof.
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7. Optimal Policies and Equilibrium

In this appendix we provide some additional details on the derivation of the optimal

policies of the agent and the solution of the value function in equilibrium. With a slight

abuse of notation, we write the HJB equation as

(.42) 0 =

�
logCt +

�

2
h2t

�
dt+ EQt dJ � �Jdt:

We posit the following guess for the agent�s value function

(.43) J (Wt; vt) =
logWt

�
+ �0 + �1vt:

Applying Ito�s lemma to (.43) and omitting time subscripts for convenience we get

dJ = JWdW + Jvdv +
1

2
JWW [dW ]

2(.44)

=

�
JW�

Q
W + Jv

�
a0 + a1v + �vh

p
v
�
+
1

2
JWW�

2
W

�
dt+

�
JW�W + Jv

p
v�v

�
dBQ

=

�
1

�W
(rW + �W (�R � r)� C + �W�Rh) + �1

�
a0 + a1v + �vh

p
v
�
� �

2�2R
2�

�
dt

+

�
��R
�
+ �1

p
v�v

�
dBQ:

Next, for the minimization problem we take the derivative of the value function with

respect to h and obtain

�h|{z}
Cost

+
��R
�
+ �1�v

p
v| {z }

Bene�t

= 0

=) h = �1
�

�
��R
�
+ �1�v

p
v

�
:
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Recall that in equilibrium the agent holds the entire claim on the output process, and

thus � = 1. This yields expression (3.23).

Deriving � requires taking �rst order conditions in the maximization problem which

shows up only in the drift of dJ . Also, deriving the consumption policy yields the usual

envelope type condition u0 (C) = JW .

We now solve for the parameters �0 and �1. First, plug in (.43) and (.44) into (.42)

and use the optimal policies for h, � and C and the equilibrium risk free rate and market

return

0 = log �+ logW +
v

2�

�
1

�
+ �1�v

�2
� �

�
1

�
logW + �0 + �1v

�
+
1

�W
(rW + �W (�R � r)� C + �W�Rh) + �1

�
a0 + a1v + �v

p
vh
�
� �

2�2R
2�

;

0 = log �+
v

2�

�
1

�2
+
2�1�v
�

+ �21�
2
v

�
� ��0 � ��1v

+
1

�

�
�� v

�

�
1

�
+ �1�v

��
+ �1

�
a0 + a1v � �v

v

�

�
1

�
+ �1�v

��
� v

2�
:

Collecting coe¢ cients for v

1

2�

�
1

�2
+
2�1�v
�

+ �21�
2
v

�
� ��1 �

1

��

�
1

�
+ �1�v

�
+ �1a1 � �1

�v
�

�
1

�
+ �1�v

�
� 1

2�
= 0:

Rearranging to get a quadratic in �1�
�2v
2�
� �

2
v

�

�
�21 +

�
�v
��
+ a1 � ��

�v
��
� �v
��

�
�1 +

�
1

2��2
� 1

2�
� 1

��2

�
= 0;

�2v
2�
�21 �

�
a1 � ��

�v
��

�
�1 +

�
1

2�
+

1

2��2

�
= 0:
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Solve the quadratic equation

A =
�2v
2�
;

B = �
�
a1 � ��

�v
��

�
;

C =
1

2�
+

1

2��2
:

To prove that it is indeed an equilibrium check that

B2 � 4AC =

�
a1 � ��

�v
��

�2
� 4�

2
v

2�

�
1

2�
+

1

2��2

�
=

�
a1 � ��

�v
��

�2
� �

2
v

��

�
1 +

1

��

�
= (a1 � �)2 � 2 (a1 � �)

�v
��
�
�2y
��

� (a1 � �)2 � 2 (a1 � �)
�v
��
�
�2y

�2�2

=

�
a1 � ��

�v
��

�2
� 0:

The �rst inequality follows from the fact that �
2
v

��
� 0 and 0 � �� < 1.

With a solution for �1, we �nd �0 by collecting the constant terms

log �� ��0 +
�

�
+ �1a0 = 0

=) �0 =
1

�

�
log �+

�

�
+ �1a0

�
:
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8. Pricing the Term Structure

In this appendix we give a more detailed derivation of the bond price. We use the

partial di¤erential equation approach which is very common when pricing �xed income

securities.

Applying Ito�s lemma to (3.26) we derive the dynamics of the bond price with arbitrary

maturity

(.45)
dpt
pt
= � [�00 (�) + �01 (�) vt] dt+ �1 (�) dvt +

1

2
�21 (�) [dvt]

2 :

Next, plug (3.5), (3.24), (3.25) and (.45) into (3.27) to get

0 = � [�00 (�) + �01 (�) vt] + �1 (�) [a0 + (a1 + �v (1� �)) vt] +
1

2
�21 (�)�

2
vvt

� (�+ b0) + �vt � �1 (�)�vvt:

Collecting the coe¢ cients of v and the free coe¢ cients we get two simple ordinary di¤er-

ential equations. The �rst is a Riccati equation with constant coe¢ cients

�01 (�) =
1

2
�2v�

2
1 (�) + (a1 � ��v) �1 (�) + �;

and the second becomes trivial after we solve for �1

�00 (�) = �1 (�) a0 � (�+ b0) ;

with the boundary conditions

�0 (0) = �1 (0) = 0:
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let ��1 be a particular (constant) solution. In that case ��
0
1 = 0, and ��1 is given by

��1 =
� (a1 � ��v)�

q
(a1 � ��v)2 � 2�2v�
�2v

:

Let �1 = ��1 +
1
z
. Then

�
��1 (�) +

1

z (�)

�0
=

1

2
�2v

�
��1 +

1

z (�)

�2
+ (a1 � ��v)

�
��1 +

1

z (�)

�
+ �;

� z
0 (�)

z2 (�)
=

1

2
�2v

�
2��1
z (�)

+
1

z2 (�)

�
+ (a1 � ��v)

1

z (�)

=) z0 (�) +
�
�2v
��1 + (a1 � ��v)

�
z (�) +

1

2
�2v = 0:

The solution is derived by simple integration. The boundary condition on z is determined

through the boundary condition on �1. Since �1 (0) = 0 we have that ��1 +
1
z(0)

= 0 =)

z (0) = � 1
��1
. De�ne

� � �2v
��1 + (a1 � ��v)

= �
q
(a1 � ��v)2 � 2�2v�:

Then,

z (�) e�� = �1
2
�2v

Z
e�sds+ const:

= �1
2
�2v

�
e�s

�

�����
0

+ const:

= �1
2
�2v

�
e�� � 1
�

�
+ const::
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Taking into account the normalizing constant, we get

z (�) = �1
2
�2v

�
1� e���
�

�
� e

���

��1

= � �
2
v

2�
+

�
�2v
2�
� 1
��1

�
e���

= �0 + �1e
��� :

Finally, we need to back-out �0 (�) with the boundary condition �0 (0) = 0

�0 (�) = a0

Z
�1 (s) ds� (�+ b0) � + const:

= a0

Z �
��1 +

1

z (s)

�
ds� (�+ b0) � + const:

= a0

Z
ds

z (s)
�
�
�+ b0 � a0��1

�
� + const:

= a0

�
s

�0
+

1

��0
ln
���0 + �1e��s�������

0

�
�
�+ b0 � a0��1

�
� + const:

= a0

�
�

�0
+

1

��0
ln

�����0 + �1e����0 + �1

������ ��+ b0 � a0��1� � + const:
=

a0
��0

ln

�����0 + �1e����0 + �1

����� ��+ b0 � a0��1 � a0�0
�
� :

Given the bond pricing rule, one can easily price the forward yield curve. Let f (� ; vt)

be the instantaneous forward rate contracted at time t for delivery at time t + � (i.e.,

instantaneous borrowing or lending at time t+ �). Then,

f (� ; vt) = �p� (� ; vt)
p (� ; vt)

= � [�00 (�) + �01 (�) vt] ;
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where p� is the derivative of p with respect to maturity � .

Similarly, given the prices of all default-free zero-coupon bonds, we can price any

arbitrary forward contract. Let F (� ; s; vt) be the forward rate (price) contracted at time

t for delivery at time t+ � with maturity t+ s, where s � � . Then,

F (� ; s; vt) � ln p (� ; vt)� ln p (s; vt)
s� �

=
1

s� � � [��Y (� ; vt) + sY (s; vt)]

=
1

s� � f[�0 (�)� �0 (s)] + [�1 (�)� �1 (s)] vtg :

Note that lim
s#�
F (� ; s; vt) = f (� ; vt) and lim

�;s"1
F (� ; s; vt) = rt.

Using forward rates, one can conduct regression analysis as in Fama and Bliss (1987)

and Backus et al. (1998) to verify the failure of the expectation hypothesis (return pre-

dictability).
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9. Data

Unless otherwise stated, all data are quarterly from Q2:1952�Q4:2006.

� McCulloch-Kwon-Bliss data set: nominal prices and yields of zero coupon bonds

- see McCulloch and Kwon (1993) and Bliss (1999). In the estimation exercises

we use only the 3 month and 1 year nominal yields at the quarterly frequency to

create the real counterparts. The data we use spans the period Q2:52�Q4:96

� Treasury In�ation-Protected Securities (TIPS) data from McCulloch: real yields

from M1:97�M12:06. Although the data is available at higher frequencies, we

use only observations at the quarterly frequency

� Quarterly market index (NYSE/AMEX/NASDAQ) including distributions from

CRSP

� Quarterly CPI (all items), SA, from the BLS (see FREDII data source maintained

by the federal reserve bank of St. Louis for full description)

� Semi-annual in�ation expectations from the Livingston survey (maintained by

the federal reserve bank of Philadelphia) - period H1:52 � H1:81. From Q3:81

quarterly in�ation expectations data from the Survey of Professional Forecasters

(SPF) becomes availabe

� Quarterly in�ation expectations from the SPF maintained by the federal reserve

bank of Philadelphia. The sample period covers Q3:81�Q4:06

� Quarterly real Personal Consumption Expenditures (PCE): services and non-

durables from the BEA, SA

� Quarterly real Personal Consumption Expenditures PCE: imputed services of

durables from the Federal Board of Governors
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� Civilian Noninstitutional Population series from the BLS

� Monthly real dividends obtained from Robert Shiller�s website over the period

M1:52 �M12:06 (http://www.econ.yale.edu/~shiller/data.htm). This data set

was used in the GARCH-GJR exercise

Since we use only real data in the estimation, we convert nominal prices to real ones

using the price level data. For the short rate (3 months) we use a 3 year moving average

of realized in�ation to construct a 3 month ahead expected in�ation measure. For the

1 year yield we use both the Livingston and SPF survey data to construct a quarterly

series of expected in�ation. The SPF is sampled at quarterly frequency but it is available

only in the latter part of the sample. We interpolate the semi-annual Livingston data to

construct quarterly data using piecewise cubic Hermite interpolation.
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10. Computing Detection Error Probabilities

In this appendix we shortly discuss how we compute DEP�s. The discussion is based on

chapter 9 in Hansen and Sargent (2007a). The econometrician observes
n
�Ct+1
Ct

oT
t=1

and

construct the log-likelihood ratio of the distorted model relative to the objective model

`T =
TP
t=1

log
f
�
�Ct+1
Ct

j� <1
�

f
�
�Ct+1
Ct

j� =1
� :

The distorted model is denoted with f (�j� <1) and the reference model is denoted with

f (�j� =1). The distorted model is selected when `T > 0 and the objective model is

selected otherwise.

There are two types of detection errors:

(1) Choosing the distorted model when actually the reference model generated the

data

P
�
`T > 0j� =1

�
= E

�
1f`T>0gj� =1

�
:

(2) Choosing the reference model when actually the distorted model generated the

data

P
�
`T < 0j� <1

�
= E

�
1f`T<0gj� <1

�
= E

�
exp

�
`T
�
1f`T<0gj� =1

�
:
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Therefore, the average error (denoted }) with a prior of equiprobable models is

} =
1

2

�
P
�
`T > 0j� =1

�
+ P

�
`T < 0j� <1

��
=

1

2
E
�
min

�
exp

�
`T
�
; 1
�
j� =1

	
:(.46)

We can write an (approximate) transition likelihood ratio as

f
�
�Ct+1
Ct

j� <1
�

f
�
�Ct+1
Ct

j� =1
� = exp

264�1
2
�

�
�Ct+1
Ct

� �� ht
p
vt

�2
�
�
�Ct+1
Ct

� �
�2

vt

375
= exp

24�1
2
�
�2
�
�Ct+1
Ct

� �
�
(1� �) vt + (1� �)2 v2t
vt

35
= exp

"�
�Ct+1
Ct

� �
�
(1� �)� (1� �)

2 vt
2

#
:

We simulate the economy 5; 000 times using the point estimates of the parameters and

construct a likelihood ratio for each economy. Using (.46) we can immediately derive }.
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