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ABSTRACT

Total Tomography of III-As Nanowire Emitters: Atom Probe Tomography and X-ray Imaging of

Nanowire Heterostructures

Megan O. Hill

The three-dimensional (3D) nanoscale structure of III-As nanowires is correlated with optical and elec-

tronic property measurements to deconvolve the contributions of strain, composition, and crystal struc-

ture to characteristics of interest for future electronic and optoelectronic devices. Multiple advanced

two-dimensional (2D) and 3D characterization techniques are employed such as atom probe tomography,

nano-probe X-ray diffraction microscopy, Bragg coherent diffraction imaging, and Bragg X-ray ptychog-

raphy.

Atom probe tomography is used to map the distribution of Si dopants in catalyst-free InAs nanowires

at different in-situ doping conditions used during MBE growth. Doping is homogeneous in the core of

the nanowires at concentrations of mid-1018 cm−3 regardless of the dopant flux, but an excess of Si is

observed near the surface of the nanowires, overlapping with a native oxide. Measurement of carrier

concentrations at each nominal doping level are in agreement with the measured chemical doping levels,

suggesting nearly complete dopant activation in the nanowire core.

A new approach to coherent diffraction imaging called multiangle Bragg projection ptychography is

formalized and demonstrated experimentally. 3D strain and structure in InGaAs nanowires was recon-

structed with better than 50 nm and 2 nm spatial resolutions respectively. Bragg coherent diffraction
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imaging is performed on GaAs nanowires with embedded InGaAs quantum wells (QWs) of different thick-

ness on each facet. 3D reconstructions of in-plane strain fields reveals the likely presence of dislocations

at the thicker facets (10,20 nm) and coherent growth at the smaller facets (2,4 nm).

Correlative imaging is performed on InGaAs QWs in a GaAs nanowire which show a blue shift

in emission toward the top of the nanowire via spatially resolved cathodoluminescence (CL). Directly

correlated to CL, electron back-scatter diffraction reveals a polytypic structural change aligned with the

shift in emission. X-ray nano-probe diffraction is used to investigate the QW strain along the nanowire

length, but shows no variation. Atom probe tomography correlated with CL shows no change in QW

morphology, but an increase in In content on the wurtzite portion of the QW is observed. Band structure

calculations are used to determine the effect that each structural change has on the emission shift,

revealing that composition and polytype structure both play an important role.
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CHAPTER 1

III-As Nanowire Emitters: Applications, Growth, and Challenges

1.1. Introduction to III-As Nanowires

Silicon (Si) remains the most cost effective and robust platform for microelectronics and photon-

ics. As such, considerable effort has been made to integrate direct band-gap, high-efficiency photonic

semiconductors, such as III-Vs, onto Si. This would allow for low cost, high performance solar cells and

light-emitting diodes (LEDs). Additionally, the ability to couple photonic components with traditional Si

logic opens doors to new types of low-power computing [1, 2]. In particular, narrow-bandgap III-Arsenides

(III-As), which include GaAs, AlAs, InAs, and their ternary/quaternary compounds, are of interest for

optical applications in the visible and near-infrared (near-IR). As depicted in 1.1, ternary compounds of

III-As materials allow for tunable emission energy, with a linear relationship between composition and

energy according to Vegard’s Law [3]. In addition to having a direct bandgap, the ability to tune the

bandgap using composition in III-As makes it clearly advantageous for Si photonics.

As an example, GaAs has been used in photovoltaics for decades as it has been shown to significantly

outperform Si in terms of conversion efficiency [6]. However the five-fold higher cost of GaAs as compared

to Si limited its use, for much of its history, to space craft and satellite power systems where there is a

greater need for robustness to radiation damage [7]. Efforts have been made to integrate GaAs onto Si

in order to reduce the amount of material necessary and in turn reduce the cost, but until recently, the

efficiency of GaAs on Si solar cells suffered due to defect formation at the GaAs-Si interface. Herein lies

the main challenge of producing low-cost, high performance III-As photonics. The high lattice mismatch

between Si (lattice constant of 5.43 Å) and III-As materials (lattice constant between 5.65 and 6.05 Å)

results in threading dislocations and phase-domain boundaries that degrade the III-As layer [8, 9, 10, 11].
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Figure 1.1. Emission energy (eV) as a function of composition (x content) for ternary
compounds of GaAs, InAs, and AlAs. Emission ranges from visible to mid-IR [3]. Al
containing compounds have cutoffs at higher Al content due to transitions to in-direct
bandgap [4]. A yellow band is shown in the telecommunication regime (1260-1625 nm)
[5]

Methods for integrating III-As thin films onto Si while minimizing defects have been developed, such

as engineering strain-layer superlattice buffers between the Si and the desired III-As film to mitigate

the mismatch or by using wafer-bonding techniques [12, 13]. However, the buffer layer approach, while

significantly lowering defect densities, falls short in creating high enough quality films for most applica-

tions. Wafer-bonding can be effective in removing defects from the Si-III-As interface, but this technique

suffers from high processing costs compared to epitaxial growth methods [14, 15, 16]. In 2004, Mårtens-

son et al. [17] first demonstrated the ability to epitaxially grow III-V nanowires (InP and GaAs) on Si,

which due to the small wire diameter allowed for strain accommodation and defect-free relaxation at the

Si III-V interface. Since then, extensive of studies of III-V nanowire growth on Si have been reported

including growth of numerous types of III-V nanowires, various growth methods, and on selective-area

growth techniques [18, 19, 20, 21, 22]. In addition to the ability to grow nanowires epitaxially on Si, they

offer a number of advantages over traditional thin films. The small amount of III-As material used in
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the nanostructures means a greater reduction in materials costs. The vertical 3D nanowire geometry is

ideal for light trapping applications, such as solar cell arrays or single nanowire lasers [23]. Additionally,

the nanowire geometry allows for the growth of unique heterostructures that accommodate large strains

without defect formation; additional discussion is provided in Section 1.2.2. Of course, achieving high per-

formance III-As nanowire devices does not come without challenges, as III-As nanowire heterostructures

can exhibit complex variations in composition, strain, crystal structure, and morphology as discussed in

Section 1.4.

1.2. Semiconductor Nanowire Growth

1.2.1. Nanowire Growth via Molecular Beam Epitaxy

The nanostructures discussed in this thesis are grown by solid source molecular beam epitaxy (MBE).

MBE is a deposition technique performed in ultra high vacuum (UHV) that utilizes thermally generated

beams of atomic species to grow thin films or nanostructures with atomic precision [24]. There are two

main nanowire growth mechanisms in MBE growth, both named after the mass transport pathway: vapor-

liquid-solid (VLS) and vapor-solid (VS) growth. Much of the initial growth studies of III-As nanowires

used an impurity-mediated VLS mechanism, in which a liquid catalyst droplet of foreign metal (Au,Ag)

is deposited on a substrate and used to promote vertical growth [25, 26, 27]. For example, for GaAs

nanowire growth, the metal particle absorbs vapor phase precursors including Ga and As, until it is

supersaturated, at which point solid phase GaAs is crystallized at the base of the droplet. The droplet

continues upward, crystallizing GaAs below until the conditions are changed such that the droplet is

consumed or solidifies. This mechanism is shown in Figure 1.2(a). Though the use of a foreign metal

catalyst allows for a high level of control over nanowire growth, it can result in the incorporation of

impurities throughout the nanowire, which can greatly degrade electronic or optical performance. For

example, Au or Ag impurities are well known to form deep-level trap in Si [28]. Thus, more recent efforts

have been made to grow nanowires controllably without the use of foreign catalytic materials, for instance

Ga liquid droplets have been used to grow GaAs nanowires [29, 30].
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Figure 1.2. Schematic of VLS (top) and VS (bottom) growth processes of nanowires.
Schematic shows the liquid catalyst droplet (yellow), nanowires (purple), Si substrate
(blue), and SiO2 (orange). Growth process is demonstrated from left to right.

While self-catalyzed growth is useful in numerous device applications, this growth has been shown

to cause segregation of dopant species and prevent the formation of atomically sharp vertical interfaces

[31, 32]. An alternative is to grow nanowires completely catalyst-free, using VS growth, where nanowires

are either randomly nucleated or nucleated in open holes of a oxide template, known as selective area

epitaxy (SAE) [33, 34, 35]. In this mechanism, precursor species are deposited on the substrate and

diffuse to nucleation sites. These mobile surface adatoms diffuse to the VS interface of the nanowire, and

are incorporated on preferred growth facets, which dictate the vertical growth. Vertical growth continues

until the supply of precursor atoms is used up or until the species diffusion length prevents atoms from

reaching the top nanowire VS interface. This mechanism is shown in Figure 1.2(b).

Controlling nanowire growth in MBE primarily involves tuning the substrate temperature and the

flux of atomic species (via heating of effusion cells). The ratio of group III and group V species flux plays
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a large role in determining the nanowire size and crystal structure. Additionally, substrate preparation

plays a large role in nanowire nucleation. VLS nanowires require the deposition or random nucleation of

liquid catalyst droplets before or during MBE growth. For VS nanowire growth, typically an SiO2 film

is grown on the Si substrate, and pinhole openings are randomly nucleated or electron-beam patterned

such that growth can only occur in these openings (see Ref. 36 for details). Utilizing the high precision

of MBE, complex nanowire heterostructures can be grown as discussed in the next section (1.2.2).

1.2.2. Nanowires allow for unique heterostructures

Nanowires with sufficiently small diameters to exhibit electron and/or photon confinement are of interest

for applications including field-effect transistors (FETs) [37, 38, 39] and LEDs and compact lasers [40, 41,

42]. More recently, semiconducting quantum wires, proximity-coupled with an s-wave superconductor,

have been proposed as hosts for Majorana Fermions for topological quantum computing [43]. Most

nanowires are too large (diameter >100 nm) to observe quantum effects. However, the structure or

composition of the nanowire can be modified to create other electronically confined structures within the

nanowire. By using the nanowire as a support for other quantum structures, the range of applications

is broadly expanded. Figure 1.3 demonstrates the types of electronically confined structures that can be

embedded in nanowires, including quantum wells (confined in 1D), quantum wires (2D), and quantum

dots (3D).

Axial heterojunctions can be formed in nanowires by modifying the flux of different atomic species

partway through the growth process. This can be done under VLS or VS growth mechanisms. For radial

junctions, or core-shell nanowires, the core can be grown by either VLS or VS mechanisms. However,

following the growth of the nanowire core, shells are deposited through VS growth only. Quantum wires

and quantum dots can also be grown on or inside nanowires, and have even been observed to form

unintentionally due to alloy fluctuations in III-Vs [45, 46]. A detailed review of the growth of quantum

structures using MBE can be found in Reference 44.
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Figure 1.3. Sketch summary of the different quantum structure types attending to the
number of confined dimensions. Adapted from Reference 44 by permission of The Royal
Society of Chemistry (RSC) on behalf of the Centre National de la Recherche Scientifique
(CNRS) and the RSC.

1.3. III-As Nanowires as Compact Near-IR Emitters

For the last half-century, improvements in Si-based electronics have relied primarily on the shrinking

of transistors logic components. However, as transistors reach the sub-10 nm range a fundamental shift

is needed in materials or device architecture in order to continue advances in computing and communica-

tions. Many routes are being actively researched, including spintronics, quantum computing, and optical

computing. However, as these paradigm shifts are explored, routes to improving traditional transistor

technology are also being addressed, such as increasing the speed and reducing the power used during

communication between individual logic components. For example, just as fiber optics provides a faster,

more energy efficient, and more robust way communicate over long distances, optical interconnects would

do the same at the microscale. In this scheme, compact emitters and detectors would be connected using

patterned Si waveguides. Laser pulses between the emitter/detector would be used to transfer informa-

tion within the transistor chip. This would act as a much faster mode of communication and would

generate significantly less loss as compared to electrons moving through copper interconnects.
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a) b)

c)

Figure 1.4. Schematic of radial quantum well structure. a) 3D view of InGaAs QW
embedded in (Al,Ga)As. b) Cross-section of core-shell QW structures. c) Cross-section of
multi-well QW structure, useful in lasing applications. (Al,Ga)As is purple and InGaAs
is blue.

GaAs nanowires with embedded radial quantum wells (QWs) of (In,Ga)As are of interest as these

compact emitters and detectors. Since these nanowires can be grown directly on Si and can be tuned

to emit in the Si-transparent near infrared regime (IR), such that there are minimal absorption losses

within the Si waveguides. GaAs-based nanowires have shown to act as a good gain medium and optical

Fabry–Pérot cavity for low-threshold lasing [23]. Additionally, Stettner et.al, have grown GaAs nanowires

directly onto Si waveguides and demonstrated their ability to couple light into the waveguide [47]. Though

GaAs nanowires are good candidates for lasing and monolithic growth, their near-IR emission, above the

Si absorption edge, results in significant loss during transport through the waveguide. The growth of

InGaAs radial QWs has been proposed as a solution to increase the emission wavelength of these GaAs-

based nanowire lasers into the Si-transparent IR regime [48, 49, 50]. In this heterostructure, the QW

would act as the active gain medium, transferring light to the GaAs core which acts as an optical cavity

to enhance emission.

Figure 1.4 shows a schematic of a single quantum well (SQW) (a,b) and multi quantum well (MQW)

structures where InGaAs (blue), confined to <10 nm, would act as the active material. The increased

In content increases the emission wavelength. Additionally, quantum wells have been shown to provide a
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lower lasing threshold and improve gain as compared to their bulk counterparts [51, 52]. These types of

heterostructures, primarily the SQW nanowire, are explored in this thesis.

1.4. Structural Features of Ternary III-As Nanowires

This section will discuss the numerous nanoscale inhomogeneities that may occur within III-As

nanowires, and therefore what type of characterization is necessary to understand their structure-property

relations. “Structure” or “structural” will be used in this work to refer to morphology, composition, strain,

or crystal structure in a given nanowire sample. For clarity, crystal structure will always be referred to

specifically as “crystal structure”, “polytypism” or “crystal phase”.

1.4.1. Composition and morphological fluctuations in III-As nanowires

III-As nanowire heterostructures offer a high degree of tunability in terms of emission and electronic

behavior, but this comes at the cost of a high number of structural degrees of freedom which include:

composition, crystal structure, strain, doping, and morphological variations. Specifically, these nanowires

can present unintentional variations in composition.

The spatial distribution of group-III species within a ternary or quarternary III-As nanowire should be

that of a random alloy. However, fluctuations away from a random alloy distribution have been observed

in III-V nanowires. These fluctuations can act as electron scattering sites, degrading carrier mobility,

and can modify the bandgap and lead to band bending [53, 54]. Researchers have been able to suppress

alloy fluctuations in GaAs/AlGaAs core/shell nanowires by lowering the shell growth temperature [55].

This same behavior has been observed in epitaxial films and bulk crystals of InGaAs [56, 57].

In addition to random alloy fluctuations, larger scale composition segregation has been observed in

III-As heterostructures as a result of the differences between adatom diffusion rates at different growth

facets. The most common example of this comes from growth of AlGaAs shells on GaAs, where the

interplay between growth kinetics and thermodynamics creates results in Al-rich bands formed along

the 〈112〉 growth direction in the AlGaAs shell, as seen in Figure 1.5. In this case, Rudolph, et al. [58]

found [112] facets enriched with Al via cross-sectional high angle annular dark field scanning transmission
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electron microscopy (HAADF-STEM). For a AlGaAs shell with Al concentration of 30%, enrichment up

to 62% Al was found along the 〈112〉 directions. The Al-rich stripes arise due to an interplay between

surface diffusion rate differences for Ga and Al, differences in chemical potential between the {112}

and {110} facets, and differences in sticking coefficients of deposited atoms on these two facet families

[59, 46]. Further, 3-fold symmetric variations in Al content has been observed in these wires due to

polarity differences between the {112}A and {112}B facets. [60]

Figure 1.5. Cross-sectional STEM-HAADF showing Al segregation in
GaAs/Al0.3Ga0.7As core/shell nanowire. (b) Elemental EDS maps of the cross-
section, revealing Al segregation to the {112} facets. (d) Detailed line map of the Al
concentration taken from the line in (c). Reprinted with permission from Rudolph,
Daniel, et al. Nano letters 13.4 (2013): 1522-1527. Copyright @ 2013 American
Chemical Society. [61]

It is critical to understand and control composition fluctuations because non-uniform composition

complicates interpretation of nanowire properties, as the bandgap cannot be perfectly described by Ve-

gard’s law. Ultimately, not all composition variations (like Al enrichment in the on the {112} facets), is

possible to eliminate, but including this in our understanding of these heterostructures is necessary.

1.4.2. Doping of III-As nanowires

Though this thesis does not focus on doping in III-As nanowires, it is an important topic. Doping is

required for all nanowire devices in order to create any kind of nanowire junction or to create a good
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contact with metals for electrical injection (as will be needed in the case of compact emitters). As such,

chapter 3 will address some challenges in doping InAs nanowires grown via the VS mechanism.

Bulk III-As materials are typically doped with group-II materials like Mg and Be for p-type doping

(Mg and Be fill Ga, In, or Al sites, acting as an acceptor) [62]. Less commonly, III-As is doped with

group-VI elements which act as donors when occupying As sites. Other common dopants are group-IV

elements such as Si, C, and Sn. However, these group-IV elements can act as either donors or acceptors

due to the amphoteric nature of III-V semiconductors [63, 64]. This means that group-IV elements can sit

on either the group-III or group-V site, allowing for either n-type or p-type doping respectively. Whether

group-IV elements act as donors or acceptors depends on the III-V material, the group-IV dopant element,

the orientation of the growth substrate, and the growth condition [65, 66, 62]. In some cases, group-IV

dopants can fill both group-III and group-V sites, resulting in compensation, this is particularly present

using Ge doping, making Ge dopants generally ineffective in III-Vs [62, 67].

In addition to the complex doping nature of bulk III-Vs, III-V nanowires present additional challenges.

In particular, the dopant incorporation is facet dependent. A general review of doping in nanowires is

presented in Reference 68, which details how doping can greatly influence the growth rates of different

facets and can lead to changes in the nanowire crystal structure. In VLS grown nanowires, dopant in-

corporation can happen through the liquid droplet and through vapor-solid growth on the side facets.

Dopants can also diffuse into the ’bulk’ during high temperature growth, further complicating the under-

standing of their incorporation. Even limited to droplet incorporation, the spatial distribution of dopants

can be non-uniform, as seen in Ge VLS grown nanowires, where dopant concentrations are higher near

the nanowire side facets due to increased dopant incorporation into lower-mobility truncated facets at the

corners of the liquid droplet [69]. Numerous studies have shown similar non-uniform dopant distributions

in III-V nanowires [70, 71, 72, 32, 73]. Controlling dopant incorporation requires a detailed understanding

of the growth mechanisms at play during MBE growth, including the evolution of the growth front and

the incorporation rates on different facets. Chapter 3 gives one example of how we can better understand

dopant incorporation and the resulting electrical properties using correlated characterization and device

measurement techniques.
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1.4.3. Polytype crystal structure and defects in III-As nanowires

The equilibrium phase of solid-state III-As is the cubic zinc-blende (ZB) structure (space group F 4̄3m)

whose structure and properties are well established. However, it has been found that in the nanowire

geometry, III-As materials can form other metastable crystal phases, with the primary alternative to ZB

being the hexagonal wurtzite (WZ) structure (space group P63mc) [74, 75].

Figure 1.6. Crystal structure of ZB (left) and WZ (right) III-V. ZB shows as ABC type
stacking along the 〈111〉 while WZ shows as ABAB type stacking along the equivalent
〈0001〉. Group-III represented by red atoms, group-V by yellow. Reprinted with per-
mission from Caroff, Philippe, et al. “Crystal Phases in III-V Nanowires: From Random
Toward Engineered Polytypism” IEEE J. of Selected Topics in Quantum Electronics 17.4
(2011): 830. Copyright @ 2011 IEEE. [76]

For a brief introduction to this polytype system, a schematic of the stacking in III-As WZ and ZB

crystals in shown in Figure 1.6. Nanowires of the ZB structure grow primarily along the 〈111〉 direction

and of WZ structure grow along the equivalent hexagonal direction 〈0001〉. In this axis ZB presents an

ABCABC type stacking, where each letter represents a stacking site for a single bilayer consisting of a

group-III and group-V layer. Since the difference between ZB and WZ is simply a change in stacking

order, it frequently occurs that WZ and ZB both appear in a single nanowire. This is demonstrated

Figure 1.7. Here a high resolution STEM image of a single GaAs nanowire projected along the 〈11̄0〉

direction is shown. In a magnified section (red box) the stacking order is mapped out with lines across

the planes of atoms. The stacking along the 〈111〉 direction (from bottom to top) transitions from WZ
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(ABAB) to ZB (ABC) to twinned-ZB (CBA). The ZB and twinned-ZB segments are connected with a

single stacking fault (ABCACBA). Stacking faults (SF) describe planar defects that alter the periodic

sequence of the crystal layers, here the A insertion disrupts the ZB sequence. This switching between

ZB and WZ, as well as presence of SFs is common in III-As nanowires [77, 78].

Figure 1.7. STEM image of GaAs nanowire. Nanowire switches from WZ crystal with
ABAB stacking (pink and yellow lines), to ZB crystal with ABC stacking (pink, yellow,
blue lines). A stacking fault (denoted SF) is present in the ZB segement, whose visible
stacking sequence is ABCACBA. Adapted with permission from Yamaguchi, M., et
al. “Probability of twin formation on self-catalyzed GaAs nanowires on Si substrate.”
Nanoscale Res Lett 7 (2012):558. Copyright @ 2012 Springer Nature. [79]

It wasn’t until the late 2000s that this polytypism in III-As nanowires was understood well enough

to control which crystal phase was grown [80, 76]. Glas et al.,[81] presented a detailed model for why

this polytypism exists in III-As nanowires. Briefly, the bulk cohesive energy of ZB in III-As is lower

than WZ, thus ZB is energetically favorable in bulk. There is a critical diameter at which the lower

surface energy of WZ dominates over the lower bulk cohesive energy of ZB, thus forming a WZ structure.

However, this does not fully explain the presence of WZ in larger nanowires, as this critical diameter
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is 5.6 nm (for GaAs), and WZ is observed in much thicker nanowires than this. Glas et al. proposes

that the crystal structure is dependent on whether nucleation occurs at the vapor-liquid-solid interface

or the solid-liquid interface (inside the droplet or on the edge of the droplet), with the former favoring

ZB growth. Formation of WZ requires that nucleation occurs at the vapor-liquid-solid interface and

also requires that a high enough droplet supersaturation is present, meaning WZ formation is highly

dependent on V/III flux during MBE growth. It is possible, using self-catalyzed VLS method, to grow

defect-free pure WZ and ZB nanowires [82, 83, 84], to controllably switch between WZ and ZB, or add

intentional twins in ZB nanowires [85, 86]. However, most nanowire structures still include numerous

random SFs or polytype insertions, so these must be considered when investigating nanowire properties.

The electronic behavior of WZ in III-As has been widely debated even in the last decade. Since III-

As does not form WZ in the bulk, obtaining band structure parameters has been a non-trivial pursuit.

However, it is now commonly accepted that in binary III-As nanowires, WZ has a larger bandgap than

ZB (only 5-20 meV larger for GaAs, ∼60 meV for InAs) [87, 88, 89, 90], and heterojunctions of WZ

and ZB form a type-II band alignment with a 30-100 meV offset depending on the group-III species

[91, 92, 93]. The difference in band structure between these two polytypes creates unique opportunities

for forming crystal phase quantum disks in III-As nanowires by controlling the crystal phase along the

nanowire growth axis. These WZ/ZB quantum disks have been proposed as potential single photon

emitters, because it is difficult to create the same atomically sharp interface using a change in composition

[94, 93, 95]. Though this polytypism is a potentially useful feature in III-As nanowires, if crystal switching

is not properly considered, SFs and WZ/ZB insertions can as scattering centers, degrading the optical

and electronic properties [80].

Since this thesis will investigate both WZ, ZB, and mixed phase nanowires, there will be references

to both cubic and hexagonal (four index) Miller notation. Four index Miller notation is well described in

literature [96, 97], but for simplicity Figure 1.8 outlines the relevant Miller directions for a III-As nanowire

in both polytypes, assuming it is grown along the 〈111〉 (cubic) or 〈0001〉 (hexagonal) equivalent direction.

The a axis (〈011̄〉/〈2̄110〉) and m axis (〈112̄〉/〈11̄00〉) are typically aligned with the nanowire facets and
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Figure 1.8. Miller directions for the equivalent ZB (cubic) and WZ (hexgaonal) III-As
nanowires using (hkl) and four-index (hkil) miller notation respectively. Corner facets
are described as m facets and the hexagon sides as a facets.

corners as shown. For crystals of mixed polytype phase, this thesis will utilize the cubic ZB Miller

notation, unless stated otherwise.

1.4.4. Strained interfaces in III-As heterostructures

Much of the discussion thus far has been of GaAs and AlGaAs nanowires, because they are the most

well developed class of III-As nanowires. GaAs is often used as a nanowire core because it can be grown

very controllably. Further, GaAs nanowires have been shown to act as a good gain medium and optical

cavity for low-threshold lasing [98]. Growing AlGaAs QWs on GaAs cores combines the improved gain

from the AlGaAs QWs with the efficient optical cavity of the GaAs core [51, 99]. This GaAs/AlGaAs

quantum heterostructure utilizes a nearly ideal materials combination. First, AlGaAs has a tunable

tunable emission from ∼1.77 eV for Al0.47Ga0.53As to 1.42 eV for pure GaAs (AlGaAs becomes indirect at

an Al content greater than 47%) [4]. This range of tunable emissions is shown in Figure 1.1. Additionally

Ga and Al have similar radii (1.87 Å vs. 1.84 Å) so there is minimal lattice mismatch between GaAs and

AlGaAs regardless of the Al content, as demonstrated in Figure 1.9. This means that there is negligible

strain at the GaAs-AlGaAs interface in these quantum structures. As such much research has been done
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in the area of AlGaAs/GaAs core/shell nanowire lasers. This heterostructure has even demonstrated

optically pumped lasing up to room temperature [51].

Figure 1.9. Lattice parameter (Å) as a function of composition (x- content) for ternary
compounds of GaAs, InAs, and AlAs.

However, this emission between 550-815 nm is far from the near-IR telecommunication band (1260-

1625 nm) necessary for on-chip optical communications and minimizing absorption losses to Si waveguides

[5]. This need for telecom band communication motivates the switch to InGaAs alloys which offer emission

up to 3500 nm for pure InAs (see Figure 1.1).

Pure InGaAs nanowires have been grown in attempts to produce telecom lasers, but catalyst assisted

(VLS) growth results in composition gradients both along the nanowire length and radially [100, 101].

Catalyst-free (VS) grown InGaAs nanowires can be grown with uniform composition, but are challenging

to grow beyond a few microns in length due to their self-terminating growth [102, 103]. This optical

cavity length is too short to produce lasing (typically 5-15 µm is necessary) [104].

The primary challenge that makes GaAs/InGaAs core/shell heterostructure more complex than the

well studied GaAs/AlGaAs heterostructure is the large lattice mismatch between GaAs and InAs. The

difference in lattice parameter between InAs and GaAs is shown in Figure 1.9 as a function of In content.
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In their binary forms, it is not possible to grow InAs films on GaAs substrates because this would result

in a -7% strain, leading to three-dimensional growth of InAs islands. Even InGaAs with only 20% In

results in a -1.5% strain if interfaced with GaAs. This large mismatch can greatly modify the growth,

even in naowire heterostructures. For instance, Balaghi et al. determined that for a small GaAs core

(diameter of ∼ 25 nm) coherent growth of InGaAs shells was possible up to 55% In, but beyond 55%

misfit dislocations occur between the core and shell [105, 106]. Further, Yan et al. simulated that for

GaAs/InGaAs/GaAs core-shell-shell nanowires with an In content of 20%, dislocations may occur if the

InGaAs shell thickness exceeded 22 nm (though this is for perfectly cylindrical heterostructures) [107].

Growth of InGaAs shells often results in lower In content in the shell than predicted, as strain is another

driving force that inhibits In incorporation [108]. Strain is known to cause modifications in morphology

during growth and prevent or modify incorporation of dopant species [109, 110].

Strain can also modify the band structure of III-As materials, shifting the conduction band and

valence band offsets [111, 112]. This phenomenon was studied decades ago in GaAs/In0.2Ga0.8As su-

perlattice films grown as strained-layer superlattices, where strain engineering was used to modify the

band offsets, polarization, and hole transport [113, 114, 115]. Strain in thin films is easy to predict and

measure, thus the effects on growth and device properties can be reasonably predicted. The same cannot

be said about nanowire heterostructures due to their complex geometry and the difficulty of resolving

strain at the nanoscale. Some of the challenges involved in predicting and confirming strain within III-As

nanowire structures will be addressed in this thesis, starting with a comparison of strain calculations for

thin films and strain modeling in nanostructures in Section 2.5.5. Ultimately, it is critical to understand

the nanoscale strain state of III-As nanowire heterostructures to enable the same type of strain engineer-

ing that has been done in thin films superlattices and to prevent defects/strain from causing degradation

of electronic and optical properties.

1.4.5. Need for 3D correlative total tomography

In this chapter, the potential of GaAs/InGaAs nanowire heterostructures as compact emitters for on-chip

telecommunication has been discussed. However, the complexity of inherent to these structures has thus
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far prevented them from achieving efficient near-IR emission. There is a need for better understanding of

the interplay between composition, morphology, strain, and polytypism within single nanowires. However,

since these nanowires are comprised of embedded quantum structures or buried dopants, common surface

or 2D characterization techniques are insufficient to understand what structural components are dictating

the device properties. Instead, we are in need of a suite of 3D characterization techniques that can

probe buried structures in a correlative fashion. As demonstrated in this section, simply knowing the

composition of a single wire is insufficient for explaining the optical properties. Instead, composition,

strain, polytypism, and morphology must be correlated with one another, as they all can effect each

other during the growth process. Further, structural and compositional information must be correlated

directly, when possible, to electronic/optical measurements of the heterostructure, as a change in any

structural feature has the potential to modify the optoelectronic behavior of the nanowire.
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CHAPTER 2

Tools for Single-Nanowire Total Tomography

This chapter addresses the need for three-dimensional tomographic imaging in nanostructures and

the need for correlative characterization of nanowire heterostructures. An overview is given of the char-

acterization techniques used in this thesis for such correlative or tomographic analysis. This includes

atom probe tomography for dopant and composition mapping in 3D and electron imaging for structural

and compositional analysis. An overview of the finite element modeling necessary for correlating com-

position and structure to strain is given. Section 2.4 introduces a few synchrotron-based X-ray imaging

techniques that are used for strain analysis in this work. Finally, a brief overview of some electrical and

optical characterization techniques is given.

2.1. Why is Correlative Tomographic Imaging Required?

Most often, nanowires are measured as an ensemble, where tens to thousands of wires are simultane-

ously probed to gain understanding about their composition or properties. This can be very useful when

studying highly uniform nanowire arrays or when trying to gain a high-level understanding of variations

in behavior between nanowires in the ensemble. For instance, in photoluminescence (PL) measurements

of InGaAs nanowire ensembles, Shin et al. observed broadening and a slight shift in the PL peak. This

observation was used to hypothesize the presence of In fluctuations (inducing broadening) and the pres-

ence of a WZ phase (inducing the peak shift) [116]. While this is a useful analysis that gives insights into

the behavior of these nanowires under certain growth conditions, it leaves a lot of room for interpretation.

In nanostructures with even more complexity than these pure InGaAs nanowires, the level of ambiguity

increases, meaning minimal conclusions can be drawn from this type of ensemble measurement. Single

nanowire measurements can alleviate some of this ambiguity, as variations between individual wires are

no longer convolved with one another. As such, much effort has been made in characterizing properties of
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individual nanowires. This includes efforts in single nanowire spectroscopy [117, 118], micromanipulation

to isolate individual nanowires [119, 120] and developments in single nanowire device fabrication [121].

Single nanowire measurements are often useful, and will be utilized in this work, but in some cases

spatial sensitivity on the single nanowire scale is also required. As an example, in [122], Dick et al.

utilized HAADF-STEM and X-ray energy dispersive spectroscopy (EDS) to map the composition across

the length of an InAs/GaAs axial heterojunction nanowire. In this way they were able to determine how

abrupt a junction they had grown. Simpler techniques like Raman spectroscopy would have been able

to infer an average composition in the nanowire or even spatially at a few points on the wire (with an

∼ 2 µm step size), but this information would be insufficient to probe the composition at this sharp

junction. As in this example, highly spatially resolved characterization techniques are often needed to

fully characterize a nanowire heterostructure.

As introduced in Section 1.4.5, the 3D nature of nanowire heterostructures requires characteriza-

tion techniques that can probe buried interfaces. This is a non-trivial requirement, especially given

the nanometer scale at which structural features may vary. Thus nanostructure characterization often

requires three-dimensional imaging techniques. Some techniques that are useful for 3D, highly spa-

tially resolved characterization will be outlined in this chapter. In this thesis, such highly resolved

characterization techniques will be used in a correlative fashion, using two or more characterization

techniques on a single nanowire. In this way, structure-property relationships can be obtained and

the growth process of the nanowires can be better understood. In the ideal case, all characteriza-

tion could be performed on the same nanowire, and many nanowires would be measured to fully un-

derstand what variations may occur between wires. However, given the challenging nature of many

of the characterization techniques presented in this chapter this is not always possible. If correlative

analysis can be performed on a few single nanowires, this is considered a success at the current de-

velopment level of these techniques. Further, if all characterization techniques cannot be performed

on the same exact nanowire, it is even more important to get an understanding of how much varia-

tion there is between nanowires in the growth. This approach, which we refer to as ‘Total Tomog-

raphy’ aims to understand the structural details of single III-As nanowire heterostructures, in order
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to feedback to the growth process what should be modified to grow an optimal nanowire emitter.

2.2. Atom Probe Tomography for 3D Composition Mapping

The primary tool for compositional imaging in this work is atom probe tomography (APT). APT

is a successor of the field ion microscope (FIM) which was developed in the 1950’s by Erwin Müller

[123]. FIM was the first experimental method capable of resolving individual atomic columns, which was

demonstrated by Müller using a tungsten (W) tip. By forming a large electric field on the surface of

a sharpened W tip through the application of a high voltage (5-20 kV), and pumping into the vacuum

chamber a helium imaging gas, the W ions could be “torn off” the surface of the tip, imprinting the image

of the atomic surface onto a phosphor screen [124]. This eventually was discovered to be the result of

field evaporation. Field evaporation is the process of removing an atom from the surface of a material

due to their bonds rupturing from the presence of a large electric field [125]. Thus APT is a destructive

technique, and must always be performed last in the order of correlative analysis.

In the 1980’s M.K. Miller introduced the three-dimensional atom probe, which allowed for single

atom detection on a microchannel plate, allowing for position sensitive detection [126]. Using this tool,

successive layers of atoms are field evaporated, leading to the ability to generate 3D maps of composition

in a specimen. In the years following numerous additions were made by Miller and others, including the

introduction of a local electrode and a laser pulsing system, that led to the modern local electrode atom

probe (LEAP) [127]. In addition to the atomic scale resolution made possible by FIM, modern LEAP has

a part-per-million (ppm) chemical sensitivity at the appropriate conditions, thus making it a uniquely

useful tool for mapping dilute species in 3D structures.

2.2.1. Basics of LEAP

During LEAP, a needle-shaped specimen is loaded into a UHV chamber and cooled to cryogenic temper-

atures (< 100 K). A standing voltage (Vs) is applied to the specimen (2-30 kV) and the tip is aligned in

close proximity with a counter electrode. Upon a voltage pulse (Vpulse) or laser pulse a single ion should
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field evaporate from the tip surface and then accelerate towards a time-of-flight (ToF) single-ion detector

which is position sensitive in the detector plane, giving the detector positions (Xd,Yd). The ion mass-to-

charge ratio (m/n) is determined by calculating the time-of-flight (between the laser or voltage pulse and

the ion impact on the detector). The mass-to-charge ratio gives insight into identity of the evaporating

ion. After many millions of laser/voltage pulses are applied, thus millions of ions have been evaporated

from the surface, the Z-position of these ions can be determined based on the order of evaporation. A

schematic of this process is shown in Figure 2.1.
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Figure 2.1. Schematic of local electrode atom probe tomography. Adapted with permis-
sion from Saxey, D. W., et al. Scripta Materialia 148 (2018): 115-121. Copyright @ 2018
Acta Materialia Inc. Published by Elsevier Ltd. [128]

After APT analysis is complete, the 3D atomic map of the specimen is reconstructed. The X and Y

positions of the ions are calculated as the detector positions (Xd,Yd) divided by a magnification factor

(η), given by

η =
L

ξrt
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where L is the distance between the specimen and detector (as shown in Figure 2.1), ξ is the image

compression factor, and rt is the specimen radius of curvature. The parameter L is approximately known

and the radius of curvature is either measured from the sample or estimated using the evaporating voltage

(V), an estimate of the evaporation field at the specimen tip (F) and an estimated geometrical field factor

(k), according to the equation:

rt =
V

kF

However, the image compression factor and sometimes the radius of curvature are ambiguous. During

atom probe reconstruction, most often other known features are utilized to estimate ξ and rt, such as the

known atomic spacing along a certain crystallographic pole, landmark tracing (such as using the known

spacings between layers of different composition in an atom probe sample), or by knowing the diameter

along the length of an APT tip and the amount of material evaporated (such as from performing SEM

before and after evaporation). In the final reconstruction, though atomically resolved, about 20-50 % of

the atoms will be missing because the ToF detector has only a 50-80 % detection efficiency (depending

on the LEAP model). For more details on atom probe measurements and the reconstruction process see

references 127 and 126.

2.2.2. APT of Semiconductors

FIM and APT were designed to be performed on metals such that large enough electric fields could be

conducted to the tip surface for field evaporation. However, with the introduction of laser-assisted APT

(LA-APT), researchers began to explore a broader range of materials for analysis by APT. In LA-APT, a

standing voltage is still applied to the specimen tip, but instead of a voltage pulses, ultra-fast laser pulses

are used to heat the specimen, providing sufficient thermal energy for ion field evaporation [129]. Due to

the large voltages needed for voltage-pulse APT this method often results in fracture or low resolution

mass spectra in non-conducting or semiconducting samples. Thus, in this work only LA-APT will be

utilized.

There are only a few parameters available for modification during APT analysis: laser power, laser

pulse rate, stage temperature, and targeted detection rate. To minimize uncorrelated evaporation between
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laser pulses, the tip is kept at low temperatures, typically < 30 K for semiconductors. The target detection

rate is the percent of laser pulses for which a ion is evaporated/detected, typically 0.5-5%. For III-As

semiconductors, a typical laser pulse energy and pulse rate would be 0.01-5 pJ and 250-500 kHz. For a

given laser power and pulse rate, the detection rate is a metric of the average electric field on the tip

surface and should remain constant during evaporation. As such the standing voltage is automatically

adjusted to maintain the target detection rate under changing samples conditions (such as tip diameter

or changing evaporation fields from varying tip composition). For semiconducting samples, the voltage

is typically kept under 5 kV, for which the chances of catastrophic tip fracture are high.

One main challenge in APT measurements is properly balancing the laser pulse energy and the

standing voltage. Too high of a standing voltage means there will be significant uncorrelated evaporation

events, but too high of a laser pulse energy means that there may be surface migration of atoms before

field evaporation or preferential evaporation of a particular species. This is especially true for III-V

materials that see preferential evaporation of group-III species at higher laser pulse energy [130, 131].

This becomes more challenging in non-uniform alloys, such as the ternary III-As heterostructures studied

in this thesis. One way to determine the correct balance between the laser pulse energy and voltage

is to utilize knowledge from previous successful APT runs of similar composition and structure. Since

no APT tip will be of uniform shape and curvature, the best way to directly compare between runs is

using ion charge-state ratios. Charge-state ratios refer to the ratio of the counts of the same element

at different charge states, for example As2+ counts/As+ counts. Charge-state ratios give an estimate

of the local electric field on the tip surface. In previous work by Jeon et al. on APT of GaAs/AlGaAs

QW heterostructures, for high quality APT measurements typical Ga2+/Ga+ and As2+/As+ charge state

ratios were 10−3 and 10−1 respectively [132]. These charge state ratios were utilized in this work to choose

appropriate starting parameters for APT of GaAs/InGaAs QW heterostructures. It is also important to

compare atom probe measurements to other techniques, such as STEM, to confirm the validity of the

compositional analysis.
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2.2.3. Interpreting APT measurements

An example 3D atom probe reconstruction of an InAs nanowire is shown in Figure 2.2 along with the

corresponding mass spectrum. The mass spectrum is a histogram of all the evaporated species in the

reconstruction as a function of their mass/charge ratio (in units of Daltons, Da). In this mass spectrum,

a few peaks are labeled with the assigned ion species.

115In+

113In+
As2

+

As5
2+

As+

As2+
As3

+

115In+

113In+

As3
2+

a

b

c

d

Figure 2.2. Example of APT reconstruction and mass spectra. 3D reconstruction of
InAs nanowire shown along the reconstruction length (a) and from the top (b). Dots
in the map are individual ions. Indium atoms are shown in blue, arsenic atoms are
shown in green, and Si-dopants are shown as red spheres. (c) The corresponding mass
spectrum for this reconstruction. Select ion species are labeled next to their peak, arsenic
of multiple molecular species (As2,As3) and arsenic of varying charge state (As2+, As+)
are shown. Two different indium isotopes (113, 115) are present. (d) A magnified plot
of the mass spectrum. The two indium isotopes are more clearly seen, along with an
arsenic molecular species overlapping with the In-113. A low noise level to the left of
As2+

3 at 112 Da is seen. A long thermal tail from the In-115 peak is seen continuing past
120 Daltons.

It is critical to identify the ion species in order to create an accurate 3D atomic map. There are

instances where the mass/charge of multiple ions overlap, causing ambiguity in the identity of an ion.
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For instance, 14N+ and 28Si2+ both occur at 14 Da, thus without prior knowledge of the APT sample

the ion type is difficult to determine. For this reason, it is important to anticipate when preparing a

sample what ion species may have overlapping mass/charge ratios. It is also common during APT that

ionic species can evaporate as molecular species (such as Al+3 ) or complex ions (such as AlSi+ or SiO+).

Certain species have multiple isotopes, such as 115In and 113In as seen in Figure 2.2, and will evaporate

in ratios proportional to their known earth abundances. Multiple ions are known to evaporate at the

same time, but this “multiple evaporation” event should be minimized by modifying the pulse power or

voltage. Uncorrelated ion evaporation, or evaporation that occurs between laser/voltage pulses result

in uncorrelated background counts within mass spectra. This background level, as seen for example to

the left of In32+ at 112 Da in 2.2(d), is subtracted from the mass spectra before calculating the number

of counts for each ion type. If this background level is too high, it can prevent the detection of dilute

species. In LA-APT, broadening to the right of large peaks is often observed (seen to the right of 115In in

2.2(d)). These are known as thermal tails, and result due to slow cooling of the tip due following the laser

pulse. As with uncorrelated evaporation, the large broadening can prevent detection of dilute species if

the species peak lies within a thermal tail. It is therefore important to anticipate where peaks of interest

will fall with respect to one another before conducting an atom probe measurement.

The evaporation of structures containing multiple materials (such as nanowire heterostructures) can

result in additional challenges or artifacts that must be taken into account. First, for a tip containing

materials A and B of two different evaporation thresholds, if the high evaporation field material A is

evaporated first, evaporation conditions must allow for evaporation of material A, but when the interface

of material B is exposed, the evaporation rate may increase rapidly since conditions are set to evaporate

material A. A burst of evaporation can result in tip fracture. Additionally, if the interface between

materials A and B runs parallel to the tip length, thus they are both evaporating at the same time,

the differences in evaporation field and result in local changes in tip curvature. This curvature, due

to the difference in evaporation rates between the two materials, will lead to ions evaporating along

ambiguous trajectories (deviating from the ion projection of a perfectly hemispherical tip). Thus when

reconstructing the APT data, the X and Y positions of ions will not be perfectly determined. Specifically,
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within the regions of lower evaporation field, ions will evaporate more quickly, causing a locally concave

evaporation front, resulting in trajectories that reduce the magnification of the lower evaporation field

material. This trajectory overlap effect between high evaporation field and low evaporation field materials

is difficult to deconvolve after the APT measurement [133]. In these complex heterostructures, a perfect

3D composition map is impossible to achieve, so ultimately it is most important that APT conditions are

chosen and samples are prepared in a way that will allow the most critical information to be extracted

from the data. The general metrics of a quality APT run for nanowires is discussed in detail in reference

134.

2.2.4. Sample preparation of nanowires for APT

Atom probe requires that materials be formed into very sharp tips (∼100 nm) in order to produce a

large enough electric field for field evaporation. Tip preparation is possibly the most important and most

challenging aspect of atom probe tomography. Traditionally for APT of bulk metals, electrochemical

polishing (electropolishing) is performed by putting a wire-shaped metal sample in a electrolyte bath,

while attached to an anode and applying a DC current. Acting as the cathode material, the metal sample

oxidizes and the surface atoms are dissolved into the electrolyte. This process removes material at the

meniscus of the electrolyte bath until the wire breaks in two pieces, one end being finely sharpened

[135, 136]. This of course requires the sample be conductive in order to act as the cathode, additionally

if a sample inhomogeneous, this leaves no flexibility to form the tip in a particular region of interest

within the sample. Thus most APT sample preparation now occurs using a dual beam scanning electron

microscope (SEM)/ focused ion beam (FIB). FIB milling utilizes Ga+ ions to locally mill away material.

In bulk materials, a lift-out method has become common for creating APT tips from a region of interest.

An overview of the lift-out process is seen in Figure 2.3. Before lift-out, a protective layer must be

deposited on the substrate in order to protect the material from Ga+ beam damage or re-deposition of

milled material onto the substrate ROI (2.3(a)). Protective films can be deposited prior to loading into

the SEM/FIB or a protective layer of carbon or Pt can be deposited using the electron or ion beam.

Typically, some amount of Pt is deposited in FIB for protection and as a marker for aiming the wedge
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Figure 2.3. FIB lift-out procedure shown by SEM images. (a) A protective carbon or
Pt layer is deposited, (b) then angled cuts are milled to form a wedge. (c) The wedge
is attached to a micromanipulator using Pt deposition and cut completely out from the
bulk substrate. (d/e) The edge of the wedge is attached to a Si micropost and cut from
the rest of the wedge. (f) The wedge is sharpened into a fine point ready for APT
analysis. Adapted with permission from Devaraj, Arun, et al. International Materials
Reviews 63.2 (2018): 68-101.Copyright @ 2018 Taylor & Francis. [137]

cut. Next, as seen in 2.3(b), angled cuts are made around the ROI. A cut is then made to remove one

edge of the wedge from the substrate (not shown). A micromanipulator tip is then welded to the edge

of the wedge region using Pt and the edge cut is made to remove the wedge from the substrate (2.3(c)).

Next, (2.3(d)) using the manipulator the wedge is aligned and the edge is welded onto the top of a Si

micropost tip. Figure 2.3(e) shows the wedge mounted and Pt welded onto the micropost. The wedge is

then milled into a fine tip using lower energy annular FIB milling (2.3(f)). Multiple tips can be formed

from each lift-out segment. Much work has been done in designing lift-out and milling procedures to

create tips of various widths and curvature depending on what is required for APT. For an overview of

this process please see the reviews in Ref. 138 and 137.

This lift-out procedure has been adapted for analysis of nanostructures/nanowires whether in their

epitaxial geometry or redeposited onto a substrate. For instance, Blumtritt et al. performed APT of

individual Si nanowires (length ∼200 nm) via lift-out from the original growth array [139]. In this case,

a Ni layer was sputtered onto the nanowire array and an additional Pt layer was deposited prior to

lift-out as a protection layer. A wedge of the substrate including a few nanowires was cut out, a single
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nanowire segment was mounted onto a Si micropost and the protective layers were milled away. In

another example of nanowire lift-out, Sun et al. used a conformal atomic layer deposition coating of ZnO

to both protect and adhere Si nanowires onto the Si substrate on which they were transferred (but not

epitaxially attached) [140]. As the adhesion layer was not fully removed during milling, ZnO was chosen

to minimize the difference in the field evaporation threshold between the nanowire and coating to reduce

artifacts and minimize the risk of tip fracture as discussed in Section 2.2.3.

Since the nanowires explored in this thesis are generally between 80-150 nm in diameter, single

nanowires are already in the appropriate needle-shaped geometry. So the primary tool for APT tip

preparation here will be micromanipulation to isolate single nanowires. The two techniques that will be

utilized are discussed in detail in Appendix A: nanowire pick-up and direct pick-and-place. In summary,

these techniques require the nanomanipulation of individual nanowires using a tungsten manipulator tip

in SEM/FIB. While nanowire pick-up is more direct and higher yield than direct pick-and-place, direct

pick-and-place is necessary when selection of a particular nanowire is required (such as for correlated

measurements). While isolation of single nanowires is a low yield process ( 30%), it produces fewer

artifacts for APT analysis of nanowires compared to coating and lift-out. This is because no secondary

material is needed to coat the wires and the nanowires are typically untapered, meaning the narrow

diameter continues for many microns away from the tip apex.

2.2.5. Summary: atom probe tomography

In summary, atom probe is a uniquely powerful tool for compositional mapping of 3D structures. While it

is best suited for analysis of conductive materials, advances in laser-assisted atom probe have allowed for

useful information to be extracted from semiconducting and insulating samples. APT analysis of semi-

conducting specimen is a challenging endeavor and critical consideration must be given to potential recon-

struction artifacts. Despite its challenges and limitations, APT has proved to be an extremely useful tool

for probing the composition and morphology embedded within III-As nanostructures, as well as investigat-

ing the presence of dilute species like dopants.
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2.3. Electron Microscopy for Probing Structure, Composition, and Strain

While X-ray imaging is the primary structural analysis tool used in this thesis, electron imaging is

an invaluable tool for imaging crystal structure, composition, and even strain in nanostructures. In this

work, electron imaging is often used in correlation with atom probe or X-ray imaging. In this section

an overview of some electron microscopy techniques is given and limitations of these techniques are

addressed.

2.3.1. Scanning electron microscopy — imaging, spectroscopy, and diffraction

Scanning electron microscopy (SEM) is used throughout this thesis for imaging the morphology of

nanowire arrays and mapping the location of single nanowires prior to micromanipulation or X-ray imag-

ing. See Appendix A for more details. Along with direct imaging via collection of surface scattered

electrons, secondary X-rays can be collected from the material surface in SEM to map composition via

energy dispersive X-ray spectroscopy (EDS). EDS is broadly useful for qualitative elemental imaging in

materials. Quantitative composition analysis is non-trivial, requiring correction for absorption, secondary

fluorescence, and background radiation, however recent advances in EDS detectors has made this process

increasingly common [141].

In addition to elemental analysis, an SEM can be used for mapping crystal phase and orientation

using back-scatter diffraction. This method, known as electron back-scatter diffraction (EBSD), involves

placing a sample at a steep tilt (typically 70◦) relative to the incident high-energy electron beam, and

recording the diffraction from the sample surface on a phosphor screen in close proximity. Diffraction

patterns known as Kikuchi patterns are formed of numerous bands that intersect at zone axes. Indexing

of Kikuchi patterns, which can typically be done automatically (using an EBSD indexing software), can

predict the corresponding crystal phase and crystal orientation at a single spot. The electron beam scans

across the sample to create line profiles or spatial maps of orientation with typically 10-50 nm spatial

resolution (depending on the beam conditions and sample). It is critical for EBSD that samples have

clean surfaces, as the secondary electrons only escape from about 20 nm or less, so often plasma cleaning

or polishing is performed on the sample prior to EBSD [142]. More advanced EBSD techniques have
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been developed to image structure in 3D. 3D EBSD is done by collecting maps of Kikuchi patterns from

a material surface then FIB milling the top surface away to reveal a new surface below. Imaging and

milling are performed consecutively until the sample has been destroyed. From this analysis, 3D images of

the crystal structure and orientation can be generated. 3D EBSD is not done regularly as it is extremely

time consuming and requires an SEM/FIB dual-beam systems with an EBSD detector [143, 144].

2.3.2. Conventional and scanning transmission electron microscopy

Transmission electron microscopy (TEM) involves using a higher energy beam (60–300 keV compared to

1–30 keV for SEM) to penetrate through thin specimen. In TEM, electrons are collected in transmis-

sion instead of reflection as in the case of SEM. The high beam energy used in modern TEM enables

focusing to very small spot sizes with electromagnetic lenses [145]. Advances in electron sources and

focusing components over the last couple decades have greatly improved electron beam coherency and

reduced spherical aberrations. Such improvements have widened the possibilities for experimentation

using electrons and improved the spatial resolution of the best TEMs to better than 0.1 nm (smaller than

many inter-atomic distances) [146]. Thus images of the atomic structure in a crystal can be obtained via

high-resolution TEM (HRTEM), though this technique requires detailed sample preparation and expert

TEM operation to resolve individual atomic planes. Further, HRTEM has a limited field of view (tens of

nanometers), is limited to very thin samples, and traditionally produces only a 2D image which can be

complicated by projection effects [147].

To investigate crystalline samples in TEM, selected area electron diffraction (SAED) is commonly

used. Given the small wavelength of an TEM beam (in the range of 0.2–0.04 Å), diffraction from the

lattice will occur. An SAED pattern contains many diffracted spots corresponding to different diffraction

conditions. These patterns can be indexed to determine crystal structure, orientation, and lattice param-

eters. Common imaging techniques within TEM include amplitude contrast imaging, diffraction contrast

imaging, and phase contrast imaging. Within each of these imaging schemes a bright field (BF) and dark

field (DF) pattern are collected by imaging either the diffracted beam or transmitted beam. The BF and

DF give complementary images, higher brightness for BF and higher contrast for DF, allowing different
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sample features to be resolved. Amplitude contrast imaging gives contrast due to thickness variations or Z

(atomic number) by probing the incoherent elastic scattering of electrons from the sample. In diffraction

contrast imaging, the specimen is tilted to a two-beam condition, at which a singular diffraction condition

is dominant (instead of many as in SAED for amplitude contrast imaging). Notably, diffraction contrast

probes the coherent elastic scattering from the sample, revealing which regions of the sample fulfill the

selected diffraction condition and which do not. Diffraction contrast can be used to image dislocations or

stacking defects with in a sample. Finally phase contrast imaging differs from the previous techniques in

that it utilizes multiple beams simultaneously to produce beam interference patterns. These interference

patterns produce lattice fringes that provide information about lattice spacing and orientation which

can be used to generate lattice images. However, these lattice images must be interpreted carefully as

they are not direct atomic images. Another common phase contrast result is Moiré patterns, which are

interference patterns generated by nearly parallel periodic arrays. Moiré patterns are the result of slight

crystal misorientation or atomic misfit at interfaces. Therefore, phase contrast can be used to investigate

heterostructures or low-angle polycrystalline materials. See reference 148 for a detailed review of the

previously discussed imaging schemes and other less common imaging modes in TEM, as well as for tips

on practical TEM measurements and analysis.

Scanning transmission electron microscopy (STEM) is a type of TEM in which the incident beam

is focused and scanned across the sample. STEM images are not magnified based on the lenses after

the sample as in TEM, but instead are magnified maps of the scanned region. STEM offers many

of the same imaging schemes as TEM (diffraction, phase, amplitude contrast), but also opens more

imaging possibilities given the scanning capability and additional detectors placed below the sample. The

added capability includes annular dark field (ADF) imaging and high angle annular dark field (HAADF).

ADF collects complementary BF-like images and HAADF collects more high angle scattering (such as

Rutherford-scattering) which minimizes diffraction contrast and creates more interpretable Z-contrast

images. For more details, see Part 1 and 2 of reference 148.
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2.3.3. Strain imaging with electron microscopy

There are a few TEM/STEM techniques used to measure strain. These include dark field electron

holography (DFEH) and geometric phase analysis (GPA) of images from HAADF STEM, nanobeam

diffraction (NBED), and precession electron diffraction (N-PED). For more details on these techniques,

see Reference 149. While these are powerful, highly spatially resolved techniques for strain analysis, each

comes with limitations. DFEH and N-PED offer very high strain resolution (0.05%) with a few nm spatial

resolution. However, in DFEH the quality of the sample greatly limits the strain precision and N-PED is

extremely time consuming in both collection and data processing. HAADF STEM offers the best spatial

resolution (down to 1 nm) but is limited in strain resolution (∼0.2% strain). NBED offers slightly better

strain resolution (∼0.1%) but lower spatial resolution (∼5 nm) and often produces inaccurate results

due to variations in diffraction spot intensity. At this point, N-PED is perhaps the best electron-beam

based method for measuring nanoscale strain with high accuracy, but is time consuming and requires a

TEM with electron beam precession. In addition, thick samples, such as nanowire heterostructures, must

be thinned, which can induce damage and modify the strain state. Additionally, these techniques are

all 2D projections of the strain, so complex heterostructures are difficult to measure. For instance, if a

cross-section of an InGaAs nanowire QW is imaged in STEM, any variations in QW width or composition

across the cross-section thickness will be convolved in a single 2D strain map [150, 149, 151].

2.3.4. Elemental analysis in TEM/STEM

Similar to EDS analysis for SEM, discussed in Section 2.3.1, elemental analysis is possible using con-

ventional TEM or STEM. Using EDS, chemical mapping of a sample can be performed down to the

atomic scale in STEM. EDS-STEM is commonly used for elemental mapping and contrast imaging of

nanostructures, with a sub-nm resolution [152]. Alternatively electron energy loss spectroscopy (EELS)

is a technique used for elemental mapping in TEM/STEM that measures the change in kinetic energy

of electrons after they interact with the sample [153]. In comparison to EDS, which is best for heavy

element identification (above Li), EELS is more suitable for light element identification. EELS is more

difficult than EDS, as it requires detailed spectra analysis and even thinner samples (<80 nm). However,
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EELS offers higher spatial resolution than EDS and additional information about chemical bonding, va-

lency and electronic properties. As discussed for TEM, EDS and EELS maps are a projection of the

3D sample and require sample thinning, making them non-ideal for analysis of complex 3D heterostruc-

tures. Additionally, these high resolution imaging techniques, especially EELS, are extremely sensitive

to surface contamination (usually carbon). Often plasma cleaning or ion milling is used to remove con-

tamination immediately prior to electron imaging. However, for sensitive materials such as InAs and

InGaAs, plasma cleaning can lead to significant oxidation or sample damage. GaAs in general is robust

to moderate oxygen plasma cleaning, as gallium oxides do not form readily. Finally, the chemical sensi-

tivity of electron spectroscopy is not as high as that of APT, generally preventing the detection of dopant

species. However, EELS and particularly EDS act as highly complementary techniques to APT. They

can be used to confirm the accuracy of APT experiments, and often have better composition accuracy in

III-As heterostructures [154, 155].

2.3.5. Electron imaging in three-dimensions

The focus of this thesis is 3D mapping using atom probe and X-ray imaging. It is therefore relevant

to consider what type of 3D imaging can be performed using electron microscopy. Though some of

the electron microscopy techniques mentioned previously can probe buried interfaces (such as by milling

cross-sections of samples), all of them are 2D projections of a 3D structure. However, electron microscopy

techniques have been created that allow for high-resolution structural and chemical analysis of materials

in 3D.

First, electron tomography allows for 3D maps of sample morphology, which is useful for investigating

precipitate distributions and 3D nanostructures. Electron tomography involves taking a STEM Z-contrast

image, rotating the sample 1-2◦ and repeating the STEM measurement. Most STEM tilt holders do

not possess full 360◦ rotation capability, as such there is often a missing wedge of information in the

data set. However, for most samples common ±70◦ tilt holders are sufficient to reconstruct the object

shape/size without significant artifacts [156]. This 3D analysis has been extended to EDS-STEM and

EELS, sometimes referred to as 4D-STEM. These techniques involve 3D STEMmapping using a tilt series,
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but also record the EDS or EELS spectra (hence, 4D). These allow for nanometer scale spatial resolution

and are ideal for complex heterostructures that require 3D analysis for appropriate interpretation as

in the example by Lepinay et al., where the 3D composition of a 28 nm transistor was mapped using

4D EDS-STEM [157]. In addition to elemental analysis, 4D EELS has been used to map differences in Si-

bonding within a Si/metal contact structure and electronic properties in a ZnO/Au matrix [158]. Though

there have been some examples of dopant mapping using EDS/EELS in 2D and 3D [159, 160, 161], these

techniques do not compare to the high chemical resolution of atom probe tomography.

Beyond tomographic imaging, 3D electron imaging can be done using ptychography. Ptychography,

which will be discussed in more detail in Section 2.4.3.1, involves scanning a probe in overlapping steps

on the sample. Ptychography combined with an inverse multi-slice method allows for 3D reconstructions

of sample morphology or Z-contrast without the need for large sample tilts. This allows for more flexible

sample geometries and compatibility with in-situ sample holders, such as specialty gas environments or

cryogenic temperatures. Examples of this method are described in reference 162.

There have been some demonstrations of 3D strain mapping using electrons. For instance in 2015,

Goris et al. imaged a Au nanodecahedron using HAADF-STEM tomography [163]. By generating an

atomic resolution 3D map, the 3D strain profile was determined. A similar example was shown for strain

mapping on the tip of a tungsten needle [164]. However in these examples, very small structures (only

∼90,000 atoms for the Au particle) were reconstructed, and this type of analysis would be very time

consuming and challenging for the larger nanostructures of interest. Additionally, since these techniques

image atomic planes, then convert real space lattice spacing to strain (instead of imaging in reciprocal

space) the stain precision is limited (∼0.1%). Ultimately, strain mapping using electron microscopy is

limited to very small samples, as the large absorption cross-section of electrons means that the likelihood

of multiple scattering in a thick sample is high, preventing analysis of elastic scattering necessary for

strain measurements.
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2.3.6. Summary and limitations: electron microscopy

Electron microscopy is a versatile and highly useful technique for imaging crystalline structure, morphol-

ogy, and composition in nanostructures. It is complementary to atom probe and X-ray imaging and will

be used as such in this work. However, there are many limitations that prevent electron microscopy from

being used as the primary strain/structure tomography method in this thesis. First, electron microscopy

is limited in field of view, as it take significant time to produce high resolution (especially 3D) images. The

strain precision of electrons is about an order of magnitude lower than that of X-rays, ∼0.1% compared to

∼0.01% using high-intensity X-rays. Electrons interact more strongly with matter than X-rays, meaning

the chance of beam damage is higher. TEM/STEM also have stringent sample cleanliness requirements,

particularly for high resolution imaging. Plasma cleaning or ion milling is most often required for removal

of carbon contamination. These cleaning processes can often damage sensitive materials, such as InGaAs.

Finally, electron microscopy is limited to thin samples especially for high resolution imaging. Many of

the nanowires investigated here are >100 nm in diameter. This means that cross-sectioning or milling

is required for analysis. While this does not completely rule out use of electron microscopy, milling can

potentially modify the strain state in nanowires and can prevent correlation with atom probe, another

destructive technique.
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2.4. Characterization of Strain and Structure using Synchrotron X-rays

This section reviews three synchrotron-based X-ray techniques used in this thesis: Bragg coherent

diffraction imaging, Bragg ptychography, and nano-probe diffraction. These techniques allow for high-

resolution strain imaging in nanostructures. In particular, hard X-rays (energy >5 keV) are penetrating

and can therefore probe strain at buried interfaces without the need for milling or cross-sectioning of

the sample. As such, X-ray imaging is complementary to atom probe tomography, electron microscopy,

and other destructive techniques. Two coherent diffraction X-ray imaging techniques, BCDI and Bragg

ptychography (for imaging extended objects), are used in this work to image 3D strain and structure in

nanowires. Nano-diffraction is used to map variations in strain, in projection, in single nanowires. BCDI

and Bragg ptychography provide higher spatial resolution than typical X-ray measurements thanks to

the use of high brightness synchrotron sources, advanced X-ray optics, and phase retrieval algorithms (in

the case of coherent diffraction). Measurements in this thesis were performed at the 34-ID-C beamline

of the Advanced Photon Source (APS) at Argonne National Laboratory (ANL) for BCDI, the 3-ID Hard

X-ray Nanoprobe (HXN) of the National Synchrotron Light Source II (NSLS-II) at Brookhaven National

Laboratory (BNL) for Bragg ptychography, and at the 26-ID-C Nanoprobe of APS for nano-diffraction.

2.4.1. Introduction to X-ray diffraction of nanocrystals

2.4.1.1. X-ray fundamentals. A new form of ionizing electromagnetic radiation, X-rays, was discov-

ered in 1895 by Wilhelm Röntgen. X-rays were found to be highly penetrating in nature, which was

later determined to be due to their refractive index being close to unity. This observation led to X-rays

being used broadly for imaging internal structure, such as in medical imaging or imaging for security

(for example in airports). In 1912 the first ever diffraction from a crystal was recorded by the von Laue

group, which was possible because the spacing between atomic planes (∼1 Å) and the wavelength of

X-rays (0.01-10 Å) are within the same Ångstrom range [165, 166]. The theory of Bragg X-ray diffraction

from crystals was developed by W. H. Bragg within a year of the first X-ray measurements [167, 168].
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During diffraction, an X-ray beam traveling along an incident wave vector ki is scattered from a

crystal. The final wave vector kf defines the direction in which constructive interference of these scat-

tered waves occurs; along kf measurable signal is expected. The determination of whether constructive

interference will occur to produce diffraction is given by Bragg’s Law:

(2.1) 2d sin(θ) = nλ

where d is the spacing between a crystals lattice planes, 2θ is the angle between the incident and final

wave vectors (ki ,kf ), and λ is the wavelength of the incident X-rays. The vectorial description of this

scattering is given by:

(2.2) ~q = ~ki − ~kf

where ~q is the momentum transfer given by:

(2.3) |~q| = 2π

d

This equation describes the Fourier relationship between real space periodicity d and the momentum

transfer ~q . The impact of this is that periodicity in real space, whether an interplanar spacing or some

other larger reoccurring feature (such as a periodic layered structure), will be encoded as an inverse

magnitude in reciprocal space.

The spacing between atomic planes along a particular [hkl] miller direction in a simple cubic crystal

is:

(2.4) dhkl =
a

h2 + k2 + l2

where a is the lattice spacing of the crystal. This d-spacing dhkl is used to described the periodicity in

real space which yields Bragg scattering at the (hkl) condition. The calculation of dhkl is different for the

different crystal symmetries, but can be found in literature [96]. For scattering from (hkl) planes, Bragg’s

law is fulfilled when the momentum transfer vector ~q coincides with the Bravais reciprocal lattice vector

~Ghkl , as described by Laue’s law:

(2.5) |~q| = |~Ghkl| =
2π

dhkl

The Bravais reciprocal lattice in Equation 2.5 is given by:

(2.6) ~Ghkl = h~a∗1 + k~a∗2 + l~a∗3



52

and the corresponding Bravais real space lattice vector is given by:

(2.7) ~Rm = m1~a1 +m2~a3 +m3~a3

where ~a∗1 , ~a∗2 , ~a∗3 are reciprocal lattice vectors and ~a1 , ~a2 , ~a3 are the corresponding real space unit cell

vectors where m1,2,3 are the mth unit cell in each of the three dimensions. The atomic positions of any

given atom can be defined then as:

(2.8) ~rn = ~dn + ~Rm

where dn is the offset of this atom in its unit cell. [169, 170]

2.4.1.2. X-ray scattering from crystals. The scattering amplitude and phase of a particular crystal

is defined by two features: the crystal shape and the crystal structure factor (F). First, the crystal shape

or crystal form factor for a crystal of N1 ×N2 ×N3 unit cells is given by:

(2.9) L(~Ghkl) = Lhkl =

Nj∑
mj

e2πi~G · ~Rm

Second, the structure factor accounts for the amplitude due to X-ray interactions with specific atoms

(defined by their atomic form factor, fn) and the lattice symmetries in the crystal. The structure factor is

calculated by summing all the amplitudes of single atoms in the crystal, but is simplified due to symmetry

as follows:

(2.10) F (~Ghkl) = Fhkl =
∑
n

fne
2πi~Ghkl ·~rn

Finally, the complex scattering of the crystal is the combination of Equation 2.9 and 2.10:

(2.11) ψ̂hkl = LhklFhkl

This is sometimes referred to as the electron density ρ(~r) of the crystal. The intensity recorded during

diffraction is the absolute square of ψ̂hkl:

(2.12) Ihkl = |ψ̂hkl|2

When a crystal is large the crystal form factor converges to a delta function, Lhkl −−−−−→
Nj→∞

δhkl,

so scattering intensity will only be seen at the exact ~q = ~Ghkl condition. This is why diffraction of

homogeneous bulk crystals results in scattering at narrow angular conditions, and in the limit of a perfect

crystal the diffraction would occur as delta functions around the ~Ghkl reciprocal lattice points. However,

for nanocrystals, such as the nanowires in this work, Lhkl results in a broadening of ~q values at which
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scattering is observed. Specifically, the crystal form factor defines the full width half maximum (FWHM)

of the scattering in ~q to be inversely proportional to the crystal size, known as the Scherrer effect [171].

Thus, diffraction from nanocrystals produces 3D intensity patterns defined by the nanocrystal dimensions

and structure factor. [172, 173, 174]

2.4.1.3. Strain and structure mapping in nanocrystals using X-rays. For a given crystal, the

crystal form factor is fixed, so variations in ψhkl within the crystal are defined by the structure factor. The

structure factor accounts for changes in crystal phase (structure) and deviations in atomic planes from

the ideal dhkl spacing (resulting from strain or defects). For the polytypic nanowires investigated in this

work, the structure factor is calculated to determine how ψhkl will change in amplitude and phase due to

changes in crystal phase. Further, the structure factor is calculated to determine at what (hkl) conditions

diffraction is forbidden (Ihkl = 0), known as selection rules. For WZ III-V crystals, the structure factor

is given by:

(2.13) FWZ
hkl = (fIII + fVe

−iπ 3l
4 )(1 + e−iπ

2h+4k+3l
3 )

and for ZB:

(2.14) FZBhkl = (fIII + fVe
−iπ h+k+l

2 )(1 + e−iπ(h+k) + e−iπ(h+l) + e−iπ(k+l))

where fIII and fV are the atomic form factors for the group-III and group-V species [175, 176]. Since the

scattering intensity is proportional to the complex conjugate of the structure factor (Ihkl ∝ |Fhkl|2 from

Eqns 2.11 and 2.12), the (hkl) values where diffraction is zero and non-zero can be determined (selection

rules). For ZB, diffraction occurs when h,k,l are all odd or when h,k,l are all even. WZ diffraction is

allowed when 2h + 4k + 3l = 3p, where p is an integer. It is important to note that the h,k,l indices for

WZ are the 3-index abbreviation of the 4-index miller notation (hkil), which are not equivalent to the

h,k,l values used for ZB [177]. These selection rules are useful because there exist (hkl) conditions where

ZB is allowed and WZ is disallowed, and visa versa. There are also conditions where ZB and WZ are both

allowed or disallowed. Thus, (hkl) conditions can be selected to probe polytypism in III-As nanowires.

Beyond the selection rules, structure factor calculations can be used to determine the phases of different

stacking orders of WZ or ZB crystals, which is discussed in Chapter 4.
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Since the structure factor is the sum of all unit cells in the crystal, treatment of imperfect crystals

requires the addition of a term to Equation 2.10 to account for deviations from the known Bravais lattice

positions ~Rn :

(2.15) ~Fhkl =
∑
n

fne
2πi~Ghkl ·~rne2πi~Ghkl · ~uhkl

where ~uhkl is the displacement of the unit cell with respect to the expected ~Rm lattice position. The

strain on the reference lattice along the specified [hkl] direction is related to the displacement by:

(2.16) εhkl =
δ~uhkl
δxhkl

Therefore the scattering amplitude of a nanocrystal for the (hkl) condition is given by:

(2.17) ψ̂hkl = Lhkl
∑
n

fne
2πi~Ghkl ·~rne2πi~Ghkl · ~uhkl

If a nanocrystal consists of a single Bravais lattice ~Ghkl (no structure change), the displacements (~uhkl)

can be related to variations in the scattered phase (φ) by:

(2.18) ψ̂hkl = ψ̂0e
iφ,where φ = 2π ~Ghkl · ~uhkl

Here ψ0 is the scattering amplitude of the unstrained portion of the crystal. However, since x-ray

detectors only measure intensity (Eqn. 2.12), the phase information relating to the displacement field is

lost. This is known as the “phase problem” and will be discussed further in Section 2.4.2 [178].

2.4.1.4. Synchrotron X-ray sources. Three types of X-ray sources are used for materials characteri-

zation: X-ray laboratory sources, synchrotrons, and X-ray free electron lasers (FELs). X-ray lab sources

use either X-ray tubes or anodes, to generate X-rays by bombarding a metal target with accelerated

electrons to produce X-ray fluorescence [172]. Synchrotrons and FELs produce X-ray radiation of much

higher brilliance by bending relativistic electron beams [179]. Brilliance (or brightness) is a measure

of X-ray flux (number of photons/second/area in a 0.1% bandwidth (BW)) that accounts for the an-

gular distribution of the beam, and is measured in units of photons/(sec ·mm2 ·mrad2 · 0.1%BW ). In

both synchrotrons and FELs, RF or pulsed DC electron guns are used to inject electrons into a linear

accelerator (LINAC). LINACs consist of a series of RF resonant cavities, which accelerate electrons to

relativistic speeds and drives them into bunches of defined wavelength. From there, FELs transversely

bend the electrons using periodic structures of dipole magnets, called undulators. This bending results in

generation of X-rays, using ∼1% of the electron beam energy; the remainder of the beam is decelerated
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and sent into a beam dump [180, 181]. In synchrotrons, after traveling through the LINAC, relativistic

electrons are injected into a low pressure circular storage ring that maintains the electron beam focus

and energy. A LINAC is used to periodically top off the electron beam in the storage ring to make up for

the energy lost to X-ray production. At discrete curves in the storage rings, bending magnets are used to

curve the electron beam to maintain a circular path. Between the bending magnets, an insertion device

(ID), which is another type of undulator, is used to periodically perturb the electron beam to generate a

high brightness photon source at a specified energy that is determined by the spacing between individual

magnets in the undulator [182, 174].

The metrics of interest when choosing an X-ray source for a particular experiment include brilliance,

source focusing (which depends on source size and angular divergence), wavelength, time-resolution, and

coherence. The specific experiment establishes the priority of these needs. While lab sources are broadly

available and easier to use, many experiments require the characteristics of synchrotrons or FELs. An

overview of the different properties of interest is shown in Table 2.1 [174]. FELs are extremely useful for

low signal measurements (due to its higher brilliance) and for measurements that require extremely high

time-resolution. Additionally, FELs offer very long coherence lengths. However, only a 1-2 experimental

end-stations are available for use at FELs simultaneously, compared to 30+ end-stations at synchrotrons.

Synchrotrons therefore offer a higher degree of flexibility in terms of end-station equipment and user

access. In this work, synchrotrons are used as the X-ray sources for the coherent X-ray imaging and

nano-probe X-ray diffraction experiments discussed in Sections 2.4.2 - 2.4.4. The moderate coherence

lengths and potential for nano-focusing make synchrotrons suitable for these types of experiments.

In 2016, the MAX-IV light source in Sweden became the first synchrotron to be upgraded to a

diffraction limited storage ring (DLSR), otherwise known as a 4th generation synchrotron. In 2020, the

European Synchrotron Radiation facility (ESRF) in France completed the same upgrade, and an upgrade

of the Advanced Photon Source in the US is planned for 2022. DLSRs uses multi-bend achromat magnets

to bend the electron beam more gradually around the storage ring than traditional bending magnets.

This allows the electron beam to maintain a very low emittance, which controls the average brightness

and the coherent fraction of the beam. The average coherence lengths improve from 10-100 µm in 3rd



56

Table 2.1. Comparison between properties of different sources. Adapted with permission from reference
174. Copyright @ 2014 Wiley-VCH Verlag GmbH & Co. KGaA.

Source Tubes Synchrotrons FELs
Size-typical few mm few 100 µm few mm
Size-focus 70 µm 0.05 µm N/A
Wavelength Fixed (target) Extremely flexible Flexible
Divergence 2-20◦ 1-100µrad < 100 µrad
Brilliance 107-109 1017-1020 1023-1025

Time-resolution no intrinsic 100 ps in timing mode fs
Transverse Coherence nm 10-100 µm 0.1-10 mm

generation sources to 1-10 mm in DLSRs. As such, DLSRs will enable major advances in the field of

Coherent x-ray imaging [183, 184].

2.4.1.5. X-ray focusing. Section 1.4.5 motivates investigation of composition, crystal phase, and strain

at the nanoscale using highly-spatially resolved characterization techniques like atom probe tomography

and electron imaging. Electron imaging is a useful high resolution tool for strain characterization as

discussed in Section 2.3.3. HAADF-STEM can map strain down to 1 nm spatial resolution, and nano-

beam precession electron diffraction can achieve strain resolutions of 0.05% with a few nanometer spatial

resolution. However, these high resolution imaging techniques require thin samples (<100 nm) and

cannot match the strain resolution provided by X-rays (<0.01%). As such, the ability to focus X-rays to

selectively image nanostructures is of great interest. However, X-rays are much more difficult to focus

than optical photons because their refractive index, given by:

(2.19) n = 1− δ + iβ

approaches unity in common optics materials. In particular, the hard X-rays used for materials science

have a very low refractive decrement δ (real part of the refractive index). Normalized by material density,

δ/ρ <10−5 cm2/g for all elements (for X-ray E>6 keV) as compared to that of visible light in glass, for

which δ/ρ ∼ -0.2 cm2/g [185]. A small decrement δ means that the angle of refraction through a medium

is small, so X-rays are very difficult to bend. The imaginary component in Eqn 2.19, which determines the

mass-absorption of X-rays, is between 10−7-10−8 in most materials (but increases strongly with atomic

number), indicating the highly transmissive nature of X-rays. There are many resources available for
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the calculation of absorption and refraction properties of X-rays in pure and compound materials in the

literature [186, 187].

Despite the very low refractive decrement, refractive optics have been designed. Compound refractive

lenses (CRLs) use a linear array of refractive lenses to consecutively bend the X-rays into focus. Since X-

rays must travel through many lenses, materials of low atomic number, such as Li, B, Be, and C materials

and compounds, are used to prevent attenuation [188]. X-rays can also be focused with reflective and

diffractive optics. The most common reflective optic is the Kirkpatrick-Baez (KB) mirror, which uses

total external reflection or multilayer reflection via ultra-low roughness elliptical mirrors, typically with

metal coatings, to achieve highly focused hard X-ray beams with minimal loss of brilliance [189, 190].

Capillary optics have also been used to focus X-rays using total external reflection but are limited to

micron beam waists.

Diffractive optics use a lattice of alternating low and high density materials to diffract X-rays to a

focal point. The most common diffractive optic, and the optic used throughout this thesis, is the Fresnel

Zone Plate (ZP). ZPs consist of circular gratings that alternate between transparent and opaque rings.

The grating, or zone structure, decreases in periodicity towards the outside of the ring as shown in Figure

2.4(a). The properties of zone plates are primarily defined by the X-ray wavelength, the width of the

outermost zone (∆r) and the number of zones (N ). The focus resolution of a perfect ZP is given by:

(2.20) Resolution = 1.22
λ

2NA
= 1.22∆rn

where NA is the numerical aperture:

(2.21) NA =
λ

2∆r

The focal length f is given by:

(2.22) f =
4N(∆r2)

λ

and the depth of focus DoF is given by:

(2.23) DoF = ± λ

2(NA2)

These equations are used to estimate the beam spot size and determine the approximate focal plane, at

which the sample is placed [191, 174, 192] [193]. ZPs focus X-rays with about 10% efficiency, with the

other 90% lost to absorption or higher order diffraction. Thus the high brilliance of synchrotron sources
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is required to produce a focused probe with sufficient flux for X-ray experiments. For focusing of high

energy X-rays, the long attenuation length requires the opaque rings in ZPs to be microns in height even

for dense metals. Since ZP resolution is dependent on the width of the outermost zone, ∆r must be very

small for nano-focused beams. However, fabrication of ZP optics with such high aspect ratios is very

challenging, and currently limit ∆r to around 20 nm. Therefore, other approaches to forming ZPs have

been developed, such as zone plate doubling, which involves precisely stacking zone plates of lower aspect

ratio to achieve higher effective aspect ratio zones. Alternatively, multilayer Laue lenses (MLLs) have

been developed that flip this fabrication process on its side. Instead of etching high aspect ratio metal

layers for a ZP, MLLs use monolayer precision magnetron sputtering to grow multilayer films which are

then thinned laterally to create extremely high aspect ratio zones. MLLs focus X-rays into 2D lines,

so two MLLs rotated 90◦ from one another produce a 3D focused spot, as illustrated in Figure 2.4(b)

[194]. ZPs and MLLs have been used to achieve X-ray beams focused down to 7.8 nm2 for ZPs [195] and

8.4×6.8 nm2 for MLLs [196].

Figure 2.4. Schematic Fresnel zone plate and multilayer Laue lens (a) ZP from front view
and side view. ∆r defines the maximum resolution of the focus. Large aspect ratios in
fabrication are hard to achieve, limiting ZP resolution. (b) Two MLLs used to focus
beam into a 3D spot. The film growth direction is opposite to the ZP creating very thin
layers by magentron sputtering, allowing for high aspect ratio zones.
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Recent advances in the field of X-ray optics have enabled nano-scale imaging with X-rays at dozens

of beamlines around the world. Regular use of ∼100 nm probes is possible, as well as semi-regular use of

15-25 nm probes. While X-rays are still very far from achieving the sub-nm focuses offered by electron

imaging, they are approaching the same spatial resolution available for electron microscopy-based strain

mapping. Additional approaches to achieve spatial resolution beyond the X-ray spot size are discussed

in Section 2.4.2 and 2.4.3.1.

2.4.2. Coherent X-ray diffractive imaging

2.4.2.1. Introduction to coherent scattering in crystals. Coherence refers to the alignment of

temporal and spatial phase in electromagnetic waves. Temporal coherence refers to the degree of align-

ment in longitudinal phase, which corresponds to the monochromicity of a beam. Spatial coherence

refers to the degree of alignment in the transverse phases of the wave. Synchrotrons are not intrinsi-

cally sources of coherent radiation, but if the brilliance is high, as in 3rd generation synchrotron sources

(> 1018 photons/(s ·mm2 ·mrad2 · 0.1%BW)), a combination of pinholes and monochromators can be

used to extract a sufficiently bright an coherent beam. The lateral width of the spatially coherent portion

of an X-ray beam impinging on a sample can generally be described by the wavelength and the sample

distance (D) away from the source according to:

(2.24) Lt =
λD

2σr

where 2σr is the width of the coherent beam at the source (typically several hundred microns for 3rd

generation synchrotrons). Given the distance dependence, most coherent beamlines are built 50-100 m

away from the insertion device. This results in lateral coherence lengths on the order of a few µm and

vertical coherence lengths on the order of a few tens of µm for hard X-rays. DLSRs have source sizes

that are diffraction limited so σr is

(2.25) σr =

√
Rλ

4π

Where R is the length of the insertion device (typically a few meters). This means at a DLSR, a 50 m

beamline with a 4 m insertion device at 12 keV will have transverse coherence at the sample as large

as 160 µm. However, at both 3rd generation and DLSR synchrotrons there can be additional sources of
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coherence length reduction between the insertion device and the sample [197]. Thus coherence lengths

are often limited to ∼ 2-3 µm at some 3rd generation coherent beamlines [198].

These coherence lengths define the spatial region in which the complex amplitude ψ of the photons

far from the source have the same phase φ. When a coherent X-ray beam impinges on a sample, the waves

scattered from the sample will interfere and produce fringed intensity patterns on a detector. If the sample

is fully illuminated by a coherent x-ray beam (i.e. the sample is smaller than the transverse coherence

length) then the interference patterns will encode information about the sample electron density ρ. The

electron density ρ describes any effects that lead to Thompson scattering, which includes the sample

shape and density. If a crystalline sample is a Bragg geometry, then ρ includes strain effects as described

by Eqns. 2.11 and 2.17. In the near field (close to the sample) the diffracted amplitude has a spherical

wavefront, but at a distance Z far away from the sample (Z>> a2/λ, where a is the sample size), the

wavefront is approximately flat (Fraunhofer approximation). Thus the scattering amplitude for a given

momentum transfer (~q) can be approximated as:

(2.26) ψ̂(~q) =

∫
ρ(~r)ei~q ·~rd~r

where ~r is the position within the sample. Therefore the complex scattering in the Fraunhofer regime is

simply the Fourier transform (F) of the complex electron density of the illuminated object:

(2.27) ψ̂(~q) = Fρ(~r)

If the scattered wavefield is collected in the vicinity of a Bragg reflection (~Ghkl), the deviations in strain

encoded in the scattering amplitude can be written as:

(2.28) ψ̂(~q) = Fρ′(~r)ei ~Ghkl ·u(~r)

where ρ′(~r) is the electron density of the perfect crystal. As such, scattering of coherent X-rays is

sensitive to 3D strain fields, motivating their use for strain imaging [182, 199, 200, 184, 174]. However,

as discussed in Section 2.4.1.2, X-ray detectors cannot record electromagnetic phase, only the intensity

(Eqn. 2.12). Therefore, a simple inverse Fourier transform of the intensity pattern will not reproduce the

crystal density as would be the case if both amplitude and phase were collected. This is known as the

“phase problem”.
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2.4.2.2. Lens-less imaging and the phase problem. In lens based microscopy, the scattered beam

collected from the sample is magnified by a lens to produce an image of the object. This is the method

employed in most optical and electron imaging, and the resolution is typically limited by the chromatic

aberrations of the lenses. However, as discussed previously, refractive X-rays optics are very inefficient, so

defocusing the diffracted beam would not yield enough signal to image the sample. Instead, approaches

that retrieve real space crystal information without the use of lenses are required. These “lens-less”

imaging techniques use an algorithm known as “phase retrieval” in place of an objective lens to convert

reciprocal space intensity patterns into a real space image [201, 200]. The resolution is no longer limited

by the lens aberrations, but by the resolution of information collected in reciprocal space. Coherent

diffraction imaging (CDI) is a form of lens-less X-ray imaging used to probe the crystal density function

ρ. Bragg coherent diffraction imaging (BCDI) refers to lens-less X-ray imaging performed at a Bragg

peak, at which point ρ encodes information about crystal strain fields.

Phase retrieval is usually implemented using an iterative algorithm developed by Gerchberg and

Saxton. One makes an initial guess of the complex wave field ψ̂ and iterates back and forth between

real and reciprocal space using a series of fast Fourier transforms (FFT). At each iteration, the absolute

square of the guessed wavefunction ψ̂ is compared to the measured intensity patterns until the difference

is minimized. The typical process flow for CDI is described in Figure 2.5. Here the real space steps are

boxed in blue and reciprocal space steps are boxed in black. Red arrows denote constraints, and black

arrows denote FFT or FTT−1. The general process starts by defining a starting guess for the real space

image ρ1 ; the guess consists of a real space support S of amplitude 1 and random phase values φ1 . An

FFT converts this to the reciprocal space wave function ψn = |ψn | · eiΦn with amplitude |ψn | and phase

Φn , where n=1 on the first iteration. The amplitudes, |ψn |, are then replaced by the square root of

the measured intensity values. Then an FFT−1 converts ψn back into real space, giving a new ρn with

amplitude values |En | and phase values φn . The real space constraint S is again applied, replacing the

amplitudes in ρn and starting a new iteration, n+1. This process is repeated for N iterations until the

solution ρn is reached. Many mathematical approaches have been taken to find the best solution (global
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minimum) in the phase retrieval process. Common algorithms include Error Reduction, Hybrid Input-

Output, difference mapping, maximum likelihood, and Solvent Flipping. Details on these algorithms can

be found in literature [202, 203]. Originally, the support requirement in CDI required knowledge of the

sample shape and size. However, the development of a “shrinkwrap” method allows for the support to

be modified during each iteration, gradually constraining more and more of real space until the object

shape has been reproduced [201].

Figure 2.5. Typical process flow for phase retrieval in CDI. Real space and reciprocal
space steps are shown as blue and black boxes respectively. Red arrows denote application
of constraints. Black arrows represent fast (inverse) Fourier transforms.

The outcome of a coherent diffraction imaging measurement can be described as a weighting of

constraints and unknowns. If the unknowns outweigh the constraints, then a solution is not possible.

Therefore, the existence of a single solution to this minimization problem relies on the oversampling of

diffracted intensities [204]. The Nyquist-Shannon sampling theorem states that for phase retrieval to

converge, the reciprocal space pattern must be oversampled by a factor of two. For an intensity pattern

measured at the detector, the individual interference fringes should be sampled by at least two detector

pixels. Additionally, in real space, the sampling range must be twice the object size; this constrains
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the phase retrieval in real space since at least 50% of the real space image will produce an amplitude

and phase of zero. Oversampling beyond the Nyquist frequency will allow for faster convergence of the

phase retrieval algorithm. The oversampling rate must be balanced with the signal-to-noise ratio in the

detector. Moving the detector further away from the sample allows for larger oversampling, but if it is

too far, the signal-to-noise on the detector will be too low to measure intensity from weak interference

fringes (due to X-ray air scattering). The choice in detector position will be mandated by the intensity of

the scattered diffraction, the real-space resolution desired, and the constraints of the beamline [201, 205].

Figure 2.6. Schematic of BCDI experiment. A nanorod (yellow) and its corresponding
3D Bragg peak (blue). (a) Intensity sampling using a 2D detector maps the Bragg peak
at its center position (θG) in qx and qy. (b) The third reciprocal space dimension qz is
probed by rocking the nanorod to a new angle θ1 . The momentum transfer ~q1 no longer
matches the Bragg condition ~Ghkl , deviating in reciprocal space by the vector ∆ ~Q(θ1 ).
Without moving the detector, a new slice of the Bragg peak is recorded. Rocking in fine
angular steps over θ records all three reciprocal space dimensions (labeled as qx, qy, and
qz). (c) A 3D reciprocal space map (RSM) of the Bragg peak intensity.

2.4.2.3. BCDI measurements. The CDI measurements performed in this thesis are done in the Bragg

geometry (BCDI) in order to probe strain in nanowires. For BCDI measurements, X-ray beams are usually

focused to a few microns, since the coherence lengths at the sample are typically around 2-3 µm. An

isolated nanocrystal is placed under the X-ray beam at the Bragg condition (hkl). The nanocrystal must

fit fully within the coherent portion of the beam, otherwise phase retrieval is not possible (a real space

support S does not exist). A schematic of a BCDI measurement on a nanorod is shown in Figure 2.6. The
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sample is rotated with respect to the incident beam ~ki such that the momentum vector ~q aligns with the

Bravais lattice vector ~Ghkl (the Bragg condition is fulfilled), as shown in 2.6(a). As discussed in Section

2.4.1.2, the finite dimensions of a nanocrystal results in a broadening of the Bravais reciprocal lattice

point (Bragg peak). Thus a 3D sampling of intensity is required to image the Bragg peak. A charge

coupled device (CCD) detector is rotated to the known angular location of the exit wave kf , at a typical

distance of 0.5 - 1 m from the sample plane. A diffraction intensity pattern is recorded on the detector in

2D, accessing two reciprocal space dimensions qx and qy. To access the third dimension qz, the sample is

rocked in fine angular steps (∼0.1◦) over the entire Bragg peak. This collection of measurements over a

range of angles is referred to as a rocking curve, as shown schematically in 2.6(b), for which the nanorod

is rocked in θ to a new angle θ1 (off angle to the Bragg condition ~Ghkl which is at angle θG). This new

momentum vector ~q1 is offset from ~Ghkl by ∆ ~Q(θ1 ). Rocking the angle of the sample probes ~q for small

deviations from the Bragg condition (~Ghkl):

(2.29) ~Q = ~q − ~Ghkl

~Q here describes the vectorial change in reciprocal space due to the angular deviation away from the

Bragg condition [206, 207]. The detector remains fixed, but a different cut of the Bragg peak is imaged

due to the angle change. This same effect can also be achieved without rotating the sample by tuning

the wavelength of the incident X-ray beam [206], which is useful for sample environments that constrict

motion such as during in situ or in operando experiments. The reciprocal space dimensions probed during

a BCDI measurement are shown with respect to the detector orientation in 2.6(b). Figure 2.6(c) shows

a simulated 3D reciprocal space map (RSM) of the nanorod’s Bragg peak at the (hkl)=(111) condition.

The crystal truncation rods expand in 8 dimensions due to the faceting of the nanocrystal (6 for the

hexagonal facets, 2 for the top and bottom facets). These fringes must be oversampled by a factor of at

least 2 to allow for phase retrieval, discussed in Section 2.4.2.2. The oversampling requirement can also

be expressed in terms of the minimum rotation angle ∆θ and the subtended angle (∆γ) of each detector

pixel:

(2.30) ∆θ,∆γ <
λ

2a
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where a is the dimension of the lateral object. The subtended angle is the angular range detected across

a single pixel (in both x and y) and is given by:

(2.31) ∆γ = arctan
sp
D

Where D is the detector - sample distance and sp is the detector pixel size (55 µm for the detectors used

in this work). As mentioned previously, the real space resolution is not limited by the probe size, but

instead by the resolution of information recorded in reciprocal space. The real space resolution is given

by:

(2.32) Resolutionx,y,z =
Dλ

∆qx,y,z sp

where ∆qx ,y,z is the extent of scattering in each reciprocal space dimension ~q . Note that the spatial

resolution is often asymmetric due to differences in scattering intensities in each direction.

Figure 2.7. Example of CDI reconstruction post-processing requirements. (a) Strain field
along the (hkl) planes of a nanorod (εhkl). White regions denote the unstrained crystal
lattice. CDI measurements performed on the nanorod will produce a phase map (b).
Phase is converted to lattice displacement with respect to the unstrained lattice (dhkl)
according to Eqn. 2.18. Then displacement is converted to strain according to Eqn. 2.16.
(c) The degenerate solution ψ∗(−r) to the phase retrieval problem may be reconstructed
and knowledge about the scattering geometry is used to choose the correct solution (ψ(r)
in b).
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As the phase retrieval process does not automatically produce interpretable real space images, post-

processing is required, as illustrated in the example of a simulated nanorod in Figure 2.7(a)) with a varying

phase field along the (hkl) planes. If the nanorod is imaged with CDI at the (hkl) Bragg condition, the

reconstruction will produce a solution in terms of phase, as seen in 2.7(b). The Bragg peak must be

centered around zero in the reciprocal space map to prevent any phase ramps due to angular deviations

~Q, defined in Eqn. 2.29. Centering can be done before or after the reconstruction process. Due to the

finite size of pixels in the reciprocal space grid, the peak will never be perfectly centered, so reconstructions

often present a smoothly varying linear phase variation, that should be ignored. Another consideration

in post processing is that the solution to the phase retrieval problem is degenerate:

(2.33)
√

(I) = ~ψ(r) and
√

(I) = ~ψ∗(−r)

The correct solution ~ψ(r) is chosen by using knowledge about the real space scattering geometry, which

is more difficult for samples of high symmetry. The incorrect ~ψ∗(−r) solution is shown in 2.7(c). Con-

version from ~ψ∗(−r) to ~ψ(r) can be done simply by flipping the amplitudes and phases in all three real

space directions. After removal of phase ramps and correcting for degeneracy, the displacements in the

reconstructed nanorod are converted to strain according to Eqn. 2.16, assuming that all changes in phase

are due to strain. Defects in crystals also modify the displacement field, so careful interpretation of

the generated strain field is required, and comparison to simulations, discussed in Section 2.5.5, is often

necessary.

2.4.2.4. Possibilities and limitations of BCDI. Some of the first BCDI experiments were performed

in the mid to late 2000s, on Pb and Au nanoparticles [208, 209]. Since then, BCDI has been used

more widely to investigate isolated nanocrystals and polycrystalline thin films. The requirement of

crystallographic isolation of a BCDI specimen typically prevents investigation of thin films. However,

if the orientation of grains in the thin film are sufficiently dispersed (low texture) then under a micron

focused coherent beam the Bragg peaks of different crystals may be separated in reciprocal space along

the Debye diffraction ring. Such an approach has been used to investigate the strain at grain interfaces

[210, 211, 212]. BCDI has also enabled in situ and in operando investigation of nanostructures. For

instance, Cherukara et al. used CDI to reconstruct the 3D strain field from individual grains in a Cu
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thin film under tensile loading. In another example, Ulvestad et al. mapped the phase field change in

individual LiNi0.5Mn1.5O4 cathode nanoparticles in an in situ coin cell battery. The phase fields were used

to identify and map changes in single edge dislocations within the nanoparticle during battery cycling.

Other groups have used CDI to determine the location and type of defects present in nanocrystals

[213, 214, 215, 216]. Nanowires and nanorods have been extensively investigated using CDI, but 3D

reconstructions of nanowires have been limited to out-of-plane strain fields (strain along the nanowire

growth access) [217, 218, 219, 220, 221, 222, 223, 224, 225, 226, 227, 228, 229, 230]. Chapter 5 demonstrates

the generation of 3D in-plane strain reconstructions in InGaAs/GaAs nanowires using BCDI.

Though BCDI is a powerful technique for imaging 3D strain at the nanoscale, it is constrained to the

analysis of compact crystals (<3 µm) due to the requirement of full illumination under a coherent beam.

Many nanowires are longer than typical coherence lengths at synchrotrons, and therefore no portion of

the nanowire can be reconstructed using 3D BCDI. The longer transverse coherence available at DLSRs

should, in theory, allow for the investigation of much larger crystals. However, in practice BCDI is

often limited by the phase retrieval process. Since the full crystal is illuminated simultaneously, a single

3D diffraction peak encodes the phase information for the entire sample. As described previously, the

constraints for phase retrieval must outweigh the unknowns. The fixed constraints in BCDI are one 3D

intensity pattern and one real space support, so if the phase field (the unknowns) of a crystal is too

complex, there will not be a single solution to the phase problem and BCDI will not yield a realistic

reconstruction. Hence, it is important to perform phase retrieval on the intensity patterns multiple times

with different random starting guesses to confirm that the algorithm consistently converges to the same

solution, indicating that the phase problem is sufficiently constrained. For example, Davtyan et al. and

Favre-Nicolin et al. report on an under-constrained BCDI phase problem: reconstruction of GaAs(P)

nanowires in the presence of stacking defects. The constraints of BCDI were insufficient to reconstruct a

consistent real space image in the presence of rapid changes in phase [225, 220]. Further, for nanowires

with foreign or self catalysts, the complex phase field associated with the strain at this interface or the

disorder in the droplet may prevent reconstruction of the nanowire strain field.
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Some beamlines now provide the capability to rapidly reconstruct 3D real space images from collected

intensity patterns during an experiment. However, for the majority of samples BCDI is still not a

black box tool. Knowledge of the coherent scattering and phase retrieval processes, as well as modest

programming skills are typically required to produce interpretable real space images of a sample. Outside

of coherent X-ray imaging groups, beamline staff are usually needed to assist with data analysis and

interpretation. The next section will discuss a different coherent imaging technique known as Bragg

ptychography. Ptychography may be useful for imaging strain in samples that cannot be imaged using

BCDI due to their extended size or rapidly varying phase features.

2.4.3. X-ray Bragg ptychography

2.4.3.1. Introduction to ptychography. Ptychography refers to a technique in which a coherent

probe is rastered across a sample and measurements are taken at overlapping positions. In X-ray pty-

chography, an extension of coherent diffraction imaging, a nano-focused coherent X-ray probe is scanned

across a sample, and a far-field diffraction pattern is recorded at each probe position. With the in-

troduction of probe positions as a real space constraint, the sample is not required to be smaller than

the coherent beam, as in the case of BCDI. Ptychography enables the measurement of extended objects

or measurement of smaller regions within a larger sample. Additionally, since diffraction patterns are

recorded at each probe position (with overlap between them), phase retrieval using an X-ray ptychog-

raphy dataset is a much more highly constrained problem than in the case of BCDI. Ptychography can

formulated as an extension of coherent diffraction imaging by including a probe term Pr in the expression

for the scattering amplitude:

(2.34) ψr = FPr · ρ

giving the ptychography equivalent to Eqn. 2.27. The probe function represents the complex wave field

of the nano-focused X-ray beam, and includes aberrations introduced by the optical components. The

intensity patterns recorded during ptychography sufficiently constrain the phase retrieval process such

that it is possible to simultaneously reconstruct the object ρ and the probe P when scattering in the

transmission geometry (~ki = ~kf ). However, for Bragg ptychography (BP), as in BCDI, the diffraction is
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recorded in the vicinity of a Bragg peak rather than in transmission. Therefore, after conducting a BP

experiment, a transmission ptychography measurement is used to solve for the probe function. A known

object ρ can be used to increase the quality of the probe reconstruction, commonly a metal test pattern

in the shape of a Siemens star is used [231, 232]. In addition to oversampling by twice the Nyquist

frequency in reciprocal space as in BCDI, BP uses probe overlap to encode redundancy in the diffraction

patterns. For ptychography oversampling in real space, twice the Nyquist frequency implies that the

probe positions must overlap by 50% [233, 207].

Figure 2.8. Typical process flow for phase retrieval in Bragg ptychography. Real space
and reciprocal space steps are shown as blue and black boxes respectively. Red arrows
or highlights denote application of constraints. FFT and FFT−1 denote fast (inverse)
Fourier transforms.

The most common phase retrieval method for ptychography is known as the Ptychographic Iterative

Engine (PIE). The general procedure for PIE is outlined in Figure 2.8. First a random guess of amplitude

|E1 | and phase φ1 is used to define a starting crystal density ρ1. Next, the known probe function Prj
,
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at position rj (where j=1 is the first probe position) is multiplied by the guessed density ρ1 to define a

convolved real space density function Orj n , where n = 1 in this first iteration. An FFT converts Orj n to

reciprocal space, defining the scattering wave field at that probe position rj . The scattering amplitudes

are replaced by the square root of the 3D intensity pattern collected for probe position rj , while the

phases are unchanged from the starting guess. An inverse FFT converts this back to real space, giving

a new amplitude and phase for Orj n , defining new values locally (at probe position rj ) within ρn . This

process repeats for the next probe position j +1 , until all the probe positions R have been used to locally

update ρn . This updated ρn+1 is then used to repeat this process for N iterations, until converging to

the solution ρN . Numerous variations of PIE, and other algorithms, have been developed to improve

phase retrieval for different types of ptychography datasets. Discussion of these methods can be found in

literature [234, 235, 236].

2.4.3.2. 3D Bragg ptychography measurements. The measurement at each probe position during

a 3D Bragg ptychography (3D-BP) measurement series is very similar to BCDI. The sample and detector

are aligned at a Bragg condition (hkl) and a 2D intensity pattern is recorded on the detector. The

sample is then rocked in small angular deviations to record slices of the 3D intensity pattern. Thus a

3D reciprocal space map of the Bragg peak is collected for a single probe position. Then the probe is

moved to the next position (with 50% overlap), and the process is repeated. This process, however, is

unrealistically time consuming for most samples and therefore 3D-BP has only be demonstrated a handful

of times [237, 224].

There are a number of reasons why 3D-BP is so much more time consuming than BCDI. Most

obviously, collecting diffraction patterns at each probe position increases the measurement time by R, if

R is the number of probe positions. Given the need for 50% overlap, the number of probe positions, even

for a small area, is large. For example, for a 100 nm beam, scanning a sample of 2×2 µm requires at least

1600 probe positions. Beyond this, the interaction volume of a nanoprobe with a crystal is much smaller

than in a BCDI experiment. This results in the need for longer exposure times to reproduce the weaker

scattering tails further away in ~q from the Bragg peak maximum (recall that this distance defines the

real space resolution of the experiment). Furthermore, an X-ray nanoprobe used in 3D-BP will provide
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much lower incident flux than the micron-focused X-ray beam used in BCDI, due to the inefficiencies

of X-ray optics. This also increases the exposure time needed to collect high resolution data. Another

requirement of 3D-BP is that the beam location must be precisely aligned at each θ angle collected for a

given position in order to generate a 3D RSM at each probe position. Both the need for long exposures at

the tails of the Bragg peak and the need for exact positional alignment at every angle prevent the use of

fast scanning techniques that have been developed for transmission ptychography [238]. Ultimately, the

combination of all these requirements results in impractically long experimental times for most samples

(many days). An alternative measurement in 2D is often performed, where single diffraction patterns

at the center of the Bragg peak (~q = ~Ghkl) are collected for each probe position. These measurement

take advantage of the fact that the measured intensity patterns of a 2D slice from a Bragg peak encodes

wave field information about the projection of the sample along the exit direction ~kf , as described in

literature [239]. This technique is known as 2D Bragg ptychography or Bragg projection ptychography.

This measurement allows for the reconstruction of 2D projections of the strain field in the sample with

a resolution better than the probe size. Two dimensional Bragg ptychography has been very useful for

visualizing strain states in nanocrystals [240, 239, 241], but is insufficient for samples that require 3D

strain analysis.

2.4.3.3. 3D Bragg projection ptychography. In recent years, a new approach to 3D Bragg ptychog-

raphy has been developed that enables more efficient 3D strain measurements. This method, called 3D

Bragg projection ptychography (3DBPP), formulated by Charmard, Allain, and Hruszkewycz, allows for

the reconstruction of 3D displacement fields using a single diffraction angle at each probe position [242].

In 3DBPP, the phase field information along the projection direction is reconstructed by utilizing the

translational variance in the X-ray probe (as opposed to rotational variance from rocking curves collected

in 3D-BP). The schematic in Figure 2.9 depicts the relationship between real space and reciprocal space

directions for a ptychography measurement. In this example, a thin film is illuminated at a Bragg con-

dition by incident beam ~ki . The scattered exit beam ~kf is collected on a 2D area detector recording the

projection of the sample and probe along ~kf (in purple). A detector reference frame is established where

the ~rz is parallel to ~kf and ~rx and ~ry are in the detector plane. At the detector, ~rx and ~ry are equivalent to
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the reciprocal space directions ~qx and ~qy . The probe is then scanned normal to its propagation direction,

which constitutes a shift in the reconstruction reference frame of a partial component in ~rx and a partial

component in ~rz . Therefore the third reciprocal space dimension ~qz is probed through the scanning of

the probe with a component along ~rz . Note that this ~rz component becomes very small at small incident

angles (θ).

Figure 2.9. Schematic of 3DBPP scattering geometry. A reference detector frame is
established where ~kf (the exit direction and projection direction) is parallel to ~rz , and
the detector plane is in ~rx and ~ry . The 2D intensity patterns recorded at the center of the
Bragg peak encode reciprocal space information about ~qx and ~qy . The probe is stepped
with a component along ~rz , probing the 3rd reciprocal space dimension ~qz . A new voxel
grid for the reconstruction is defined with reference to the detector. The resolution
element along ~rz is related to the step size of the probe. Reprinted with permission from
reference 242, Copyright c© 2016, Springer Nature.

The formulation of 3DBPP can be easily extended from Eqn. 2.34:

(2.35) ψ2D
r = FR(P 3D

r · ρ3D)

where R is the projection operator, which sums the projection across the projection direction ~kf which

is localized to the interaction volume of the probe and sample. Going from a 2D scattered amplitude

back to the 3D object is described by:

(2.36) P 3D
r · ρ3D = F−1R†ψ2D

r
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where F−1 is the inverse FFT, and R† is the backprojection operator, which stretches the 2D projection

back along ~kf . Figure 2.10 outlines the typical process of phase retrieval for 3DBPP. A random guess of

amplitude |E1 | and phase φ1 defines the 3D crystal density ρ3D
1 . Next, the probe function Prj

is applied

(Prj is also 3D) then Prj ρ
3D
1 is projected along ~kf using projection operator R to define a convolved

real space density function in 2D: O2D
rj n . A 2D-FFT converts O2D

rj n to reciprocal space defining the 2D

scattering wave field at the j th probe position rj . The scattering amplitudes are replaced by the square

root of the 2D diffraction pattern collected at that probe position rj . An inverse FFT converts this back

to real space, giving a new 2D real space amplitude and phase field O2D
rj n+1 . O2D

rj n+1 is then back-projected

(“stretched”) along ~kf using the back-projection operator R† and a fixed real space support is used to

constrain the extent of back-projection within the sample volume. This 3D density is used to locally

update the phase and amplitude in ρ3D
n . This process repeats for the next probe position j + 1 , until all

the probe positions R have been used to locally update ρ3D
n . This updated ρ3D

n+1 is then used to repeat

this process for N iterations, until converging to the solution ρ3D
N . This process is notably different than

the phase retrieval process for 3D-BP, outlined in Figure 2.8 in two ways. First, the iterations between

real and reciprocal space are performed in two dimensions. The use of 2D FFTs significantly reduces

the computation cost of this phase retrieval process. Second, a fixed real space support must be applied

after the back-projection before locally updating the density function ρ3D
n . This is because the projection

direction ~kf is insufficiently constrained in reciprocal space without the use of angular rotation. Therefore,

some a priori knowledge of the sample is required, at least along the projection direction. 3DBPP has

been demonstrated on Si0.8Ge0.2 periodic films embedded between silicon-on-insulator (SOI) channels

[242]. The (004) SiGe diffraction condition was used to reconstruct the 3D strain field associated with

the SiGe/SOI interface with an estimated asymmetric spatial resolution of 12,29, and 35 nm (~rx , ~ry , and

~rz respectively).

2.4.3.4. Limitations and challenges of Bragg projection ptychography. 3DBPP offers the ability

to map the 3D strain of extended objects without the impractical data collection times of 3D-BP. Further,

3DBPP removes the strict constraint of precise probe alignment between angles, as required in 3D-BP.

However, a major limitation of 3DBPP is that the phase retrieval process is not highly constrained.
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Figure 2.10. Typical process flow for phase retrieval in 3D Bragg projection ptychogra-
phy. Real space and reciprocal space steps are shown as blue and black boxes respectively.
Red arrows or highlights denote application of constraints. Green arrows denote applica-
tion of projection or back-projection operator. 2D-FFT and 2D-FFT−1 denote 2D fast
(inverse) Fourier transforms.

In order to produce sufficient constraints for reconstruction of a 3D phase field, 3DBPP measurements

must be performed at high incident angle ~ki , such that the scanning direction (normal to the incident

probe) has a sufficiently large component along ~rz . In the experimental example of 3BPP mentioned

previously, the first order (n=1, n(hkl)) out-of-plane reflection for Si0.8Ge0.2 is (004), which scatters at

a high incident angle (30.2◦ at 9 keV). However, for most crystal structures, the first order scattering

(n=1) occurs at much lower incident angle. For instance, ZB GaAs (111) scatters at an incident angle

of 12.2◦ at 9 keV, giving insufficient access to the ~rz direction for 3DBPP reconstruction. Scattering
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at the 2nd order peak (333) would allow for an incident angle of 39.2◦, which is sufficiently high for

3DBPP reconstruction, but the (333) reflection scatters with only ∼ 8% of the intensity of (111) [175].

So for a weakly scattering crystal, the higher order reflections are difficult to measure. Additionally, the

high incident angles needed for 3DBPP not always accessible at a given beamline due to the geometric

constraints. Therefore, a ptychography method is desired that retains the reasonable measurement times

and flexible probe positions in 3DBPP, while introducing additional constraints on the phase retrieval

process.

In Chapter 4, such a method is formalized and experimentally demonstrated. An extension of 3DBPP,

multiangle Bragg projection ptychography (maBPP) uses the same general phase retrieval process out-

lined in Figure 2.10 but allows for the addition of scattering angles away from the Bragg peak center

(~q 6= ~Ghkl). For maBPP, the relationship between the 2D scattered wave function ψ2D
r and the 3D real

space density function ρ3D
j can be described as:

(2.37) ψ2D
r = FR(Qθj ·Prj · ρ3D)

where the term Q is defined in Eqn. 2.29. Qθj
encodes the angular deviation from the Bragg peak at

the θ angle of the j th 2D diffraction pattern. The formulation of maBPP is described in more detail in

Section 4.3. maBPP enables the use 2D intensity patterns collected at arbitrary probe positions (Prj
)

and arbitrary angles (θj ). Unlike 3D-BP, maBPP does not require 3D diffraction patterns for each probe

position, therefore the weakly scattering angles in the rocking curve do not need to be measured. Further,

since each 2D diffraction pattern is used independently in the reconstruction, the probe positions at each

θ angle do not need to align. Flexible probe alignment allows for the use of fast fly scanning [238] (which

does not reproduce the exact probe positions at each angle) greatly reducing measurement time. In fact,

slight misalignment in the probe positions between angles actually encodes additional real space overlap

in the dataset.

In Chapter 4, maBPP is experimentally demonstrated for the first time. In this experiment, primarily-

WZ InGaAs nanowires were imaged at two diffraction conditions. The first scattering condition, (21̄1̄0),

allowed for reconstruction of the in-plane nanowire strain field in 3D. The other condition, (011̄0), probed

the phase change due to stacking variations in the WZ crystal. As discussed in Section 2.4.2.4, BCDI
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has been shown to be insufficiently constrained to enable reconstruction in the presence of rapid phase

variations created by stacking faults in nanowires. However, Chapter 4 shows that maBPP offers suffi-

cient constraints to reproducibly reconstruct stacking fault phase variations within a limited region of a

nanowire, with a maximum spatial resolution better than 2 nm. This work demonstrates that maBPP is

a highly flexible extension of 3D Bragg ptychography capable of reconstructing complex strain fields at

high spatial resolution. One challenge of maBPP, that inhibits its broad usage, is that it is difficult to

formulate a generalizable experimental design for phase retrieval, as discussed in Section 4.4.

2.4.3.5. Conclusions: coherent X-ray imaging. In the last few sections, three approaches to 3D

strain imaging using coherent X-rays have been discussed. Bragg coherent diffraction imaging allows for

reconstruction of high spatial resolution (10-20 nm) strain field maps within single nanocrystals. It is

however limited to nanocrystals that fit within the few micron coherent beam and cannot reconstruct

rapidly varying phase features. Ptychography is proposed for mapping strain fields in extended crystals.

3D Bragg ptychography is theoretically very robust to complex phase problems, but typically 3D-BP

datasets take impractical amounts of time to collect. 3D Bragg projection ptychography was introduced

as a flexible alternative to 3D-BP. 3DBPP uses 2D diffraction patterns collected at the Bragg peak

maximum and a real space support to back-project the “lost” third dimension in reciprocal space that is

normal to the detector plane. However, 3DBPP is limited to high incident angles to sufficiently constrain

the phase retrieval. Finally, multiangle Bragg projection ptychography was briefly introduced. This

technique allows for arbitrary angles and probe positions to be combined in the phase retrieval process,

increasing the number of input constraints compared to 3DBPP while maintaining experimental flexibility.

While continued technique development is necessary, coherent X-ray imaging has proved to be a powerful

technique for probing strain embedded in crystals non-destructively.

2.4.4. Nano-probe X-ray Diffraction

In the cases where 3D strain mapping is not possible or not required, X-ray nano-probes can still be

very powerful tools for analyzing the strain state in nanocrystals. Scanning X-ray diffraction microscopy
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(SXDM) using a nano-focused beam, sometimes referred to as nanoXRD, involves scanning a nano-

focused X-ray beam (coherency not required) across a sample and recording a diffraction pattern in the

Bragg condition for each probe position. The position of the Bragg peak in the detector is mapped as a

function of probe position. The angular deviations in the Bragg peak represent deviations in the crystal

lattice, including lattice strain and tilt.

In the example SXDM measurement by Calvo-Almazán, et. al. [243], tilt and strain in the (111)

lattice planes were measured within individual CdTe grains. The detector was placed at a 2θ angle of

21.2◦ to collect diffraction signal from the (111) Bragg peak. The polycrystalline CdTe film consisted of

grains at a wide range of orientations, so at the incident angle, only a single grain within the 100 nm

probe fullfilled the Bragg condition. A coarse rocking curve (0.05 ◦ steps) was collected at each probe

position. While SXDM does not require 3D diffraction patterns to map strain variations, it is important

to identify the angle at which the detector slice is at the center of the Bragg peak (~q = ~Ghkl). Since

this condition may be met at slightly different angles throughout the sample (due to bending of the

crystal planes), it is most practical to collect 2D diffraction patterns at a range of angles. Figure 2.11(a)

shows a rocking curve that maps the integrated intensities at all scanning positions in a grain at each

θ angle, with the highest intensity point being the Bragg angle. For a single scanning position the 2D

diffraction pattern at the Bragg angle is shown in 2.11(b). The centroids of the diffraction patterns in

the x and y positions of the detector are shown in 2.11(c). These centroid values must be converted

to angular variations radially and azimuthally with respect to the Debye-Scherrer (DS) ring (marked in

green). Analogous to powder diffraction, variations azimuthally along the DS ring are due to tilting of

the crystal planes. Deviations of the Bragg peak radially from the DS ring are the result of changes in

d-spacing, due to strain. The detector pixels can be converted to angles using Eqn. 2.31. For the CdTe

grain in this example, the radial and azimuthal angle of the centroids are seen in 2.11(c). The azimuthal

centroids angles are normalized to produce a relative lattice tilt as seen in the top of 2.11(d). The lattice

spacing can be calculated from the radial centroid angles according to Bragg’s Law:

(2.38) d111 =
λ

2sin(θradial/2)
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as seen in the lower image of 2.11(d). The strain with respect to the known lattice spacing d0 is then

simply:

(2.39) ε111 =
d0 − d111

d111

Figure 2.11. Example of scanning X-ray diffraction microscopy. (a) Rocking curve of
integrated diffraction intensities. (b) Example 2D diffraction pattern at Bragg peak
maximum. (c) x,y centroids of Bragg peak in the detector (top). Centroids are converted
to radial and azimuthal angular deviations with respect to the known Debye-Scherrer
ring. (d) Azimuthal centroids are normalized to relative crystal lattice tilt (top) and
radial centroids are converted to lattice spacing (bottom). Reprinted with permission
from reference 243 Copyright c© 2019 IEEE.

As shown through the example of CdTe, SXDM can map strain variations with high spatial resolution

(dependent on the probe size) with strain sensitivities better than 10−3. A few examples of nanowire

strain and lattice tilt mapping using SXDM can be found in literature [244, 245, 246]. The resolution

of SXDM is dependent on the probe size, and therefore benefits from recent advances in X-ray focusing

optics. Since SXDM produces 2D projections of lattice spacing, it is critical to compare measurements

to modeling of 3D strain in nanoheterostructures. Further, direct comparison of diffraction patterns

collected during an SXDM measurement to simulated kinematic scattering diffraction patterns allows

for better interpretation of potential artifacts such as defocus of the nano-focused X-ray beam. SXDM
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measurements are often collected in parallel with Bragg ptychography measurements and can be useful

to interpreting the lattice displacement fields generated in ptychography reconstructions.
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2.5. Simulating Strain and Diffraction in Nanowires Heterostructures

The next section will outline approaches to imaging strain and crystal structure in nanostructures.

However, it is first important to understand what strain is expected in a given heterostructure, dependent

on the its composition, geometry, and crystal structure. This section will review a method of strain

simulation in nanostructures using finite element modeling (FEM). Some discussion will be given to

simulations of incoherent growth (defect formation). Last, kinematic scattering simulations used to

convert strain profiles to predicted diffraction patterns will be described.

2.5.1. Misfit strain in thin films and nanowires

The stress at the heterointerface of a thin film and substrate has been studied extensively. The primary

source of stress in InGaAs grown on GaAs is the misfit strain due to the difference in lattice constants

(a), given by:

(2.40) εmisfit =
afilm − asubstrate

asubstrate

This equation holds when the growth is fully coherent (no defects). For a large substrate, it is expected

that this stress will be fully accommodated by the thin film, and the residual stress in the film is given

by:

(2.41) σfilm = − Efilm
1− vfilm

εmisfit

where E is the Young’s modulus and v is the Poisson ratio of the film. This equation only holds if the

substrate is much larger than the film. In this case of an anisotropic film, this expression becomes a

tensor equation [247, 248].

Interfacial strain cannot be calculated as simply at the heterointerfaces of nanostructures for a number

of reasons. First, the misfit film may be grown on multiple facets or a non-planar surface (hexagonal, in

the case of III-As nanowires). Importantly, in the case of nanowire radial heterostructures, the core of

the nanowire cannot necessarily be considered a fixed or infinite substrate. This is because the core may

sometimes share the residual stresses caused by the misfit strain, which complicates understanding of

strain in the heterostructure. Efforts have been made previously to predict strain in nanowires assuming

a cylindrical nanowire shape [249, 250]. From these simulations, a few generalizations can be made.
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First, it can be expected that for simulations of a nanowire with finite length, the strain far away from

the nanowire end facets (a distance at least 2× the core diameter [251]) is equivalent to the simulation

of strain in an infinite wire, according to Saint-Venant’s principle for composites [249, 252]. Secondly,

if the nanowire core is much larger than the shell (∼40× thicker by the thin-film approximation [253]),

then the core can remain fixed (as in the thin film case). However, it has been observed experimentally

that strain on the core is unavoidable if the shell is two times thicker than the core [254, 255]. Between

these two extremes of core>>shell and shell>core it can be difficult to determine if the core will act as

an infinite substrate; therefore it is best to assume the core can accommodate strain (is not fixed). For

the nanowires investigated in this thesis, the core is never greater than 10 times the shell thickness, so

an infinite core will not be assumed. Simulations of strain have been extended to hexagonal nanowire

core-shell structures, but the complex geometry prevents the use of a closed-form analytical solution to

determine the strain state. Thus, simulations described here numerically minimize the strain energy

within a 2D/3D heterostructure via finite element methods [256].

2.5.2. Strain simulations using finite element modeling in COMSOL Multiphysics

For the example of a radial InGaAs quantum well embedded in a GaAs nanowire, the nanowire structure

should be built to scale in 3D in an FEM software; in this case COMSOL Multiphysics was used. To

minimize computational time, the nanowire length can be reduced, but should be made at least a four

times longer than the nanowire diameter to fulfill Saint-Venant’s principle. It has been found that Poisson

effects dominate at the ends of the simulated nanowires, producing unrealistic bulging of the core out of

the nanowire shell. As such, cuts from only the center of the nanowire should be taken for interpretation

of the strain [251]. The simulation is unrealistic at the ends. The respective materials properties are

applied to each segment in the geometry: in the example in Figure 2.12 the core and barrier are composed

of GaAs and the interior shell/QW is In0.25Ga0.75As. The density and elastic constants for each material

in the heterostructure can be determined using Vegard’s law. Since elasticity is an anisotropic property,

it must be properly defined with respect to the COMSOL geometry. For III-V nanowires, the elastic

constants can be described by those of ZB cubic or WZ hexagonal crystals, according to the respective
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tensors [257]:

CZB =



C11 C12 C12 0 0 0

· C11 C12 0 0 0

· · C11 0 0 0

· · · C44 0 0

· · · · C44 0

· · · · 0 C44


CWZ =



C11 C12 C13 0 0 0

· C11 C13 0 0 0

· · C33 0 0 0

· · · C44 0 0

· · · · C44 0

· · · · 0 C11−C12

2



Figure 2.12. Model of strain in core-multishell nanowire by FEM in COMSOL. (a,b)
Geometry of the 3D model. (a) Red facet of the nanowire corresponds to the bound-
ary condition, fixing the bottom facet of the nanowire core. (b) X,Y projection of 3D
structure. X axis correspond to the ZB/WZ 〈21̄1̄〉/〈01̄10〉 directions and Y axis to the
ZB/WZ 〈011̄〉/〈2̄110〉 directions (c). Directions for transformation from the COMSOL
geometry to the WZ or ZB geometries.
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The tensor must then be transformed to align the crystallographic axes with those of the nanowire model

in COMSOL according to 2.12(c). Lattice constants and elastic constants for example simulations were

taken from the literature [258, 259, 260, 261, 262].

To simulate the difference in lattice parameter between the core and shell material, a unrealistically

large thermal expansion coefficient (α) is assigned to each material, such that a small change in temper-

ature (∆T ) will produce a large expansion or contraction to simulate the lattice mismatch. In this case,

the GaAs core and barrier should have a thermal expansion αGaAs = 0 because the GaAs is treated as

the zero-strain state. The InGaAs QW on the other hand should be made to contract as expected due

to the negative lattice mismatch, thus the thermal expansion coefficient is set as:

(2.42) αs1 =
aGaAs − aInGaAs

aInGaAs
∆T

in units of [ 1
K ], where a is lattice parameter and ∆T is an arbitrary temperature change. For any given

number of shells, the expansion coefficient of each layer should be set relative to the core (GaAs in this

case). Since lattice parameter is anisotropic for WZ crystals, the thermal expansion coefficient should

also be treated as such.

Proper constraints must be applied to the FEM model, because the nanowire core cannot be fixed.

The most realistic constraint, fixing the bottom face of the nanowire core, is applied to mimic the nanowire

growth geometry where the nanowire core is fixed to a Si substrate. The rest of the core and the shells

are kept unbound. In 2.12(a) the bottom facet of the nanowire core is highlighted in red. This region

is set as a fixed constraint in the FEM model, meaning there can be no displacement within the red

hexagon (u=v=w=0). The final boundary condition is that the displacement across the interfaces must

be continuous. Next, a stationary (steady state), solid mechanics, linear elastic material physics model is

utilized and a finite mesh is applied to the nanowire geometry [263]. Finally the strain εthermal is applied

via an artificial thermal expansion upon raising the temperature ∆T . The potential elastic energy is

given by

(2.43) U =

∫
wdV =

1

2

∫
e·C· e dV

where e is the elastic vector and C is the elastic constant tensor. Minimizing this potential energy

universally by modifying the displacement of each free mesh component within the FEM model will
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produce the predicted displacement field of the 3D structure. Further details on this method can be found

in literature [249, 255, 251, 262, 264]. The solution of this FEM model gives the lattice displacement field

and resulting strain within the nanostructure. The displacement field along a singular direction is utilized

for simulations of diffraction in Section 2.5.4. For this example from an In0.25Ga0.75As QW embedded in

GaAs, the results are shown in Figure 2.13(a,b), with cross-sections of the strain εyy / ε011̄ (a) and the

lattice displacement uyy / u011̄ (b).

The results of atom probe tomography analysis of composition can be used to build the FEM model.

The varying composition across the 3D APT dataset is converted to a variation in lattice parameter

(by Vegard’s Law), and then to a variation in thermal expansion coefficient with respect to the lat-

tice parameter of the core material (GaAs). Figure 2.13 shows an example APT cross-section of a

GaAs/InGaAs/GaAs QW structure in terms of the inputted thermal expansion coefficient (2.13(c)), as

well as the resulting strain field (2.13(d)) and lattice displacement (2.13(e)) generated from the FEM

model. Since the surface of the APT volume is often not equivalent to the surface of the heterostructure,

some modifications must be made for the modeling of compositional strain. The APT data can be incor-

porated into a more structurally accurate geometry by assuming a symmetric heterostructure. Models of

compositional strain can either be directly compared to strain images generated by CDI/ptychography

or diffraction can be simulated, assuming kinematic scattering, as described in Section 2.5.4. These sim-

ulated strain fields have been used in band structure modeling to help predict the electronic or optical

properties of a given heterostructure [265, 266]. However, while FEM acts as a useful tool for predict-

ing the strain state expected for a particular geometry and composition, it cannot be assumed to fully

represent the true strain field in the structure. For instance, cross-sectional strain images in QW core-

shell nanowires via GPA have shown deviations from FEM simulated strain fields possibly due to atomic

roughing at QW interfaces that can lead to strain relaxation [108]. Further, for FEM simulation of WZ

III-As nanowires, the elastic properties are primarily taken from first principles calculations, since WZ

III-As is not available in the bulk form [267]. As such, simulations of band structure may be inaccurate if

only incorporating the FEM simulated strain. The complexity inherent in these core-shell nanowires, as
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Figure 2.13. Example FEM simulations of nanowire QWs using nominal strain and APT
as input. (a) 2D cut of strain (ε011̄) in InGaAs (xIn = 0.25) radial QW embedded in a
GaAs nanowire by 3D FEM simulations. (b) Same cross-section converted to lattice dis-
placement (u011̄). (c) Cross section of 3D simulation of InGaAs QW in GaAs, displaying
a fictitious thermal expansion coefficient determined by inputting APT data into FEM
model. Same cross-section shown after raising the temperature of the simulation by ∆T ,
in terms of strain (ε011̄) (d) and lattice displacement (u011̄) (e).

well as the many assumptions that must be made FEM simulations, highlights the need for direct strain

imaging in single nanostructures.
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2.5.3. Incoherent growth of core-shell heterostructures

Thus far, only the case of fully coherent growth has been considered. In these cases, the FEM model

described above can be used, but the case of large misfit that cannot be fully accommodated by strain in

the film or shell must also be considered. Stresses caused by misfit can be relieved in a number of ways,

including dislocation formation, formation of antiphase domain boundaries, or film delamination/buckling

[14, 268]. These strain accommodation mechanisms result in incoherent interfaces, thereby invalidating

the FEM model presented above. Strain energy calculations are used to predict the dimensions and

misfit strains at which defect formation is more energetically favorable than misfit accommodation though

strain. For the case of a thin film, a closed form equation for such critical thicknesses was developed by

Matthews et al. [269] and was used to predict critical layer thicknesses of InGaAs/GaAs films by Anan et

al [270, 271]. This is outlined in Figure 2.14(a), where the critical thickness as a function of In content is

plotted for an InGaAs QWs grown on bulk GaAs, in either the [111] or [001] directions (solid and dashed

lines respectively) [271]. At In content and thickness combinations to the right of these lines, dislocations

are expected to form.

Figure 2.14. Comparison of critical thicknesses for InGaAs/GaAs films vs. core-shell
nanowires. (a) The critical thickness of an InGaAs thin film as a function of In content
for [111] (solid line) and [001] (dashed line) growth directions. (b) Critical thickness for
dislocation formation in an InGaAs/GaAs core/shell nanowire. Dependence on both core
radius and shell radius are shown. (c) Critical thicknesses for InGaAs QW embedded
in GaAs with a core of 200 nm diameter. Dependence on both the QW thickness and
the barrier thickness are shown. Experimental points are overlaid in black. (a) Adapted
with permission from reference 271 c© 2001 American Institute of Physics. (b/c) Adapted
with permission from reference 107 c© 2015, Springer Nature.
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However, just as in the case of coherent growth, the understanding of defect formation in core-

shell nanowires is more complex than in the thin film case. Numerous calculations and experimental

studies have been performed to establish the conditions under which dislocations will form in core-shell

nanowires, but there is no general predictive model. Examples of these energy calculations can be found

in the literature [272, 273, 262]. For the case of InGaAs grown on GaAs, Yan et al. predicted that

the formation of defects depends both on the core and shell of the nanowire (Figure 2.14(b)) since, as

discussed in the previous section, if the nanowire core is thin enough it can also accommodate strain. The

prediction of defect formation becomes even more complicated when considering an embedded InGaAs

QW. In this case, as shown in 2.14(c), for a constant core thickness, the critical dimensions depend on the

well thickness and the barrier thickness. Yan et al. also predicted an additional dependence on the core

diameter for a embedded QW heterostructure (not shown here) [107]. However, the calculations were

limited to a cylindrical geometry. Beyond the critical dimensions of defect formation, calculations have

also been done to predict which type of dislocation (i.e. screw, edge loop, etc.) will form in III-As nanowire

heterostructures, but no generalizable result has been presented [274, 275, 276], thus emphasizing the

need for direct measurements of strain and structure in III-As nanowire heterostructures.

2.5.4. Kinematic scattering simulations

FEM simulations of strain can be directly compared with reconstructed strain fields in coherent diffraction

imaging. In most cases, the strain field is convolved with a nano-focused X-ray beam or is reconstructed

at lower resolution than in the FEM model due to limited diffraction signal or limited spatial resolution

of the CCD X-ray detector. As such, it can be useful to simulate the expected diffraction from a given

FEM model of strain using kinematic scattering simulations. These simulations are described below and

more details can be found in literature [217, 277].

In X-ray diffraction, an incident X-ray beam (k̂i) is scattered from crystalline planes in a material,

and the scattered waves along a single exit direction (k̂f ) interfere constructively to produce a high

intensity X-ray beam according to Bragg’s law:

(2.44) 2dsin(θ) = nλ
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where d is the atomic plane spacing, 2θ is angle between the incident and exit beams, and λ is the

incident X-ray wavelength. Bragg’s law can also be formulated in terms of a momentum transfer q̂ where:

(2.45) q̂ = k̂i − k̂f

This momentum transfer is related to the lattice spacing by

(2.46) |q| = 2π

d

For a given diffraction condition, the displacement field (u) resolved in an X-ray experiment is the

projection of the total displacement field along q̂. Therefore, the displacement field of the FEM model

along that direction is extracted for scattering simulations. As an example, consider an InGaAs QW /

GaAs nanowire heterostructure, similar to that in Figure 2.13(a,b), though in this case with an In content

of 15% and core diameter of 60 nm. The displacement along the [011̄] direction (u011̄) is extracted from

the COMSOL model in order to simulate diffraction from the (011̄) crystal planes. The displacement

field is then normalized by the d-spacing of the (011̄) planes to convert it to a phase field:

(2.47) ρ =
2πu011̄

d011̄

This phase field is then extrapolated across the length of a simulated nanowire (using MATLAB in this

work) that is oriented in the appropriate scattering geometry to fulfill the (011̄) diffraction condition, as

seen in Figure 2.15. The incident and exit beam are shown for the (011̄) scattering geometry. The phase

field is extrapolated between the ends of the simulated nanowire onto a 3D grid of size: Npix×Npix×depth.

For these scattering simulations Npix refers to the number of pixels on the simulated 2D CCD detector.

In the case of scattering from an X-ray plane-wave (such as in coherent diffraction imaging), the

complex 3D reciprocal space pattern for the nanowire is given by:

(2.48) ψ3D = F3Dρ

where F3D denotes a 3D Fourier transform. Experimentally, CCD detectors only record intensity, not

phase, so the diffraction intensity is simply |ψ|2. This equation for conversion from real to reciprocal

space holds in the case that only elastic scattering (no multiple scattering) occurs and the CCD detector

is located in the far field (Fraunhofer diffraction) [278]. A single 2D diffraction pattern at the Bragg angle

(as measured on the 2D CCD detector during an X-ray experiment) can be calculated as:

(2.49) ψ2D = F2D
x∑ y∑

ρ
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Figure 2.15. Example scattering geometry for kinematic scattering simulations. The
COMSOL input is converted to phase and rotated to fit within a simulated nanowire
structure. The phase input is extrapolated between the ends of the nanowire onto a 3D
grid. Scatter vectors are shown with respect to the nanowire. This geometry corresponds
to diffraction from the (011̄) planes.

Here F2D denotes a 2D Fourier transform. The sum of the phase field ρ is taken over the X and Y

directions because, for ease of calculation, the nanowire geometry was set that kf is along the Z direction.

As such,
∑x∑y

ρ gives the projection of ρ as seen by the 2D detector.

In the case of nano-probe X-ray diffraction, simulations of the X-ray probe are required. In this case,

a 2D image of an experimental probe (collected via transmission ptychography during an experiment

[279]) can be extrapolated along ki onto the same Npix×Npix×depth grid as the nanowire. The cases

in which an experimental probe is not available, simulations of the phase field of a diffraction limited

beam can be utilized (simulated based on the type of focusing optic) [280]. The 3D simulation of the

nano-probe can be shifted in the simulation window such that diffraction patterns from different positions

(r) on the nanowire can be calculated. The probe is therefore position dependent (Pr). Diffraction from

the simulated probe is given by:

(2.50) ψ2D = F2D
x∑ y∑

Pr · ρ
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This will produce a 2D diffraction pattern which is the convolution of the probe centered at position r

and the nanowire.

Figure 2.16. Example simulated diffraction patterns using kinematic scattering. (a)
Diffraction at the (011̄) scattering condition using a X-ray plane-wave. (b) Real space
projection of probe and nanowire phase field for the diffraction simulation in (c). (c)
Diffraction at the (011̄) scattering condition using a nano-probe X-ray beam.

Examples of 2D plane-wave and 2D nano-probe diffraction for the nanowire and scattering geometry

in Figure 2.15 are seen in Figure 2.16. In 2.16(a) the 2D diffraction pattern for the plane-wave simulation

is shown. The high-frequency vertical fringes are a result of the crystal truncation rod produced by the top

facets of the nanowire. The lower-frequency fringes are due to truncation from the nanowire side facets

(defined by the nanowire diameter). In 2.16(b) the real space projection of the X-ray nano-probe in the

detector plane is shown overlaid with the nanowire phase field. The simulation of nano-probe diffraction

seen in 2.16(c) is from this probe position. As the nano-probe does not encompass the entire nanowire,

no fringe patterns are observed. Instead, the diffraction is primarily defined by the doughnut shape of

the X-ray nano-probe. It is notable that even given the same incident beam intensity, the diffraction

from the nano-probe is much weaker than the plane-wave diffraction. In experiments, the nano-probe

diffraction will be even weaker because the focusing optics are highly inefficient, limiting the incident flux

of the X-ray nano-probe [281]. Noise can be added to the simulations to better compare with diffraction
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patterns through addition of random shot-noise that is expected from the collection of photons on the

CCD detector [282, 283].

2.5.5. Summary: strain and diffraction simulations in nanowires

Finite element modeling is a powerful method for simulating the strain at coherent interfaces in nanos-

tructures of arbitrary geometries. These strain simulations can be incorporated into kinematic scattering

simulations of diffraction with relative ease. Access to diffraction simulations of the sample of interest

is critical for both planning and interpreting X-ray diffraction measurements. Simulating displacement

fields becomes more complicated once defects or incoherent boundaries are introduced. FEM can never-

theless be a useful tool for recognizing when a nanostructure deviates from the expected coherent strain

field, and thus when the presence of defects should be considered.
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2.6. Electrical and Optical Characterization of Nanowires

In the next few chapters, composition, strain, and crystal structure in nanowires will be correlated

with a number of different electrical and optical characterization methods. These correlations are neces-

sary to understand the structure-property relationships and ultimately optimize the nanowires to produce

the desired device characteristics. The property measurements used will be described briefly in this sec-

tion.

In Chapter 3, the electrical behavior of single InAs nanowires is investigated. Seebeck coefficient

measurements are performed to extract carrier concentrations from nanowires of different nominal Si-

dopant concentrations. These measurements involve contacting a single nanowire on either end with Ni

contact pads and fabricating a Ni resistive heater in close proximity to one end of the nanowire. By

heating the resistor, a temperature gradient is applied across the nanowire length. The temperature

and the Seebeck voltage is measured on each end of the nanowire using the Ni contacts. The slope

of the Seebeck voltage as a function of temperature change gives a Seebeck coefficient (S) which can

determine the carrier type (p-type if positive, n-type if negative). Additionally, the carrier concentrations

can be estimated by comparing the Seebeck coefficient to the numerically calculated dependence of the

Seebeck coefficient on carrier concentration using the Boltzmann transport equation [284]. In addition

to Seebeck coefficient measurements, nanowire field effect transistor (NW-FET) measurements can be

used to estimate carrier concentration. A NW-FET consists of a nanowire drop-casted onto a substrate

which acts as a gate (such as SiO2/n+-Si) and contacted by four Ni/Au Ohmic contacts. Temperature

dependent four-terminal transport measurements are then conducted, and the threshold voltage can be

used to directly extract the carrier concentration [285]. These types of electrical measurements, among

others, are important for understanding the activation of dopants in nanowire structures.

Since the nanowires investigated in this thesis are primarily intended as compact emitters, the main

property measurements used are photoluminescence (PL) or cathodoluminescence (CL). Luminescence

refers to the emission of photons from a material due to the excitation and subsequent decay of electrons.

In PL the source of excitation is electromagnetic radiation (photons) and in CL the excitation comes

from an electron source (such as a SEM or TEM beam).
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Generally, PL spectroscopy refers to the measurement of the emitted photon energy distribution after

optical stimulation. When the energy of incident photons is larger than the bandgap of a semiconductor,

electrons are excited into the conduction band. Relaxation will occur through both radiative (photons)

and non-radiative (heat:phonons) recombination processes. For PL of a homogeneous, defect-free, direct

bandgap semiconductor, a narrow emission peak centered around the bandgap energy is expected, as the

emission is due to the radiative recombination of electron-hole pairs across the bandgap. Changes in strain

or composition will modify the position and width of the emission. Additionally, defects or impurities

can act as sites for non-radiative recombination events reducing the overall luminescence. As such, PL

is a useful tool for both understanding emission and probing structure and defect sites in materials.

Extensions of conventional PL such as time-resolved, temperature dependent, or power dependent PL

measurements allow for the evaluation of different excitation states and time dependent phenomena

such as carrier transport within a heterostructure. Additionally, taking spectral series (with variable

power, temperature, or excitation wavelength) allows for the deconvolution of the many features that

contribute to a single PL spectra. Further details of the measurement and interpretation of semiconductor

photoluminescence is found in the literature [286, 287, 288].

Cathodoluminescence can also be used to spatially resolve optical properties of semiconductors. The

primary difference with PL is the use of higher energy excitation (via electrons) and a much smaller

probe for stimulation (typically < 5 nm as compared to >500 nm in PL). CL performed in an SEM

or TEM allows for excitation at a single point (though emission throughout the sample is collected

simultaneously). Maps of emission energy or intensity due to localized excitation can be created using

spatially resolved CL [289, 290, 291]. This is useful for investigating complex films or nanostructures

because it deconvolves emission that results from excitation in different regions of the sample. The same

careful analysis of emission spectra required in PL is also necessary for CL measurements [292].

The ultimate goal of the nanowire research pursued in this work is to enable these materials to lase

in the infrared. Eventually, electrical pumping of nanowires is desired to produce optical emission, but

in the near-term, optical pumping (such as used in PL) is a useful tool for probing stimulated emission

(lasing) in nanowires heterostructures. Many examples of optically pumped nanowire lasers have been
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demonstrated, including for bare GaAs [51, 293], GaAs/AlGaAs heterostructures [294, 99], and, with

limited success, In(Al)GaAs/GaAs heterostructures [295]. The PL and CL measurements described here

are necessary to understand the optical quality of a particular nanowire heterostructures and gauge the

progress towards creating efficient compact emitters.
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CHAPTER 3

Composition and Dopant Mapping in InAs Nanowires

3.1. Motivation of Research

Control of doping of III-As nanowires is necessary for the formation of low resistance contacts for

electronic and optoelectronic devices. Dopants are typically incorporated during the nanowire growth

process (in-situ). Because nanowire growth relies on inherent anisotropies in incorporation between

different facets, inhomogeneous dopant profiles are not uncommon [296], as discussed in Section 1.4.2. For

instance, inhomogeneous doping of P in Ge nanowires has been observed due to preferential incorporation

on truncation facets at the solid-liquid interface [69, 297]. A qualitatively similar segregation was was

reported for Si in GaAs nanowires, but attributed to competing incorporation by VS growth on the

nanowire sidewall [32]. Ultimately, achieving uniform doping requires a detailed understanding of the

growth process. Doping of III-V nanowires is particularly challenging due to the amphoteric nature

of group-IV dopants like Si and Ge in III-Vs [298] which can lead to carrier compensation [299]. For

example, changes in III-V precursor ratios and growth temperatures to control the growth rate and

morphology may influence the dopant type as a side effect. Therefore, we not only need to understand

the spatial distribution of dopants in III-As nanowires, but the extent of carrier activation, determined

through electrical or optical measurements. A correlative atom probe and electrical measurement study

of Si dopants in InAs is presented below, modified with permission from J. Becker, M.O. Hill, et al.

“Correlated Chemical and Electrically Active Dopant Analysis in Catalyst-Free Si-Doped InAs Nanowires”

ACS Nano 12.2, (2018): 1603-1610. Copyright @ 2018 American Chemical Society.

3.2. Introduction

The realization of high-performance electronic and optoelectronic devices from semiconductor nanowires

makes accurate control of charge carrier conductivity by intentional doping indispensable. Understanding
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doping behavior and establishing links between dopant distribution and carrier activation in free-standing

nanowires is, however, still a challenging task. The three-dimensional, high aspect-ratio structure of

nanowires possesses axial and radial growth facets with different crystal orientations, surface reconstruc-

tions, and hence highly anisotropic growth dynamics, which are expected to influence dopant incorpora-

tion. [297, 68, 300] In many cases, these characteristics are complicated by fundamentally different growth

modes of the participating facets. For example, in the predominantly studied catalyst-assisted vapor-

liquid-solid (VLS) growth of nanowires, dopant incorporation can proceed either via the liquid catalyst

interface [301, 302], the solid sidewall facets [73], or by a combination of both facets, as recently demon-

strated e.g. for VLS-grown Si nanowires [297, 303] and GaAs nanowires [32]. In VLS-grown nanowires it

has been also shown that dopant incorporation and carrier activation are directly affected by the peculiar

crystal phase polytypism commonly observed in III-V semiconductor nanowires. Both experimental and

theoretical studies revealed that Si-doping of wurtzite (WZ) phase GaAs nanowires results in p-type con-

ductivity as opposed to n-type conductivity in Si-doped bulk zincblende (ZB) GaAs [304, 305]. Doping

of VLS-type III-V nanowires has also profound effects on the crystal phase stability and defect structure

itself. For example, doping of III-V nanowires can alter the crystal phase from WZ to ZB [306] and

vice versa [307], allowing the formation of complex twin-defect nanowire superlattice structures [306]. In

addition, the presence of specific planar defects in the nanowire may also trap dopant impurities via the

catalyst interface [308], modifying their electrical activity. Compared to VLS-grown nanowires, much less

attention has been paid to dopant incorporation studies of catalyst-free, i.e., non-VLS type nanowires.

This is because the non-catalytic spontaneous growth mode is limited mostly to nanowires from the

group-III nitride [300, 309, 310] and III-V arsenide families grown under selective area epitaxial processes

[34, 311, 33, 35]. Whilst most doping studies of these classes of nanowires focused on the effects of dopants

on morphology, microstructure, and basic transport properties [311, 312, 313, 314, 315], correlated studies

between dopant concentration and distribution, and carrier activation has remained quite limited [300]

due to challenges in probing dopants with atomic resolution in nanowires. In this work, we demonstrate a

direct correlation between chemical and active dopant concentrations in n-type Si-doped InAs nanowires

grown by molecular beam epitaxy (MBE) in a completely catalyst-free, i.e., vapor-solid (VS) type growth
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mode. Essentially, we employ local electrode atom probe tomography (APT) to map the Si dopant den-

sity and distribution in single nanowires, and compare data with active carrier concentrations probed by

Seebeck effect and four-terminal nanowire field effect transistor (NW-FET) measurements.

3.3. Results and Discussion

3.3.1. Growth and structural characterization of nanowires

The growth of the InAs nanowire samples was carried out in a solid source Gen-II MBE system equipped

with standard effusion cells for group-III elements (Al, Ga, In) and a valve cracker cell supplying molecular

arsenic (As4). 2-inch [111]-oriented Si wafers were used as growth substrates, which were covered with a

∼2-5 nm-thick and wet chemically etched SiO2 layer. The etched SiO2 layer provides a mask for nucleating

nanowires in a selective-area like manner from random nm-sized pinholes [316]. Typical examples of the

non-catalytic vertical growth of InAs nanowires on this growth substrate are shown by the scanning

electron micrographs (SEM) in Fig.3.1, for cases of (a) undoped nanowires and (b) highly Si-doped

nanowires for comparison. No metallic In droplets are present on the nanowire tips, confirming the

catalyst-free vapor-solid (VS) growth mode of these nanowires [316]. The depicted nanowire samples

are part of growth series performed under identical growth conditions but variable Si-dopant fluxes (see

Supporting Information for respective SEM images). Specifically, we used an In-flux of 0.36 Å/s and

an As4-flux of 14 Å/s (beam equivalent pressure of 2.6 × 10−5 mbar), corresponding to a V/III ratio

of ∼ 40 [102]. Growths lasted for 90 min at a growth temperature of 500 ◦C. Atomic Si dopants were

supplied continuously during growth, except for the very first 5 min to prevent any Si-induced effects on

the nucleation. The Si dopants were provided by a solid dopant cell via thermal sublimation induced by

resistive heating of the cell. Besides an undoped InAs nanowire reference, three Si-doped nanowire samples

were grown with different cell heating currents (11A, 12A, 13A), where the highest current corresponds

to a Si dopant flux of ∼1.6 · 1012 cm−2s−1 [32]. Note that a linear increase in heating current means

an exponentially increasing Si dopant flux, as confirmed by secondary ion mass spectrometry (SIMS)

on planar reference samples. Specifically, the three respective heating currents correspond to Si dopant
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Figure 3.1. SEM micrographs of (a) undoped InAs nanowires, and (b) Si-doped InAs
nanowires (Si: 13 A) as grown on Si (111), exhibiting similar morphologies. The TEM
micrograph in (c) and corresponding SAD pattern (d) recorded from a Si-doped InAs
nanowire (Si: 13 A) illustrate a WZ-dominated crystal phase with many stacking along
the [0001] nanowire growth direction.

concentrations of 2.1 · 1018 cm−3 (11A), 6 · 1018 cm−3 (12A) and 1.4 · 1019 cm−3 (13A) for thin (100)-

oriented films grown at a growth rate of 1 µm/h. For reference, the nanowires in the present study grow

∼1.5-2 times faster.

Interestingly, the aspect ratio and morphology of the Si-doped InAs nanowires remains largely un-

changed with respect to undoped InAs nanowires (see Fig. 3.1), independent of the supplied Si dopant

flux. On average, the 90-min long growths resulted in ∼ 2.3–3.4 µm long nanowires with diameters in

between ∼ 60–110 nm for each of the four investigated nanowire samples, as evaluated from a statistical
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analysis of at least 20 nanowires/sample using SEM imaging. Any changes in growth dynamics due to

the presence of Si doping are therefore smaller than the statistical dispersion of nanowire lengths and

diameters within a given sample. Since this dispersion is relatively large in nanowires nucleated from

random pinholes, we also examined the growth kinetics in high-uniformity periodical nanowire arrays on

lithographically prepatterned SiO2/Si(111) substrates as reported elsewhere [317]. Although the length

and diameter dispersion is substantially reduced in this control experiment, no marked change in the

aspect ratios and morphologies was observed upon Si doping. This observation differs markedly from

previous findings of both MOCVD- (metal organic chemical vapor deposition) [311, 314] and MBE-grown

[315] catalyst-free InAs nanowires. Wirths et al. [314] and Dimakis et al. [315] observed a continuous

decrease (increase) in nanowire length (diameter) with Si doping, irrespective of the different surface

chemistries of the employed dopants (Si2H6 in MOCVD vs. atomic Si in MBE). In contrast, Ghoneim et

al. [311] found that a change in aspect ratio of Si-doped InAs nanowires (along with a deterioration of

morphology) occurs only for very high Si dopant fluxes, corresponding to active dopant concentrations

> 5 · 1019 cm−3. Hence, the dopant fluxes used in the present study appear insufficient to induce drastic

morphological changes. Transmission electron microscopy (TEM) was performed on individual nanowires

transferred onto carbon-coated grids to identify the crystal phase and defect structure of the undoped

and Si-doped InAs nanowires. Based on an analysis of multiple nanowires per sample, we found that

the nanowires crystallize preferentially in the WZ phase and exhibit a high density of stacking defects,

similar to our previous findings of undoped InAs nanowires [22, 90]. A representative TEM micrograph

along with the respective selected area diffraction (SAD) pattern are shown in Figs. 1(c,d) for nanowires

grown under the highest Si dopant flux (13A). From the SAD pattern distinct WZ-sensitive reflections

(i.e., 011̄2 and 01̄12) are clearly visible, while the streaks between individual reflections indicate the high

stacking disorder along the [0001] growth direction [90]. Since no qualitative differences are found between

undoped and Si-doped InAs nanowires, the microstructure of non-catalytic InAs nanowires is insensitive

to Si doping under the given growth conditions. This is in good agreement with other Si-doping studies

of InAs nanowires reported in the literature [314, 315].
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3.3.2. Estimating carrier concentration via Seebeck and NW-FET measurements

To identify the effect of the different Si dopant fluxes on the active carrier concentration, Seebeck effect

measurements were conducted at room-temperature. Thermoelectric device structures were fabricated

from single nanowires dispersed onto 200 nm SiO2/n+-Si substrates using electron beam lithography,

metal evaporation and lift-off. As shown in Fig. 3.2(a), the devices consist of an InAs nanowire with two

Ni (nickel) contacts on each end that serve as probes for temperature (resistive thermometers) and Seebeck

voltage. To induce a Seebeck voltage across a single nanowire, a temperature gradient was established by

resistively heating one end of the nanowire using a meandering metal strip line consisting of five parallel

22-µm long, 1-µm wide and 100-nm thick strips of Ni [318]. This generates a temperature gradient of a

few Kelvin that was measured in a four-terminal sensing geometry, i.e., the first resistive thermometer was

biased via contacts 1 and 2 and the voltage drop was measured across contacts 3 and 4. For the second

thermometer, contacts 5 and 6 were biased and 7 and 8 were used for sensing. The resulting Seebeck

voltage was measured between one of the blue-colored (cold) and one of the red-colored (hot) contacts,

e.g. between contacts 8 and 3. Measurements were performed on chip-carriers connected to a 3 × 8

switching matrix, which was purged with N2 gas to ensure low humidity at a constant temperature. Two

constant current supplies (Yokogawa 7651) were used to connect to the resistive heater and thermometer,

respectively, while a differential voltage amplifier (Femto DLPVA-100FD) together with a Keithley 2000

multimeter were employed to probe both the Seebeck voltage and voltage drops over the thermometers.

Fig. 3.2(b) shows the Seebeck voltage as a function of temperature difference (0-2 K) for representative

devices fabricated from undoped and Si-doped InAs nanowires. Note that the plotted Seebeck voltage

data is already corrected by subtraction of the respective Seebeck voltage induced by the Ni contacts

(Seebeck coefficient SNi = -19 µV/K [318]). The Seebeck voltage V varies linearly with the measured

temperature difference ∆T, with the slope giving directly the Seebeck coefficient of the InAs nanowires.

As expected, all investigated nanowires exhibit a negative slope indicative of n-type conduction. While

the Seebeck coefficient of the undoped InAs nanowire is as high as -352 µV/K, its magnitude decreases

for the Si-doped InAs nanowires, yielding S = -62 µV/K for the lowest doped sample (11 A), S = -46

µV/K for the medium doped sample (12 A), and S = -38 µV/K for the highest doped sample (13 A) (see
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Figure 3.2. (a) Color-coded SEM image of a typical single nanowire device for Seebeck
effect measurements containing lithographically defined resistive heater and thermome-
ters at both nanowire ends; (b) Seebeck voltage versus applied temperature gradient
at room-temperature as obtained from three Si-doped InAs nanowires with different
dopant fluxes (11A, 12A, 13A) in comparison with an undoped InAs nanowire. The
Seebeck coefficients are extracted from linear fits to the data; (c) Calculated Seebeck
coefficient of n-type InAs as a function of carrier concentration; the blue curve is numer-
ically calculated, while the red and yellow curves are analytical approximations for the
non-degenerate and degenerate case, respectively. Experimental data points as obtained
from (b) are also plotted (black symbols), with corresponding carrier concentrations
ranging from ∼5 · 1016 cm−3 (undoped InAs nanowires) to 2-5 · 1018 cm−3 (doped InAs
nanowires).

also Table 1). The relatively small change in Seebeck coefficient among the three Si-doped InAs nanowire

samples suggests that the free carrier concentration does not change significantly with increasing Si flux

beyond 11 A.
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To verify this, we calculated the dependence of the Seebeck coefficient on n-type carrier concentration

by solving the electronic part of the Boltzmann transport equation according to Ref. 284 (see also

Supporting Information). Using a lattice temperature of 300 K, an electron effective mass of m ∗ /m0 =

0.023, a unity scattering parameter [284], and assuming bulk-like electronic properties (no 1D electron

density of states – DOS), we derived a numerical solution as plotted on Fig. 3.2(c) by the blue curve. The

assumption of bulk-like electronic DOS is fully valid here, since the diameters of our investigated nanowires

are well above the dimensions for 1D-quantum confinement [22]. We further note that our numerically

calculated data agrees well with experimental data obtained for bulk InAs at room-temperature [319].

For comparison, we also plotted analytical solutions for the degenerate and non-degenerate conduction

cases, which are approximations based on the assumption of parabolic band dispersion [284]. In order to

get a direct estimate of the carrier concentration of the investigated InAs nanowires, we plotted the as-

measured Seebeck coefficients onto the numerically calculated Seebeck coefficient data. From this we find

that the undoped InAs nanowire has a carrier concentration of ∼5 · 1016 cm−3, whereas the Si-doped InAs

nanowires exhibit carrier concentrations of ∼2-5 · 1018 cm−3. A statistical analysis of the range of carrier

concentrations obtained from several nanowires per sample is further presented in Table 1 and shown in

Fig. 3.6. Two important messages can be derived from the extracted carrier concentration dependency.

First, our undoped nanowires reveal some of the lowest free carrier concentrations ever measured in

intrinsic InAs nanowires, which is likely a result of the pure MBE growth environment. MOCVD-grown

InAs nanowires have carrier concentrations typically 1-2 orders of magnitude larger [318, 320, 321].

Secondly, the free carrier concentration for the Si-doped InAs nanowires saturates quickly in the low- to

mid-1018 cm−3 range, despite the increasing Si dopant flux. This behavior suggests either strong carrier

compensation effects or a significant dopant incorporation limit under high Si doping conditions.

To further confirm this trend, we have also conducted NW-FET measurements on single nanowire

devices to allow an independent estimation of the carrier concentration. Back-gated NW-FETs were

fabricated using a similar device geometry as for the Seebeck effect measurements. The NW-FET devices

consisted of individual InAs nanowires drop-cast directly on 200-nm SiO2/n+-Si (i.e., global back gate)

and contacted by four Ni/Au Ohmic contacts to realize 4-terminal (4T) transport measurements. Further
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Figure 3.3. (a) Color-coded SEM image and (b) schematic illustration of a typical 4-
terminal InAs NW-FET, consisting of four Ohmic contacts (outer contacts for source
and drain and inner probe contacts). The n++-Si substrate serves as a global back-
gate. (c) Transfer characteristics (conductivity versus gate voltage) as obtained from
an intrinsically undoped InAs NW-FET at different measurement temperatures using a
source-drain voltage of VSD = 0.5 mV. The threshold voltage Vth at pinch-off is used
to extract the carrier concentration. (d) Inverse temperature dependence of the carrier
concentration of four representative InAs nanowires under different doping conditions.

details about device fabrication and contact formation are reported elsewhere [322]. An SEM image along

with a schematic illustration of a typical four terminal NW-FET device is shown in Figs. 3(a,b). The 4T-

device geometry allows us to separate intrinsic nanowire conductivity from nanowire contact resistance.

This was achieved by applying a dc voltage (VSD) to an outer contact and measuring the respective current

between the outer source and drain contacts (1,4), whereas the voltage drop due to the intrinsic nanowire

conductivity was measured via the inner probe contacts (2,3). Temperature-dependent 4T-measurements
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Table 3.1. Summarized data of the undoped and three Si-doped InAs nanowire samples grown under
three different Si dopant currents with corresponding nominal Si dopant concentrations calibrated on
planar films (at 1 µm/hr growth rate); the APT data gives the measured Si dopant concentration in
the bulk region of the nanowire (accuracy of ±5 · 1017 cm−3) for 1-2 nanowires measured per samples;
the typical range of Seebeck coefficients S (absolute values) and n-type carrier concentrations from See-
beck effect and NW-FET measurements at room-temperature are listed for comparison (measured on 2-6
nanowires/sample); µ is the corresponding field effect mobility extracted from the NW-FET transcon-
ductance at room-temperature.

Si flux nom. [Si] bulk [Si] (APT) |S| n (Seebeck) n (NW-FET) µFE
(A) (cm−3) (cm−3) (µV/K) (cm−3) (cm−3) (cm2/Vs)
0 - - 299-352 4.0-8.7 · 1016 1.0-1.2 · 1017 1205 (±70)
11 2.1 · 1018 1.5 · 1018, 5 · 1018 41-62 2.5-4.6 · 1018 1.0-4.0 · 1018 542 (±114)
12 6.0 · 1018 1.8 · 1018, 2.5 · 1018 44-104 1.0-4.1 · 1018 6.8-10 · 1018 406 (±75)
13 1.4 · 1019 4.3 · 1018 38-49 3.4-5.3 · 1018 0.7-3.6 · 1019 243 (±133)

were performed between 6 K and 290 K in a He-4 flow cryostat where the NW-FET samples were placed

on custom-made chip carriers using wire bonding. Representative T-dependent transfer characteristics

of the intrinsic nanowire conductivity σ are shown in Fig. 3.3(c) for the case of an undoped InAs

nanowire using a source-drain voltage of VSD = 0.5 mV. As expected, intrinsic n-type carrier conduction

is confirmed by the increase in conductivity with increasing positive VG. At low temperature (e.g. 8K)

we also observe step-like pinch-off characteristics, which may be due to the depopulation of individual

subbands as previously noted for e.g. InAs- and GaAs-based NW-FETs [323, 324]. Note that the pinch-

off and the respective threshold voltage Vth shift to increasingly negative VG with rising temperature.

From the threshold voltage Vth, which is derived from a linear regression of σ = gm·(VG – Vth) (gm,

transconductance), we can directly extract the carrier concentration n using CG·Vth/(e·l·A) [322]. Here,

CG is the gate capacitance, which is estimated based on the widely used metal plate capacitor model of

Ref. 325, while l and A are the length and cross-section area of the nanowire channel as measured by

atomic force microscopy.

Fig. 3.3(d) compares the calculated carrier concentration as a function of inverse temperature for

the undoped, intrinsic nanowire and typical nanowires from the three Si-doped samples analyzed in the

same way. Additional data obtained from several other nanowires for each sample are further illustrated

in Fig. 3.6 and Table 1, listing also values for the field effect mobilities that were extracted from the
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transconductance, i.e., µ = gm·l2/(CG·VSD). For all investigated nanowires, the carrier concentration is

fairly constant over the measured temperature range indicating the overall degenerate nature of both the

undoped and Si-doped InAs nanowires. Only a marginal increase in carrier concentration may be noticed

for temperatures above ∼60 K, best illustrated for the undoped InAs nanowire. This behavior is likely due

to a weak activation process from traps caused either by stacking defects or surface-related defect states

[322]. Most importantly, as in the Seebeck effect measurements we observe a similar trend in the increase

and saturation of carrier concentration with Si doping. However, compared to the Seebeck effect data the

carrier concentrations extracted from the NW-FET measurements are on average higher (up to factor of 2-

3 depending on sample) (see also Fig. 3.6). We suggest two reasons for this observation: First, the metal

plate capacitor model used to derive the gate capacitance [325] slightly overestimates the capacitance

and, thus, the charge carrier concentration by ∼10-20%. Secondly, and more significantly, field-effect

measurements are very sensitive to spatially fixed surface/interface charges that occupy the surface and

interface states between the nanowire surface and metal gate. These states cause Fermi level pinning at

the nanowire surface [326] and trap additional charges induced by the applied gate voltage [327]. As a

result, only a fraction of the induced charge contributes free carriers to the nanowire channel, which in

turn yields to an overestimation of the free carrier concentration. Moreover, we observe that the deviation

in carrier concentration between NW-FET and Seebeck effect data is more significant for increased

Si dopant fluxes, with estimated field-effect concentrations exceeding 1019 cm−3 for the highest doped

sample. This suggests that excess Si dopants may accumulate in the near surface region of the nanowire-

channel and modify the Fermi level pinning, which is sensitively probed by the NW-FET measurements.

This hypothesis is further examined below by APT measurements of the Si dopant distribution across

individual nanowires. Moreover, we found that along with the evolution of carrier concentration upon

doping, the field-effect mobility decreases significantly, i.e., from ∼1200 cm2/Vs (undoped nanowires) to

∼540 cm2/Vs and below (Si-doped nanowires) at room temperature (see also Supporting Information).

This behavior mimics closely the mobility versus n-type doping dependence of bulk InAs [328] as observed

also in previous investigations of MOCVD-grown Si-doped InAs nanowires [311].
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Figure 3.4. (a) Typical APT mass spectra for “bulk” region of InAs nanowire. (b) Mass
Spectrum from 24-32 Da to show Si peaks.

3.3.3. Atom probe tomography for mapping Si dopants

To further explain the characteristic saturation behavior in carrier concentration with increasing Si dop-

ing, we performed APT on selected Si-doped InAs nanowires to directly compare chemical with electri-

cally active dopant concentrations. APT specimens were prepared by picking and Pt welding individual

nanowires onto tungsten probe tips using a nanomanipulator in vacuum. Further details of the specimen

preparation can be found in Appendix A and elsewhere [329]. APT analysis was performed by LEAP

4000X Si under the following conditions: 0.1-0.4 pJ laser energy, 250 kHz pulse rate, 30K stage temper-

ature, and 0.5% detection rate. Figure 3.4 shows a typical mass spectra recorded from a cylindrical ROI

in the center of the nanowire (excluding the surface oxide). The peaks from Si dopants can be seen in

3.4(b) at 28, 29, and 30 Da. Some spectra showed higher Si29 and Si30 peaks than the expected isotope

percentage of 4.69% and 3.09% for Si29 and Si30 respectively, when comparing them to the peak at 28 Da.

To avoid contributions from other molecular species, only Si28, Si2+
28 , Si-O, and Si-As were include in Si

concentration and error analysis. Si concentrations were calculated from APT runs at 0.1 pJ laser energy,

as we empirically determined that the measured concentration did not vary with laser pulse energy about

this point. However, contour maps of the Si dopant species on the outside of the nanowire, as shown in

Figure 3.5(a,b), were taken from APT runs at higher laser energies (0.4 pJ), because the change in tip

curvature brought the heavily doped region on the outside of the nanowire into the field of view at this

laser energy. Details on this analysis can be found in Appendix A.
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A representative map of the Si dopant distribution across a single nanowire is illustrated in Fig.

3.5(a) for the highest doped sample (Si: 13 A). Similar dopant distribution maps were also recorded

from nanowires with lower Si doping and are shown in the Supporting Information of Reference [322].

Clearly, we observe an overall homogeneous distribution of Si dopants inside the nanowire, but a distinctly

higher Si concentration near the nanowire surface. Note that the contrast facilitated by the enriched Si

layer reproduces closely the hexagonal nanowire geometry, however, the enrichment is visible only along

one side of the nanowire due to the limited field of view in APT for specimens that are not perfectly

vertically oriented on the probe tip. Due to the limited field of view, it is therefore helpful to probe

also the presence of oxygen (O) impurities arising from the inherent surface oxide layer on the {21̄10}

InAs nanowire sidewalls [327] and thereby delineate the exact position of the nanowire surface (Figure

3.5(b)). We note that the O content is reported for comparison, but the concentration should not be

taken as quantitative at the very edge of the reconstruction. We observe direct coincidence between

the positions of the surface oxide layer and the enriched Si dopant layer, which is also illustrated by

the proximity histogram plotted in Figure 3.5(c). The proximity histogram shows the Si dopant and O

impurity distribution together with the measured molar fraction of InAs when moving from center to

surface of the nanowire along one of the 〈21̄10〉 directions. The average Si dopant concentration in the

bulk part of the nanowire was determined to be ∼ 4.3 × 1018 cm−3, while it increases by at least 2

orders of magnitude at the surface. A similar behavior was also observed for nanowires measured from

samples with lower Si dopant cell fluxes (see Supporting Information of Reference 322). The fact that

the enriched Si layer is confined within the surface oxide suggests that only minimal carriers would be

activated from this highly doped region and that the free carrier concentration is determined by the Si

dopant concentration in the bulk part of the nanowire.

Indeed, this correlation can be directly seen when comparing the Si dopant concentrations in the bulk

of the nanowire (APT data) with the activated bulk carrier concentrations extracted from Seebeck effect

measurements as shown in Fig. 3.6. The results clearly show that the active carrier concentration matches

well with the physical dopant concentration in the center of the nanowire within the experimental error for

each of the three investigated Si-doped InAs nanowire samples. This means that carrier compensation
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Figure 3.5. APT reconstruction of a Si-doped InAs nanowire (13A) shown as projected
2D compositions maps of (a) silicon (Si) and (b) oxygen (O). The full nanowire cross-
section is not visible in the reconstruction, but the location of the InAs-native oxide
interface is identified by the increase in O. Enrichment of Si is found at the nanowire
surface. Scale bars are 10 nm. (c) Corresponding 1D composition profile moving from
the nanowire center to the surface along one of the major {21̄10} directions (white box
in (a)). The red dashed line indicates the approximate location of the interface with
the native oxide. along one side of the nanowire due to the limited field of view in
APT for specimens that are not perfectly vertically oriented on the probe tip. Due to
the limited field of view it is therefore helpful to probe also the presence of oxygen (O)
impurities arising from the inherent surface oxide layer on the {21̄10} InAs nanowire
sidewalls [327] and thereby delineate the exact position of the nanowire surface (Fig.
3.5(b)). We note that the O content is reported for comparison but the concentration
should not be taken as quantitative at the very edge of the reconstruction. We observe
direct coincidence between the positions of the surface oxide layer and the enriched Si
dopant layer, which is also illustrated by the proximity histogram plotted in Fig. 3.5(c).
The proximity histogram shows the Si dopant and O impurity distribution together with
the measured molar fraction of InAs when moving from center to surface of the nanowire
along one of the {21̄10} directions. The average Si dopant concentration in the bulk part
of the nanowire was determined to be ∼4.3 · 1018 cm−3, while it increases by at least one
order of magnitude at the surface. A similar behavior was also observed for nanowires
measured from samples with lower Si dopant cell fluxes (see Supporting Information).
The fact that the enriched Si layer is confined within the surface oxide suggests that
only minimal carriers would be activated from this highly doped region and that the free
carrier concentration is determined by the Si dopant concentration in the bulk part of
the nanowire.

effects are negligible for the range of Si dopant concentrations explored here. Fig. 3.6 also plots the

respective carrier concentrations estimated from NW-FET measurements. The fact that these are higher
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Figure 3.6. Statistical distribution of the concentrations of bulk Si dopants (APT data)
and n-type charge carriers (Seebeck and NW-FET data) as a function of nominal Si
concentration (Si dopant current) at room-temperature. The blue and black dashed
curves are guides to the eye describing the evolution of Seebeck and NW-FET data,
respectively. The data points shown here are also summarized in Table 1.

than the physical dopant concentration within the nanowire (especially for high dopant fluxes) confirms

that the NW-FETmeasurements are impacted by surface/interface effects and the presence of the enriched

Si layer. We speculate that the Si-rich surface layer may increase the downward band bending at the

nanowire surface, similar to observations in e.g. sulfur-passivated InAs nanowire [330], thus leading to

larger trap state densities which obscure the free carrier concentration. A fully quantitative correlation

between the excess Si accumulation in the surface oxide and active carriers within the surface layer

is, however, difficult, due to the presence of other donor-type surface state defects [326] and the fact

that the Si enrichment is not homogeneous across the surface region. To resolve this, systematic X-ray

photoelectron spectroscopy (XPS) experiments need to be performed to directly correlate the modified

core level spectra arising from the Si enrichment and the induced changes in respective surface band

bending.

To finally discuss the origin of the excess Si accumulation on the WZ-{21̄10} InAs nanowire sur-

faces and the observed dopant incorporation limit in the nanowires, a few kinetic and thermodynamic
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considerations can be undertaken. First of all, the underlying non-catalytic vapor-solid (VS) growth

mode implies that the majority of Si dopant incorporation occurs via the sidewall facets, since on slow

growing facets dopant incorporation rates are generally enhanced compared to fast growing facets [331].

This behavior assumes a unity sticking coefficient of Si and a very low Si surface diffusion, irrespective

of the given facet, just as in planar III-V semiconductor films [332, 62]. Notably, in planar III-V based

films precipitation of Si at the growth surface has also been found under high Si dopant fluxes, limiting

the incorporation of Si to concentrations below the ∼mid-1018cm−3 range [333]. It has been speculated

that such Si-rich phases reduce the As coverage at the growth surface, inducing changes in the dynamic

surface structure, i.e., surface reconstructions and surface strain, which may inhibit effective dopant in-

corporation [334]. Such saturated dopant-rich phases at the surface of growing layers have also been

found in other III-V systems where the dopant incorporation becomes independent of the dopant arrival

rate [335]. To further examine the link between segregated phases and associated modifications of the

surface structure in the present InAs nanowires requires additional studies, such as scanning tunneling

microscopy along with theoretical modeling. Finally, we wish to emphasize that dopant segregation to the

lateral sidewall surfaces of nanowires seems to be also explained by recent first principles calculations of

the segregation energies of various different dopants in III-V based nanowires [336]. In the framework of

these calculations the segregation effects were also predicted for Si-doped InAs nanowires, where dopant

atoms prefer to substitute for surface atoms with extra dangling bonds or may be trapped at subsurface

sites close to atoms with additional dangling bonds.

3.4. Summary

In summary, we demonstrated a direct correlation between the chemical and electrically active dopant

concentrations in Si-doped InAs nanowires grown in a completely catalyst-free growth mode. By em-

ploying atom probe tomography, Seebeck effect measurements and NW-FET characterization we found

a characteristic dopant incorporation limit at concentrations around mid-1018 cm−3. Up to these dopant

concentrations the free carrier concentration follows nicely the Si dopant densities incorporated in the

bulk of the nanowire, confirming that compensation effects are negligible. For comparison, undoped InAs
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nanowires exhibit free carrier concentrations of ∼ 5 · 1016–1 · 1017 cm−3 which are among the lowest ever

reported values for n-type InAs nanowires. The results reveal also that under the employed growth and

Si doping conditions a thin layer of segregated Si forms on the nanowire sidewall surfaces with concentra-

tions of ∼ 1019− 1020cm−3, which confirms recent first-principles calculations of the segregation energies

of doped III-V nanowires.
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CHAPTER 4

3D Ptychography for Strain Mapping in Extended Objects

This chapter, excluding Section 4.4, was reprinted with permission from M.O. Hill, et al. “Measuring

three-dimensional strain and structural defects in a single InGaAs nanowire using coherent X-ray multi-

angle Bragg projection ptychography” Nano Letters 18.2, (2018): 811-819. Copyright @ 2018 American

Chemical Society.

4.1. Motivation for Research

Nonplanar semiconductor heterostructures provide opportunities for novel and efficient functionality

over a broad range of applications. For example, ternary III-As nanowire heterostructures are promising

near-IR emitter/detectors for applications including on-chip photonic information transfer due to their

bandgap tunability and high electron mobility [337, 338, 339, 340]. Additionally the nanowire geometry

enables direct integration of III-V’s onto silicon, as the small interface area mitigates the formation

of dislocations and anti-phase domain boundaries [341, 98, 342]. However, III-As nanowires commonly

exhibit nanoscale structural inhomogeneties such as stacking faults, polytype insertions, and nanofaceting

[78, 77]. In addition, composition fluctuations in ternary alloys and the resulting lattice strain can modify

the electronic bandgap [58, 343, 78]. When nanoscale defects occur together with composition and strain

variations on multiple lengthscales, it can be challenging to establish the physical origins of properties

and device behaviors that are probed over microscale volumes. Therefore, the necessary optimization of

nanowire materials for specific electronic and optoelectronic devices will require improved approaches to

map local inhomogeneities in crystal structure and composition throughout a nanowire, preferably using

approaches that enable in operando analysis.

Although the present work includes analysis of previously unreported perturbations in nanowire

structure encompassing nanometer to micron lengthscales, we are especially motivated to probe structural
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features that strongly influence optical emission and electronic transport properties. In particular, there

is a strong correlation between the density of stacking defects and mobility in III-As nanowires. [185, 324]

Comparing high resolution transmission electron microscopy (TEM) images of free standing nanowires

with position dependent field effect mobility measurements on InAs nanowire devices, Schroer et al

[185] showed that low densities of stacking faults localize electrons, leading to transport characteristics

consistent with quantum dot formation even in devices with low resistance Ohmic contacts. Irber et al[324]

later showed that diffusive quantum transport in quasi 1-D sub-bands can be observed in modulation

doped GaAs nanowires even in the presence of stacking faults, but as the stacking fault density increases,

quantum features are washed out due to increased scattering. It is also well established that crystal

phase switching between wurtzite (WZ) and zinc blende (ZB) polytypes, which exhibit a type II band

alignment, [344] leads to the formation of quantum dots that act as single photon emitters. [95] Further,

Jahn et al [344] observed that GaAs nanowires with the same average WZ/ZB content may luminesce

above or below the ZB bandgap, dependent on the thickness of the ZB insertions. The interpretations

advanced in the works cited above require a priori knowledge of the spatial variation in the density

of stacking defects. Methods such as transmission electron microscopy have contributed greatly to our

understanding of structure/property relationships in nanowires, and the development of complimentary

approaches compatible with more complex sample environments (e.g. nanowire devices fabricated on

standard Si wafers) is needed to deepen our understanding.

A promising avenue lies in coherent x-ray diffraction imaging (CDI), which offers the advantage of

probing strain and other structural features in nanowires over a larger field of view on thicker substrates

and embedded in operating devices. To date, 2D CDI methods have been used to view longitudinal

projections [240] or cross-sectional cuts [345, 346, 347] of lattice strain in III-V nanowires. However,

scaling the approach to three dimensions and towards multi-scale imaging is not straightforward because

high resolution in 3D is needed of a high-aspect-ratio sample. Existing 3D CDI techniques are not well

suited for measuring extended structures such as nanowires that are larger than the x-ray beam footprint.

Further, abruptly varying features, such as crystal phase switching at few-nanometers length scales in

nanowires, cannot be reliably imaged using traditional CDI methods [348, 349].
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Here we overcome the limitations of conventional 3D CDI by adapting Bragg ptychography, a variant

of CDI based on scanning focused coherent x-ray beam measurements, to robustly reconstruct 3D images

of strain and stacking defects in single InGaAs nanowires. The analysis focuses on InGaAs nanowires

grown by catalyst-free molecular beam eptiaxy (MBE) which have been shown to have wide compositional

tunability and can be used as a foundation for epitaxial core-shell heterostructures[103, 350] for near-IR

optoelectronics. We demonstrate reconstruction of single stacking defects and lattice strain in InGaAs

nanowires on Si substrates with a spatial resolution better than 3 nm. To do so, we introduce an

implementation of Bragg ptychography (named multi-angle Bragg Projection Ptychography, maBPP)

in combination with coarse-scanning Bragg nanodiffraction analysis to provide a holistic view of the

hierarchical structure of a single InGaAs nanowire spanning from nanometers to several microns. The

methodological framework we present, and the proof of principle we demonstrate, can enable new insights

into the impact of stacking faults and crystal phase switching on the characteristics of individual substrate-

supported nanowire devices in operando.

4.2. Introduction to maBPP

Prior to describing the data and analysis, we briefly introduce 3D Bragg ptychography and the

motivation for the specific advance in methodology that was required to resolve single stacking faults

in a nanowire with a high density of these defects. We utilize 3D Bragg ptychography as it satisfies

many attributes necessary for characterizing complex III-V nanowires: nanoscale resolution, sensitivity to

different structural features, and the potential for mapping extended crystals. With Bragg ptychography,

nanoscale variations in crystal structure can be imaged by numerically inverting coherent diffraction

intensity patterns measured in the vicinity of a Bragg peak [242, 351]. The approach utilizes a localized

scanning x-ray probe (typically focused with an x-ray optic) and entails measuring oversampled Bragg

coherent diffraction patterns at different overlapping scan positions at one[242] or more[351] angles near

the Bragg diffraction condition of an extended crystal. Gradient-based iterative inversion algorithms have

been developed [352, 353, 354] to retrieve the phases (which cannot be measured experimentally) of the

intensity patterns in such a data set and to provide a real-space image of the complex-valued structure
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factor of the measured Bragg peak. Variation in the phase of these structure factor images can then be

interpreted in terms of various phenomena, including lattice displacement from elastic strain fields [355],

defects in atomic stacking order [214, 356], individual dislocations [357], and ferroelectric polarization

[358]. Typically, these phenomena can be observed with a spatial resolution of 5-50 nm, depending on

the signal-to-noise ratio (SNR) of the measurement and other factors such as scattering geometry, degree

of probe overlap, and choice of reconstruction algorithm [354].

Traditional 3D Bragg ptychography utilizes data sets with fine angular steps about the Bragg peak

(known as rocking curves) [351, 359], requiring that high SNR diffraction data be collected for all angles at

each probe position. 3D reconstruction algorithms require that scan positions be commensurate at every

diffraction angle to within a few percent of the beam diameter, a requirement that is highly challenging

with state-of-the-art hard x-ray focusing optics that produce focii of <100 nm and operate in fly-scan

mode [360, 361]. Alternatively, methods such as Bragg projection ptychography (BPP and 3DBPP) have

been developed that only require a single angle measurement. Scanning Bragg nanodiffraction data at a

single-angle can then be inverted into 2D [241] and 3D [242] images of lattice structure within a material.

However, single-angle 3D BPP requires high diffraction angles (>∼ 60◦) that can be difficult to reach

experimentally and at which Bragg peaks scatter more weakly.

We address these challenges by utilizing a generalized 3D multi-angle Bragg projection ptychogra-

phy approach, which is described in more detail in the Algorithm Description section. maBPP relaxes

experimental constraints such that a set of coherent diffraction intensity patterns measured at arbitrary

angles and positions can be incorporated into a single 3D reconstruction, without requiring any position

registration. Specifically, we implement maBPP by adapting the Ptychographic Iterative Engine (PIE)

[352], a phase retrieval algorithm shown to be well suited for ptychographic imaging.

In0.86Ga0.14As nanowires with diameters of 100-200 nm were grown by catalyst-free molecular beam

epitaxy under conditions similar to those in Reference 362. Nanowires of this diameter range, and even

larger diameters, are of interest for IR optoelectronics because optical modes are insufficiently confined at

smaller diameters. [294] HRTEM investigation of similar samples revealed a primarily WZ crystal phase

with a high density of stacking faults, typically spaced by <10 nm. No extended regions (>1 nm) of ZB
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Figure 4.1. Experimental geometry at HXN beamline (a) SEM image of the investigated
InGaAs nanowire. Scale bar is 100 nm. The focused x-ray probe (red circle) is approx-
imately 50 nm in diameter. Scattering geometries used for the 011̄0 (b) and 21̄1̄0 (c)
conditions. θBr is the angle of the integrated intensity maximum of the rocking curve.
kBri and kBrf are the initial and final scattering vectors at θBr, defined by the momentum
transfer vector G. k∆θj

i and k∆θj
f are the initial and final scattering vectors for the jth

angle away from θBr, defined by the momentum transfer qj , Qθj away from G. (d) The
reciprocal space lattice in the radial plane of the nanowire (cyan and red points) and a
schematic of the facets of the InGaAs nanowire studied (yellow hexagon). The family of
21̄1̄0 peaks of the WZ lattice correspond to the 202̄ family of peaks in the ZB structure,
and they are sensitive to lattice strain fields within the nanowire. The 011̄0 peaks have
no analog in the cubic ZB structure. These peaks are sensitive to stacking faults in the
WZ phase as well as a component of lattice strain. Bragg ptychography nanodiffraction
area raster scans were performed on the same nanowire at the 21̄1̄0 and 011̄0 Bragg
peaks and reconstructed into complementary 3D images.

were observed at these growth conditions [362]. To prepare a sample for structural imaging with maBPP,

the nanowires were drop-casted onto a 10-µm-thick silicon substrate that transmits hard x-rays prepared

for this application via selective etching and lithography by Norcada Inc., and the location of nanowires

relative to chromium fiducial markers on the substrate was determined with scanning electron microscopy
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(SEM), prior to x-ray investigations. The SEM characterization revealed that each nanowire was fixed

to the substrate with an a-plane (21̄1̄0) facet parallel to the Si surface. (We adopt hexagonal four-index

notation in this work consistent with the hexagonal WZ crystal structure.) Figure 4.1(a) shows a SEM

image of the 200-nm-diameter nanowire investigated.

Bragg ptychography coherent nanodiffraction measurements were performed at the Hard X-ray

Nanoprobe (HXN) beamline of the National Synchrotron Light Source II (NSLS-II) [363, 364, 365].

A coherently-illuminated x-ray zoneplate with an outermost zone width of 40 nm was used to focus 10.4

keV monochromatic x-rays at the sample, forming a minimum spot size of 49 nm with an 80 mm fo-

cal length. The wavefront of the probe was characterized with standard direct-beam ptychography of

a known reference sample [353] prior to the nanowire measurements. Scanning probe fluorescence mea-

surements were used to locate an individual nanowire with the long axis aligned vertically. The vertical

nanowire orientation enabled two different Bragg peaks (011̄0 and 21̄1̄0) to be accessed in the horizontal

scattering plane, each sensitive to a different structural component of the nanowire. Figure 4.1(b-d)

shows depictions of the scattering geometries used to reach the Bragg peaks measured here, as well as

their reciprocal space orientation. At both Bragg conditions, 2D nanodiffraction maps were measured at

a series of angles about the Bragg peak while simultaneously measuring Ga K-edge fluorescence.

Positional scans were done in a fly-scan mode, moving the sample with motors oriented parallel to the

Si membrane surface (xmot, ymot in Figure 4.1(c)), and the angle was adjusted in 0.02◦ steps about the

Bragg condition with a rotational stage (θmot) that rotated the nanowire along its long axes. Fly scans,

now being increasingly utilized for ptychography measurements [360], were implemented with an average

dwell time per scan point of 0.2 seconds in order to minimize scan time overhead and eliminate motor

settling time. A Merlin pixel array detector was used with 512× 512 square pixels with 55µm edges and

a sample-to-detector distance of 500 mm and 330 mm for the 21̄1̄0 and 011̄0 Bragg peak measurements

respectively. These peaks were found at θ motor positions of θ21̄1̄0
Br = −9.52◦ and θ011̄0

Br = −73.15◦, with

the detector positioned 33.7◦ and 19.04◦ off the direct beam respectively, as shown in Figure 4.1. At each

angle, about both Bragg peaks, overview nanodiffraction raster maps measured with coarse step sizes

(∼ 100 nm) were performed of the entire wire, which was used to correct for error from uncertainty in
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the center of rotation of the θ motor. Then fine-stepped raster scans (step size ∼ 25 nm) were used for

Bragg ptychography data in specific regions of the wire. We note that we did not attempt to register

probe scan positions as a function of angle, as this would be impractically difficult for a 50 nm beam.

This emphasizes the need for the new maBPP approach, which allows for incommensurate positions to

be incorporated into the phase retrieval.

The two Bragg peak measurements in this study were chosen to image different types of lattice

structure in the InGaAs nanowires via the sensitivity of the Bragg structure factor. As illustrated in

Figure 4.1(d), the family of 011̄0 Bragg peaks originate only from the hexagonal WZ phase (this peak is

forbidden in the cubic ZB structure). As has been derived previously [348, 366], the structure factor of

a WZ 011̄0-type peak changes by ±2π/3 across a 〈0001〉 c-axis stacking fault. In addition to the spatial

variations in structure factor from WZ stacking faults, any overall distortions of the crystal due to elastic

strain, dislocations, etc. will also be encoded in the structure factor, and correspondingly in the phase

of 011̄0 Bragg ptychography reconstruction. The second Bragg peak belongs to the (21̄1̄0) family of WZ

Bragg peaks which is not sensitive to WZ stacking faults, and is indistinguishable from the cubic ZB

(202̄) type peaks. As a result, images derived from a 21̄1̄0 Bragg peak will reveal more subtle structural

perturbations such as those due to elastic strain fields. In the remainder of the paper, we examine the

qualitative differences between Bragg scattering patterns measured at the 21̄1̄0 and 011̄0 Bragg peaks,

show an analysis of 21̄1̄0 diffraction that reveals micron-scale structure in the nanowire, and conclude by

discussing 3D images of nanoscale strain fields and stacking order obtained from maBPP reconstructions

of both Bragg conditions.

The characteristics of typical scattering patterns measured at both Bragg conditions highlight their

sensitivity to different local structure in the nanowire. Figure 4.2(a,b) shows rocking curves of the 21̄1̄0

and 011̄0 Bragg peaks measured near the middle of the outlined regions in Figure 4.2(c). (The rocking

curves were obtained by first registering the series of 2D overview nanodiffraction maps to one another

using Ga fluorescence maps. The integrated-intensity rocking curves shown were then extracted from a

fixed pixel position of the aligned nanowire fluorescence maps.) The coherent nanodiffraction patterns

measured at the maxima of these rocking curves are inset in Figure 4.2. The diffraction pattern insets
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Figure 4.2. Sample rocking curves measured for the 21̄1̄0 (a) and 011̄0 (b) peaks were
taken taken from the center of red and cyan boxes in (c) respectively. Data was collected
at each plotted point, but 3D maBPP reconstructions were performed in these regions
using only the angles marked in red. Example 2D diffraction patterns (logarithmic
intensity) at the Bragg maximum are shown in an inset. The diffraction pattern insets
span different distances, with scale bars of 3 nm−1 (a) and 50 nm−1 (b). 2D diffraction
peak mapping obtained from the 21̄1̄0 intensity patterns reveals a relative twist (c) about
the long axis (about θ) and (d) a bending in the plane of the Si substrate (about χ) as a
function of position across the nanowire. (e) 1D line cuts of twisting (blue) and bending
(red) through the center of the nanowire. Variations in angle for (c),(d), and (e) are
relative to their Bragg maximum near 73.15 degrees.

span different distances in qx, qy: (a) 15 nm−1, 15 nm−1 and (b) 100 nm−1, 1000 nm−1. The 21̄1̄0

Bragg peak is predominantly composed of a central annulus-shaped speckle [367], and can be used to

map the orientation and spacing of the (21̄1̄0WZ)/(202̄ZB) lattice planes. By contrast, the diffraction

pattern at the 011̄0 Bragg peak is made up of many annular speckles scattering over a broad range of

qy originating from the closely spaced stacking fault boundaries illuminated by the beam that act as an

interference grating [366]. Any variation in the position or intensity of individual annular speckles within

the 011̄0 peak encodes differences in the local arrangement and nature of stacking boundaries within the

illuminated volume.
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By extracting the angle and position of the 21̄1̄0 Bragg peak maximum from the coarse nanodiffraction

maps (an analysis approach similar to previous work [244, 368, 245]), we find that the lattice orientation

varies continuously as a function of position. Figure 4.2(c) shows the twisting of the nanowire about the

θ axis (rotation about ymot as defined in Figure 4.1(c)), while Figure 4.2(d) shows the rotation about the

incident beam direction (denoted as χ rotation), which is extracted by mapping the 21̄1̄0 peak center of

mass along qy. From these maps, we found that the Bragg peak angle varied by ± ∼ 1.0◦ from the mean

in θ, indicating that the nanowire lattice is twisted along its growth axis. Variations of up to ± ∼ 0.2◦

from the mean in χ also indicate a bending of the nanowire. We note that all nanowires examined showed

bending and twisting of a similar magnitude that could arise either during growth or during transfer to

the Si membrane substrate. Regardless, the above analysis provides a micron-scale view of the lattice

structure that would be useful for monitoring, for example, strain within functioning nanowire devices,

and from which one can “zoom in” to specific regions of interest with ptychography.

Further analysis based on the maBPP approach enables reconstruction of a higher-resolution 3D

image of strain, and furthermore, provides a means to invert the more complicated speckle patterns

measured at the 011̄0 Bragg peak into 3D real space images. The reconstructions were performed for the

red and cyan regions marked in Figure 4.2(c) for the 21̄1̄0 and 011̄0 Bragg peaks respectively. Different

regions of the nanowire were imaged in order to avoid possible beam induced damage [369], though

later measurements reveal the nanowire was structurally robust under continuous focused x-ray probe

exposure.

Figure 4.3(a) shows a section of the nanowire (red box in Figure 4.2) reconstructed from the 21̄1̄0

Bragg peak nanodiffraction patterns. (Details on maBPP phase retrieval of these data are presented in the

Algorithm Description section.) Because this Bragg peak is insensitive to stacking faults in this material,

the phase of the reconstruction (φ21̄1̄0) can be related to the relative displacement of (21̄1̄0) planes in the

direction of the diffraction vector (u21̄1̄0 = φ21̄1̄0/|G21̄1̄0|). 2D cross-sections of the displacement fields

are shown in 4.3(b). We note that the reconstruction was performed with the Bragg condition along the

white line in Figure 4.3(b) set as a reference. As a result, this region shows relatively flat phase due

to the locally homogeneous structure that evolves axially away from the line due to the twist shown in
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Figure 4.3. maBPP reconstruction of the 21̄1̄0 peak. A cut into the 3D reconstruction
(a) and 2D cuts (b) taken from this volume. The cross-section cut was taken from the
line marked (dashed white). This reconstruction gives sensitivity to lattice displacement
along q21̄1̄0 (white arrow). The same 2D cross-sections converted to strain (ε11) (c).
Pixels at which the strain derivative wraps over in phase are not shown, as they are non-
physical. Red arrows identify the nanowire facet that was adhered to the Si substrate.
All scale bars are 50 nm.

Figure 4.2. These same cross-sections converted to units of relative compressive/tensile strain along the

diffraction vector are shown in 4.3(c), derived via the spatial derivative ∂u21̄1̄0/∂x21̄1̄0 [370], where x21̄1̄0

is defined as the direction normal to the 21̄1̄0 planes. Further, analysis of the change of phase along the

growth direction reveals that outside a length window of ∼60 nm the lattice orientation varies appreciably

(>10 % change) by the twist observed in Figure 4.2. However, we find that this twist does not strongly

influence the strain component ∂u21̄1̄0/∂x21̄1̄0, as evidenced by the fact that the strain field across the

entire 600 nm window in Figure 3(c) varies by less than ± 3× 10−4, the 1-σ of the Gaussian distribution

of strain values in the volume near the dashed line in Figure 4.3(b). We take this value to be the strain

sensitivity limit of this particular measurement, and we note that the striations in strain that fall within
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this range in Figure 3(c) are artifacts arising from uncertainty in the incident angle of the beam (See

Supplemental Figure S1). Further, the breadth of strain variations is comparable to strain variations

expected from random alloy fluctuations assuming a binomial distribution of group III elements on group

III sites (see supplementary Figure S2). Therefore, we do not expect significant perturbations of the band

structure from any long-range strain variations present in these nanowires.

Finally, we note that an isotropic spatial resolution of ∼50 nm in x, y, and z was estimated for this

image, commensurate with the 53 nm full-width-at-half-maximum of the amplitude of the probe. In the

x and z directions, this was done by fitting the amplitude of the facet edges to an error function. In the

y direction, since no sharp features were present in the field of view, the estimate is based on the angular

extent of the diffraction patterns, which does not exceed the annulus given by the beam size.

In the analysis discussed thus far, nanodiffraction mapping and maBPP have been used to map lattice

variations and strain across length scales from a few microns to a few tens of nanometers, but shorter range

structure variations in the nanowire can be accessed that have a direct impact on electrical properties.

Figure 4.4(a) shows the 3D reconstruction of the 011̄0 Bragg peak that is sensitive to lattice stacking order

and strain in the nanowire. The maBPP image contains closely spaced regions of alternating phase and

amplitude separated by planar boundaries normal to the growth direction. This morphology is consistent

with TEM observations of stacking faults and phase boundaries in closely related nanowire systems [362].

A 2D cut of the phase and amplitude variations along the growth direction is shown in 4.4(b). The

phase color oscillations across stacking fault boundaries (shown as a line cut in Figure 4.4(c)) correspond

roughly with the [−2π/3, 0, 2π/3] phase shifts expected in the 011̄0 Bragg peak structure factor [366].

The 011̄0 structure factor is sensitive not only to stacking disorder and crystal phase, but also to changes

in lattice orientation and strain. Thus, in this nanowire additional variations in phase beyond those

associated with stacking disorder are expected due to the substantial twists in lattice orientation.

The structural information in the 011̄0 reconstruction includes multiple components, contains very

high spatial frequency information, and thus requires careful consideration. As shown in Figure 4.2, a

typical 011̄0 coherent nanodiffraction pattern scatters to very high qy. Such broad “barcode” interference

patterns from stacking faults in nanowires have been observed previously with unfocused coherent beams,
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and offer the possibility of very high spatial resolution because of scattering to high qy. In this work,

photons were detected to qy = 0.48 Å−1, corresponding to an image pixel size in the y direction of

1.3 nm. (A pixel size of 6.5 nm was used in x and z due to the much more limited extent of scattering

observed along qx and qz.) However, to date, efforts to invert such diffraction patterns to form an image

via standard Bragg coherent diffraction phase retrieval methods have failed due to issues of uniqueness

(multiple reconstructions initialized with random numbers yielded different local structures) [348, 366].

Here, we address this issue in two ways. First, we utilize a nano-focused beam such that only a few tens of

stacking fault boundaries are illuminated per exposure rather than several thousand, as done in previous

studies. Second, we use a ptychography approach that more strictly constrains the solution due to the

overlap of the beam positions. Both of these factors help to enable reproducible image reconstructions of

stacking faults via maBPP (see Figure 4.4(c-f)).

However, in this particular nanowire, stacking defects can only be reliably characterized over a

limited distance along the growth direction (<50 nm) because of the lattice twist/bend that evolves

over the length. Figure 4.2(c) shows that the Bragg peak maximum (θBr) changes with position. In

maBPP, these variations of θBr from the prescribed reference angle result in additional phase change

in the reconstruction. Figure 4.3(b) demonstrates how the long-range twist modifies the phase for a

given reconstruction of the 21̄1̄0 condition. The 011̄0 Bragg peak is sensitive to a different component

of the same displacement field shown in 4.3(b). Therefore a phase gradient is present in the resulting

reconstruction (Figure 4.4) in addition to the phase variations associated with WZ stacking faults. Thus,

interpreting local phases in terms of stacking faults can only be done over length scales for which phase

contributions from other structural phenomena are relatively constant (e.g lattice orientation gradients,

strain), which is ∼55 nm for the nanowire shown here.

The reconstruction shown in Figure 4.4(b) demonstrates extraction of nanoscale structure in the pres-

ence of these additional contributions. The Bragg condition in this reconstruction was set to correspond

to the rocking curve maximum in the region of the nanowire near the white dashed vertical lines. The

left half of the image therefore contains rapid pixel-to-pixel phase oscillations due to the superposition



125

of phase contributions from lattice twist, stacking defects, as well as variations due to noise contribu-

tions [371], making direct image interpretation difficult. In envisioning an in-operando maBPP study on

SF characteristics in such a nanowire, more advanced analytical tools are needed that can decouple the

components of lattice strain from stacking defects using multiple maBPP images of the same volume,

enabling larger fields of view to be interrogated.

Nevertheless, within a 50 nm field of view along the wire axis, as shown, these complicating factors

are minimized, and several stacking fault boundaries can be reproducibly imaged. To demonstrate this,

phase and amplitude from two different randomly initiated reconstructions (Recon 1,2) are compared for

the region denoted in Figure 4.4(b). Line-outs from this region (4.4(c,d)) reproduce well, and a strong

correlation is seen for all voxels in the volume bounded by planes parallel to the dotted lines (4.4(e,f)).

Within this field of view we can identify ∼10 WZ stacking fault boundaries that result in [−2π/3, 0, 2π/3]

phase values. The amplitude in this reconstruction is sensitive to ZB phase, but because the ZB inclusions

are expected to persist over very small distances (< 1 nm), they will be under-resolved in this image.

Given the observation of realistic features expected for these nanowires [362] on the scale as small as 2

pixels, we conservatively estimate an upper bound resolution along the wire axis of 2.6 nm (2× pixel

size). (Supplemental Figure S3 shows reconstructions from simulations of a lower stacking fault density

nanowire in which this spatial resolution estimate is more clearly demonstrated.) We note that many if

not most III-As nanowires can be grown with a much lower density of stacking defects than the nanowire

imaged here, suggesting that the maBPP methodology can be usefully applied to correlate defect density

and electronic properties in many nanowire systems of interest. Finally, as in the 21̄1̄0 reconstruction,

the average resolution along the x and z directions was found to be ∼50 nm consistent with the limited

angular extent of scattering along qx and qz. As is in any ptychography experiments, improvements in

resolution can be obtained with improved signal-to-noise ratios of the diffraction signal, especially in

regions that extend beyond the beam-limited annulus in reciprocal space.

In conclusion, we demonstrated the ability to image a single InGaAs nanowire on many length

scales with sensitivity to multiple nanoscale lattice features. In analyzing and reconstructing diffraction

patterns from the 21̄1̄0 Bragg peak, we found that the lattice orientation varied along the length of the
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wire at micron length scales and that the strain field along the wire cross-section was largely unaffected

by this long range lattice rotation. Using diffraction patterns measured from the same wire at the

011̄0 Bragg peak, we could reproducibly reconstruct images of stacking defects. This reconstruction

evidenced sharp planar boundaries between different crystal phases of WZ structure, as expected. In

both cases, phase retrieval was made possible by a multi-angle Bragg projection ptychography approach

that accommodates coherent nanodiffraction patterns measured at arbitrary overlapping positions at

multiple angles about a Bragg peak, eliminating the need for scan registration at different angles which

is impractical with nanobeams. In combination with coarse scanning nanodiffraction measurements,

maBPP allowed for structural investigation of a nanowire over three decades of length spanning from

several microns to tens of angstroms. By enabling such a capability, maBPP can contribute significantly

to our understanding of nanowires and other nanostructures by correlating structure and properties. This

capability will be especially complementary to electron microscopy of nanowires on transparent supports

and post-operando atom probe tomography of nanowires embedded in devices, and improvements in

maBPP spatial resolution and strain sensitivity can be achieved with further development of the method,

for example, by implementing simultaneous probe and sample reconstruction.

4.3. maBPP Algorithm Description

maBPP is predicated on a description of coherent scattering from a nanoscale crystal that equates

the far-field diffracted intensity pattern measured with an area detector to a general probe position and

measurement angle relative to the Bragg peak. These two degrees of freedom, position and angle, are

illustrated in Figure 4.1(b,c). A monochromatic beam illuminating a crystal will satisfy a Bragg condition

when the scattering vector q = kf − ki coincides with a Bravais lattice point GHKL of the illuminated

crystal. (Here, |k| = 2π/λ where λ is the x-ray wavelength.) Small angular deviations from this condition

can be expressed in terms of Q = q −G. As described in other work, this vector Q encodes changes

in a coherent diffraction pattern due to angular variations along a Bragg rocking curve [206, 372]. A

focused-beam nanodiffraction experiment also allows the incident beam to scan a given region of interest

in a crystal by scanning the probe position relative to the sample (in this case, using sample stage
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motors xmot, ymot). Thus, a general Bragg ptychography data set for a given field of view comprises of

j = 1 · · · J two-dimensional coherent diffraction intensity patterns Ij measured as a function of different

probe positions (rj) at various angles relative to the Bragg peak (θj).

Each of these intensity patterns is the squared modulus of the diffracted wave field at the detector,

Ij = |ψj |2. The quantity ψj can be generally expressed in a maBPP experiment as:

(4.1) ψj = FRQθjPrjρ.

Here, Prj is the 3D wave field of the focused x-ray probe positioned to illuminate the crystal ρ according to

the translation of the sample stage motors (xmot, ymot). The term Qθj = exp[i r ·Qθj ] (where i =
√
−1)

is a 3D real-space complex-valued phase term that encodes spatial frequencies corresponding to angular

deviations from θBr, where θBr is the angle that satisfies the Bragg condition of the crystal. R is a

3D→2D projection along the kf direction, and F is a 2D Fourier transformation. This construction of

ψj leads to a general description of a Bragg ptychography data set in which the probe position and angle

are arbitrary and need not be otherwise related so long as the typical degree of probe overlap (∼ 50%) is

enforced. In a manner similar to References 242 and 206, Equation 4.1 can be used to derive a gradient

that minimizes the sum squared error ε2 =
∑
j ‖ |ψj | −

√
Ij ‖2 and that can be incorporated into phase

retrieval algorithms such as the Ptychgraphic Iterative Engine (PIE) to reconstruct a 3D image, as was

done in this work.

For the maBPP data sets measured at the two Bragg peaks featured in this work, diffraction maps

from only strongly scattering angles (indicated in red in Figure 4.2(a) and (b)) were used for image

reconstruction. 25 iterations of maBPP with PIE were performed, and a hexagonal-shaped 3D support

was used corresponding to the facet orientation of the SEM image in Figure 4.1(a). The diameter of the

support for the 21̄1̄0 and 011̄0 reconstructions was, respectively, 180% and 130% of the nominal wire

diameter.

4.4. Limitations and Challenges of maBPP

Despite the success demonstrated in the previous section, maBPP remains challenging experimentally.

One obstacle is that resolution in a maBPP reconstruction is limited by the precision with which the
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probe and angular positions are recorded. While maBPP does not require positional alignment between

angles, the location of the probe positions at each angle must be known with respect to the sample. In

this demonstration of maBPP, simultaneous fluorescence mapping was used to align the probe positions

between angles using the edges of the nanowire. This corrects for large thermal drifts in the sample

that may happen over long scanning times. However, this is only a coarse alignment, which can result

in the use of inaccurate probe positions Prj
during phase retrieval. Further, for beamlines that do not

allow simultaneous diffraction and fluorescence measurements, the sample position will not be perfectly

reproduced between angles, even with minimal thermal drift. Additionally, inaccuracies in measurement

of the angular positions of the sample with respect to the incident beam will yield incorrect calculations

of Qθj
in the phase retrieval process. For example, for the 21̄1̄0 peak in this chapter, only 8 angles

were used in the reconstruction (angles shown on rocking curve in Figure 4.2). Reconstructions were

attempted with more than 8 angles, but the error in the final reconstruction was higher than that of

the reconstruction with 8 angles. This is likely because the additional angles are further away from

the Bragg maximum and provide less information, while also being more susceptible to position or

angular misalignment. Modifications to the phase retrieval process have been developed that add an

extra iterative step to slightly modify, or “anneal”, the probe positions or angle to allow for additional

error reduction, but they have not yet been implemented on experimental Bragg ptychography datasets

[373, 374, 375]. Measurement inaccuracies can also be reduced during scanning through improvements in

beamline hardware.

Despite improvements in algorithms and hardware, there is still a significant hurdle to broader usage

of maBPP for strain mapping in nanocrystals: it is very difficult to formulate generalized experimental

guidelines for phase retrieval using maBPP. The guidelines for 3D-BP are relatively straightforward: 3D

diffraction patterns sampled by twice the Nyquist frequency should be collected at each probe position

and the probe should be scanned with 50% overlap. 3D diffraction patterns at a given probe position are

generated by combining the 2D diffraction patterns taken across a full rocking curve at a commensurate

probe position. In this case the spatial resolution is determined by the extent of oversampled intensity

on the detector plane (for ~qx and ~qy) and the angular extent of the rocking curve (for ~qz ) This results in
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a highly constrained phase problem, but as discussed previously, it is unrealistically time intensive. For

maBPP, the measurement parameters are much more flexible. The number of angles, sparsity of angles,

probe overlap, and detector sampling are all convolved, meaning the constraints needed to achieve a

desired resolution are not well defined. In fact, it is not even straightforward to specify measurement

conditions that will yield a sufficiently constrained phase. Additionally, the amount of material probed

in a single projection RPrj
ρ is dependent on the Bragg condition and sample orientation/geometry, as

described in Figure 2.9. Because the information collected at each probe position is not the same for

all experiments, the relationship between phase retrieval constraints and experimental conditions is more

complex.

In the near future, diffraction-limited storage rings will become more readily available, which offer

nano-focused X-ray beams with increased flux and coherency. These probes will allow for faster collection

of oversampled intensity patterns, meaning more angles and probe overlap can be collected within a

scan series while maintaining reasonable experimental times (a few hours for a maBPP dataset). One

might anticipate that a maBPP measurement can record intensity patterns at conditions that far exceed

what is needed to constrain the phase problem, i.e. moving towards the limit of collecting full rocking

curves like 3D-BP but without the need for precise probe alignment. In the time being, some general

empirically derived guidelines can be given based on the maBPP measurements described in this chapter.

2D diffraction patterns should be sampled by twice the Nyquist frequency in the detector frame and

the probe should have at least 50% overlap. Rocking curves of high angular density (>0.02◦) should be

collected over the FWHM of the Bragg peak, with intensity patterns at the center of the Bragg peak

being most critical.
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CHAPTER 5

Correlative Tomography of InGaAs QWs in Nanowires

In this chapter, the techniques discussed in Chapter 2 will be applied in a correlative fashion to

investigate the structure and properties of InGaAs QWs embedded in GaAs nanowires. Section 5.1 aims

to interpret an observed blue shift in emission within a WZ region of a WZ/ZB axial QW heterostructure.

Spatially resolved CL is used in direct correlation with EBSD and nano-probe X-ray diffraction to identify

the WZ regions of the QW and rule out strain as the primary contributor to the blue shift. Then CL

is directly correlated with 3D atom probe tomography measurements of the nanowires, revealing an

increase in the In content within the WZ region of the QW. Measurements of the crystal structure, strain,

morphology, and composition are used as inputs to band structure calculations to explain reproduce the

measured blue shift in emission. Section 2.4.2 describes InGaAs QWs with an asymmetric thickness

profile grown on GaAs cores to study how variations in QW thickness, which frequently occur within

nanowire heterostructures, influence nanowire emission. Knowledge of composition, structure, and strain

is also required to explain emission characteristics.

To investigate the strain, 3D Bragg coherent diffraction imaging was performed on the asymmetric

QW nanowires at two scattering conditions. For the first time, 3D BCDI images probing in-plane strain

in nanowires were reconstructed. These reconstructions reveal phase wraps indicative of dislocations

at the largest QW facets. This observation suggests that BCDI of asymmetric QWs could be used

to obtain experimental measurements of QW critical thickness in nanowires, which to date are poorly

understood. Future work will involve EDS-STEM or APT measurements of the same nanowires to directly

correlate composition and strain to the emission. Power-dependent PL spectra have been collected for

the nanowires measured in BCDI, but more knowledge of the composition and QW thickness are needed

for interpretation. Finally, cross-sectional STEM measurements of representative nanowires are needed

to confirm the presence and type of dislocations within the QWs. The two investigations discussed in
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this chapter provide examples of how 3D correlative tomography can be used to reveal structure-property

relationships in complex nanowire heterostructures.

5.1. Emission Shift in Wurzite/Zincblende InGaAs Quantum Well Heterostructures

Section 5.1 was reprinted with permission from J. Lahnemann,M.O. Hill, et al.“Correlated Nanoscale

Analysis of the Emission from Wurtzite versus Zincblende (In,Ga)As/GaAs Nanowire Core–Shell Quan-

tum Well” Nano Letters 19.7, (2019): 4448-4457. Copyright @ 2019 American Chemical Society.

5.1.1. Motivation of Research

This study investigates the influence of the crystal phase on the emission characteristics of (In,Ga)As

quantum wells (QWs) on GaAs nanowires (NWs). Ternary group-III-arsenide core-shell QWs have shown

great promise in nanowire-based emitters/lasers [376, 50, 23, 295] and detectors/solar cells.[377, 378, 379,

380] Notably, (In,Ga)As-based emitters have the potential to operate at the so-called telecommunication

band;[381] such a combination of nanoscale emitters with Si waveguides promises to revolutionize the

speed and energy efficiency of on-chip information transfer.[382] Recently, key steps towards nanophotonic

on-chip integration of such devices on Si were demonstrated.[383, 47, 384] In this context, GaAs nanowires

act as a substrate for QWs, with the entire structure acting as a waveguide to confine light.

When GaAs is grown in nanowire form, one can access both the equilibrium zincblende (ZB) and

the metastable wurtzite (WZ) crystal phases,[385, 386, 91, 387] and advances in understanding nanowire

growth [81, 388] have recently enabled control over the polytype by both metal-organic vapor phase

epitaxy [389, 388] and molecular beam epitaxy (MBE).[86] The distinct optical and structural properties of

the WZ polytype provide an intriguing opportunity for band gap engineering using polytype junctions.[76]

Indeed, studies of binary GaAs nanowires have established that the band gap energies of both polytypes

are the same to within 5 meV,[88, 87] whereas the WZ/ZB interface exhibits a type II band offset of

about 100 meV.[92, 93, 91, 390] For binary InAs nanowires, a difference between the ZB and WZ band

gap energies of about 60 meV has been reported.[391] However, little is known on the influence of the

crystal phase on the band structure of important ternary alloys such as (In,Ga)As.[392] Beyond the
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influence of crystal phase, engineering the optical properties of nanowire-based QWs requires a detailed

understanding of how composition, QW width, and the associated interface strain impact the band

structure,[50, 393, 394, 23, 295] necessitating an integrated approach to nanoscale characterization.

Here we employ a unique combination of spatially-resolved measurement techniques, together with

calculations in the framework of k ·p perturbation theory, to provide a correlative structure-property

analysis on the level of single nanowires. We grow GaAs nanowire cores with a WZ segment on a ZB

base to overgrow circumferential WZ and ZB (In,Ga)As QWs under identical conditions, exploiting the

transfer of the core polytype to the shell.[395, 276, 396] Using cathodoluminescence (CL) spectroscopy and

electron backscatter diffraction (EBSD), we observe a 75± 15 meV blueshift of the QW emission energy

in the WZ segment. A combination of atom probe tomography (APT), coherent X-ray nanodiffraction,

and theory enables two dominant contributions to the blue-shift to be identified. First, the In content

of the WZ QW is lower than that of the ZB QW, while the QW thickness remains unchanged. Second,

compressive strain in the QW induces distinct shifts in the valence band energy in the WZ and ZB

segments. Our findings can guide future work on nanowire core-shell heterostructures for a range of

applications that exploit quantum confinement and polytype phase engineering.

5.1.2. Results and Discussion

GaAs nanowires were grown by MBE using the Ga-assisted vapor-liquid-solid growth mode,[397, 398] and

then radially overgrown with shells to form heterostructures.[50] As illustrated in the inset to Fig. 5.1(a)

for sample A, a p-doped GaAs core is followed by an (In,Ga)As QW (≈ 15% In) sandwiched between

two nominally undoped (intrinsic) GaAs layers. The QW is capped with an n-doped GaAs outer shell,

resulting in a facet-to-facet diameter of about 260 nm. For measurements that require smaller diameter

nanowires, sample B was grown with a reduced core and capping layer thickness (without doping), leading

to an overall nanowire diameter of about 145 nm. An overview of the as-grown nanowire ensemble A is

given by the scanning electron micrograph in Fig 5.1(a); superimposed are two monochromatic CL maps

of the QW emission for energies of 1.35 and 1.39 eV, which highlight the presence of segments emitting

at different energies (see also discussion and complementary panchromatic CL map in the Supporting
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Figure 5.1. (a) Birds-eye view scanning electron micrograph of the (In,Ga)As core-shell
nanowire ensemble (sample A). Superimposed are monochromatic CL maps of the low-
temperature QW emission at 1.35 and 1.39 eV (false color representation using linear
intensity scales). The inset shows a top-view illustration of the core-shell geometry. (b)
Micrograph of NW A1 together with a map of the crystal phase recorded by EBSD on the
upper facet of this nanowire. (c) Sketch of the axial nanowire cross-section highlighting
how the shell QW is grown on the core segments with different crystal structure. (d) CL
spectral line-scan along the nanowire axis for the nanowire shown in (b). The emission
intensity is color-coded on a logarithmic scale.

Information in reference 399). The origin of this shift in emission energy and its correlation with the

crystal structure are investigated in the current study.

5.1.2.1. Correlation of crystal structure and emission properties. . The crystal structure of

the nanowire heterostructure was investigated with spatially-resolved EBSD and X-ray nano-diffraction,

correlated directly with CL, and independently confirmed by transmission electron microscopy (TEM).

Firstly, the variations in crystal structure along the nanowire were determined by EBSD in a SEM for

single, dispersed nanowires of sample A, mapping the crystal structure and orientation across the central

part of the upward-facing side facet. While the crystal orientation is constant, we consistently observe a

transition from ZB to WZ polytype as exhibited by the representative nanowire in Fig. 5.1(b). The base

of the nanowire consists of an about 1 µm long ZB segment, followed by about 300–400 nm of the WZ

polytype. The cap of the nanowire (≈ 300 nm) exhibits a more complex faceting in the micrograph and an
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indeterminate structure due to an insufficient quality of the Kikuchi patterns in the EBSD measurements.

Figure 5.1(c) schematically illustrates the structure, where the QW shell (yellow) and capping layer are

known to adopt the crystal structure of the nanowire core.[395, 276, 396]

The ZB to WZ transition occurs due to a change in growth conditions. The ZB polytype is grown with

a relatively low V/III flux ratio.[82, 91] Towards the end of the core growth, the Ga flux is terminated,

leading to the consumption of the Ga droplet. [400, 401] As the droplet shrinks, the contact angle to the

nanowire sidewalls is reduced, leading to the nucleation of the WZ polytype.[388, 402] Finally, the cap

region results from axial growth during the deposition of the radial shells. The cap is non-emissive and

therefore not the focus of the present study.

The crystal structure was spatially correlated with the (In,Ga)As QW light emission from the same

nanowire using low-temperature CL spectroscopy. Figure 5.1(d) presents a spectral line-scan along the

axis of the nanowire in Fig. 5.1(b). Emission bands are observed at 1.345 and 1.375 eV, and their

intensity maxima coincide with the locations of the ZB and WZ segments, respectively. Therefore, the

two bands originate from QWs with different crystal structures. A much weaker CL signal around 1.48 eV

(not shown), corresponding to the GaAs core, is observed along both the ZB and WZ segments, which

confirms the efficient carrier transfer from the core to the QW independent of the crystal polytype. The

upper end of the nanowire does not show any significant luminescence, indicating strong non-radiative

recombination in this part of the nanowire.

Before discussing the CL results in more detail, we consider a more in-depth analysis of the crystal

structure that we obtained from synchrotron-based X-ray nano-diffraction (nanoXRD) measurements.

Figures 5.2(a) and (b) show a SEM micrograph and a map of the Ga-K edge X-ray fluorescence (XRF)

(taken in conjunction with nanoXRD) for the same representative nanowire from sample A, enabling

spatial alignment of the CL and XRD measurements. The integrated diffraction intensity of one of the

measured Bragg conditions, (101̄0), is presented in Fig. 5.2(c). The equivalent to the WZ (101̄0) reflection

is forbidden for the ZB polytype, allowing us to map the position of the WZ segment (about 200–300 nm

long) in the nanowire. Figure 5.2(d) shows a map of the CL peak energy, where again a blueshift of the

peak emission from 1.345 eV in ZB to 1.380 eV in the WZ segment is obtained.



135

(a)

(b)

(c)

(d)

(e) (f)

(g)

0.2

Ga K-edge fluorescence (norm.)

0.0

0.2

0.0

0.2

dqz (nm-1)

dq
x 

(n
m

-1
)

0.5

1.0

0.5

1.0

y-
ax

is
 (

µ
m

) m-plane diffr. intensity

z-axis (µm)
0.0 0.4 0.8 1.2 1.6

10 K CL peak energy (eV)

1.34

1.38

faulted WZ

pure WZ

1.30 1.35 1.40 1.45
Energy (eV)

C
L 

in
te

ns
ity

(a
rb

. u
ni

ts
)

WZ

ZB

100 nm

SFs

WZ

SFs

ZB

10 K

0.2
0

-0.2

      -0.4       0       0.4     0.8

0.2
0

-0.2

Figure 5.2. (a) SEM micrograph and (b) XRF map of the Ga K-edge for NW A2 used
to align the CL and X-ray maps. (c) 2D map of the normalized integrated diffraction
intensity for the (101̄0) reflection (m-plane) forbidden in ZB. (d) Map of the CL peak
energy for the same nanowire extracted from a Gaussian fit to the individual spectra of
a 2D spectral image. (e) Diffraction patterns for the two positions marked in (c) repre-
senting the pure WZ (magenta) and the faulted region (cyan) at the WZ/ZB transition
plotted using relative scales. (f) Representative TEM micrograph for a nanowire from
sample B (NW B1) optimized for contrast from stacking defects. The presence of the
QW is evidenced by its strain contrast. (g) Exemplary CL spectra for the QW emission
on the WZ and ZB segments integrated over the regions marked in (d). The markers
highlight our estimate of the energy difference between the QW emission from pure WZ
and ZB segments.

In addition, nanoXRD is sensitive to the presence of defects in the crystal stacking order of the

WZ region. Fig. 5.2(e) shows distinctive diffraction patterns originating from the center of the WZ

segment and close to the ZB interface, as marked in Fig. 5.2(c). The diffraction pattern for the center

of the WZ region (magenta) appears as a sharp isolated peak indicative of a pure, or nearly pure,

WZ crystal. In the transition region close to the ZB interface (cyan), the diffraction spreads to high

qy due to the interference between stacking variations that are smaller than the size of the projected

beam.[403, 225, 404] This structure was observed in all eight nanowires measured by nanoXRD. Indeed,

a high density of short, alternating segments of WZ and ZB stacking, including stacking faults (SFs) and

twins, have been reported for the transition from the ZB to the WZ phase.[398, 402, 82] At the same
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time, the central part of the WZ segment appears to be mostly free from SFs, as independently confirmed

in Fig. 5.2(f) by TEM for a nanowire of sample B.

Figure 5.2(g) displays CL spectra for the WZ and ZB segment, highlighting that the QW emission

from the WZ segment is blueshifted, broadened and can be more intense with respect to the ZB region.

From Fig. 5.1(d), we further see that the broadening and blueshift increase from the interface between

WZ and ZB to the center of the WZ segment. For the interpretation of the CL measurements, it is

important to keep in mind that carriers are excited locally within the scattering volume of the electron

beam, but the light is collected from a much larger area. Thus, carriers diffusing to and recombining

at a region with lower emission energy will still be attributed to the beam position. Normally, even for

QW structures, the III-arsenides have a sufficiently large diffusivity that most carriers excited in the

WZ segment should reach the lower energy ZB QW.[405, 406] Nevertheless, we see a clearly blueshifted

transition for the WZ QW. Apparently, the stacking defects in the transition region serve as a barrier

limiting carrier diffusion to the lower energy segment.

We note that the centroids of the WZ and ZB CL bands are separated by 40 meV, though the

sources of broadening and line shapes of these peaks merit a careful consideration (discussed here), and

motivate verification via experiment-informed k ·p calculations (detailed in the next sections). In this

material system, the QW emission is inhomogeneously broadened from fluctuations in the composition

of the ternary alloy and of the QW width, which introduce carrier localization centers in the QW plane.

A significant additional broadening is also present in our data, evidenced by the high energy tail of the

ZB band and from the multiplicity of peaks when exciting the WZ segment. The different origins of the

broadening in the two polytypes must be considered to infer the blueshift one would expect from pure

segments.

Firstly, the peak of the ZB band is shifted towards higher energies due to the high excitation density of

the electron beam in CL, which results in the saturation of localized states. The additional contributions

probably even include higher excited states in the QW. Therefore, we attribute the low energy slope

of this broadened emission band to the QW emission in the ZB segment, as highlighted by the orange

marker in Fig. 5.2(g).
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Secondly, the strong inhomogeneous broadening in the WZ emission band can be attributed to carriers

diffusing to the defective region between the two segments. It has been observed that SFs constitute

crystal phase QWs,[91, 101, 387] and when superimposed with a compositional core-shell QW, can act as

quantum rings, resulting in an up to 50 meV red-shift of the emission with respect to the compositional

QW.[396] Carrier localization at the quantum rings could also explain the increase in emission intensity

in the WZ as compared to the ZB segment. The significant broadening of the WZ band is therefore

consistent with the red-shift from carriers diffusing to the quantum rings, indicating that the emission of

the QW in the pure WZ region produces the higher energy slope, as highlighted by the blue marker in

Fig. 5.2(g). Note that, in contrast to ZB, the carrier diffusion to the quantum rings effectively reduces

the excitation density in the WZ QW.

Taking these effects into account, we estimate that the WZ QW emission is blueshifted by 75±15 meV

with respect to that of the ZB QW. This estimate is based on inferring the energies of the QW emission

lines for WZ and ZB that are unbroadened and unshifted in a manner consistent with previously observed

phenomena. Importantly, the validity of this analysis can be tested and deeper insights can be attained

by invoking further experiments, analyses, and calculations, as presented in the following.

5.1.2.2. Influence of the polytype on the QW growth. The shift in emission energy between the

QWs on the WZ and ZB nanowire segments could arise from differences in the band structure of the two

polytypes. [407, 408] However, the difference in crystal structure could modify the growth of the QW,

resulting in a difference in QW composition, thickness, or strain state, each of which would influence the

emission. Here, either thinner QWs or a lower In content on the WZ segments would lead to a blueshift

as observed. In order to deconvolve the influence of QW composition and morphology from that of the

crystal structure, APT measurements, which provide a three-dimensional, spatially-resolved view of the

nanowire heterostructure, were correlated directly with CL.

Sample B, which has a reduced diameter but the same evolution of crystal structure [cf. Fig. 5.2(f)],

was used for APT, as the large diameter of the nanowires from sample A would require very high voltages

for evaporation leading to a high probability of fracture. As APT is destructive, CL measurements were

carried out prior to the APT analysis. nanowires were isolated using a tungsten micro-manipulator tip
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Figure 5.3. (a) APT data for one side facet of a nanowire from sample B (NW B2)
represented as two-dimensional cut along the nanowire axis through the APT data on
the nanowire side facet with color-coded composition. The map shows 0.5% of Ga atoms
in blue, and 100% of In atoms in yellow, while As atoms are omitted for clarity. The
outline of the QW is highlighted by the isosurface for a mole fraction of 8%. In the right
panel, the isosurface for a mole fraction of 13% In is mapped and filled in yellow. (b)
Top-view cross-sections of the In mole fraction extracted from the APT data for the WZ
and ZB segments as marked in (a). (c) 2D slices in the center of the QW in the 〈110〉
direction, indicated by the dashed line in (b). Representative line profiles are shown
for both WZ and ZB, with Gaussian fits to extract the maximum (dashed curve). (d)
CL spectral line-scan recorded along the axis of NW B2. (d) Plot of the maximum In
mole fraction, determined along the length of the nanowire by averaging maxima of the
QW profiles exampled in (c). This profile was used to determine the In contents used in
emission simulations.

in a dual-beam SEM. In order to align the limited radial field of view of APT with the QW region, the

nanowire was intentionally tilted when mounting (see Supporting Information in reference 399), such that

mainly one side facet of the nanowire is probed. This specific geometry allowed us to probe the QW

along a length of 400–500 nm and thus measure both the WZ and ZB regions in a single wire. A 2D slice

in the center of the reconstructed nanowire is shown in Fig. 5.3(a) (for a 3D animation of the APT data,
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see Supporting Information in reference 399). At the top of the nanowire, axial GaAs and (In,Ga)As

segments are visible, corresponding to the lengthening of the nanowire during growth of the QW and

outer shell layers. Below this region, a single facet of the (In,Ga)As QW can be seen. To further outline

this QW, the isosurfaces corresponding to a mole fraction of 8% In are highlighted. The right panel in

Fig. 5.3(a) shows an isosurface contour for 13% In mole fraction, in which the interior of the contour

has been filled in (yellow). The gap in the isosurface indicates that there are compositional variations

along the length of the QW. Specifically, the In mole fraction is reduced in the upper part of the probed

QW. The purple box coincides with the region of higher emission energy in CL, as shown in Fig. 5.3(d),

suggesting it corresponds to the WZ segment of the nanowire.

Cross-sectional views of the WZ and ZB QWs are shown in Fig. 5.3(b). Profiles of the In mole fraction

taken along 〈110〉 directions [Fig. 5.3(c)] confirm that the In fraction is lower in the WZ QW. However, the

FWHM of the QW, extracted by a fit with a Gaussian, is the same (4.7±0.5 nm) within the experimental

error. The variation in QW composition along the length of the nanowire is plotted in Fig. 5.3(e), spatially

aligned with the CL map in Fig. 5.3(d). The average In mole fraction in the ZB QW is 15.3% with a

symmetric variance of 0.9%, which is comparable to the systematic error in the APT measurement of

about 1%. [409, 410] In contrast, the WZ segment exhibits continuous gradients in composition from

the interface regions to the center of the segment, and these correlate well with the shifts in emission

energy seen in Figs. 5.1(d) and 5.2(d), as well as the inhomogeneous broadening discussed further below.

The minimum of the In mole fraction is 10.7 ± 0.1%, where the reported uncertainty is determined by

counting statistics and is therefore a lower bound. Assuming that any systematic measurement errors are

the same for the WZ and ZB segments, we find a maximum difference in In mole fraction of 4.6± 0.2%.

An influence of the underlying polytype on the shell composition and thickness in nanowires has previ-

ously been reported for different III-V material combinations such as GaAs/InAs,[411] GaAs/(Al,Ga)As,[329]

InAs/InP,[412] and GaAs/ Ga(As,Sb).[413] It is evident that (In,Ga)As/GaAs also exhibits this behavior,

as the presence of the WZ segment results in a lower In content as compared to the ZB region.

5.1.2.3. Simulations of the shift in emission energy. In order to calculate the difference in emission

energy, we must also consider the possible influence of QW strain. Therefore, nanoXRD measurements
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Figure 5.4. (a) Line profiles of the relative d-spacing change (with respect to bulk ZB
GaAs) for the a- and c-plane reflections as obtained by nanoXRD on sample A (NW A3)
compared with FEM calculations for the c-plane. The experimental error is shown as
semi-transparent bands. (b) Transition energies obtained from two-dimensional in-plane
k ·p calculations across (In,Ga)As core-shell heterostructures for varying In content at
constant QW thickness t. The dashed lines highlight the change in transition energy
expected for a change in In content of 4.6%, amounting to 30–45 meV when ignoring and
95 meV including polytype effects, respectively.

of the relative d-spacing along the nanowire axis [355, 414] were performed on nanowires from sample A

[example in Fig. 5.4(a)]. For more details about this analysis see Appendix C. Within the accuracy of the

experiment, the a-plane spacing [(21̄1̄0)/(202̄)] is unchanged along the whole nanowire. In contrast, the

c-plane spacing [(0002)/(111)] is increased by 0.9± 0.2% in the WZ segment. Finite element calculations

(FEM) based on literature values for the lattice spacing in binary WZ and ZB GaAs nanowires[415]

predict a change in c-plane spacing of 0.8%. Hence, we can conclude that the change in c-plane spacing

arises primarily from the change in crystal structure, and any residual strain (if present) is below the

accuracy limit of our measurement. Further, FEM suggests that changes in the thickness or composition

of the (In,Ga)As QW lead to minimal changes of the strain state of the GaAs core (see Supporting
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Information in reference 399). Therefore, though the (In,Ga)As QWs are compressively strained from

the surrounding GaAs, we conclude that the variation in residual strain between the QWs grown on WZ

versus ZB can be neglected.

Now, understanding the composition, morphology, and strain in the QW, as well as the crystal

structure of the nanowire, we can simulate the electronic characteristics of the QWs in the WZ and ZB

phase via k ·p calculations. First, we have independently modeled the electronic properties of the ZB

and WZ segments based on their equilibrium lattice constants (see Supporting Information in reference

399 for a careful evaluation of the employed material parameters). Second, for both the WZ and ZB

polytype, the composition of the InxGa1−xAs shell QW has been systematically varied and the resulting

transition energy, defined as energy difference between electron and hole ground state E(Ψ0
el)−E(Ψ0

ho),

is shown in Fig. 5.4(b). Because excitonic effects and the role of the excitation density are not taken

into account, the absolute transition energies are not expected to be reproduced, but the relative changes

should be fairly accurate.

Experimentally, we observe a maximum change in In content between the QW on the WZ and ZB

segments of 4.6 ± 0.2%, accompanied by a 75 ± 15 meV shift in the transition energy. According to the

calculations, a shift of 30–45 meV could be produced by a 4.6% change in QW composition, depending

on whether we take the band parameters for WZ or ZB [marked by dashed lines in Fig. 5.4(b)]. However,

the k ·p calculations also predict that an additional 50–65 meV shift results from the difference in band

structure between the ZB and WZ polytypes. This is a significant finding, as an interpolation of the

experimentally-observed band gaps in binary alloys would predict a shift of only 10 meV in unstrained

In0.15Ga0.85As.[88, 87, 391] However, for an In content of 15%, the ternary QWs experience a compressive

strain of about 1.1% from the lattice mismatch with the GaAs core and outer shell. The opposing impact

of this strain on the valence band energies in WZ and ZB (In,Ga)As accounts for the remaining shift in

energy. Through the crystal field splitting, the heavy hole valence band dominates in WZ (in contrast

to the light hole band in ZB) and is shifted to lower energies; a similar effect has been observed when

mechanically introducing strain in binary ZB and WZ GaAs nanowires.[416, 417] In addition, for our

QW structures, the different nature of the valence band in WZ also enhances the confinement of the
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hole states, introducing an additional increase of the transition energy (see Supporting Information in

reference 399 for further details).

The combination of the strain effect on the band structure and the change in In content add up to

a predicted blueshift of about 95 meV. The slight overestimation compared with the experiment can be

attributed to uncertainties concerning the employed WZ band parameters.

5.1.3. Methods

Growth. The investigated samples were grown by molecular beam epitaxy (MBE) on p-type B-doped

Si (111) wafers covered with the native oxide. The MBE system is equipped with one In and two Ga

effusion cells, as well as Be and Si effusion cells for dopants and two valved cracker sources for supply

of As2. An optical pyrometer was used to measure the substrate temperature. Fluxes were calibrated

and expressed in terms of an equivalent growth rate on the GaAs (001) surface in monolayers per second

(ML/s).

Before growth, the Si substrates were annealed in the growth chamber for 10 min at 680 ◦C. Then,

the substrate temperature was adjusted to 645 ◦C for the growth of the GaAs nanowire core by the

self-assisted vapor-liquid-solid (VLS) method. The core growth[418] was initiated by the deposition of

Ga for 30 s at a flux of 1.3 ML/s. After a 60 s ripening step without flux, the Ga and As2 fluxes were

supplied simultaneously at a Ga flux of 0.3 ML/s and a V/III flux ratio of 2.2–2.8.[419] The growth time

was 30 min., after which the Ga shutter was closed and the VLS Ga droplets on top of the nanowires

were consumed by crystallization to GaAs under an As2 flux of 4 ML/s. Subsequently, the substrate

temperature was reduced to 420 ◦C for the lateral shell growth under a V/III flux ratio of 20, conditions

that limit adatom diffusion on the nanowire sidewalls.[50] Two different samples, A and B, with the

following multi-shell structure were grown:

Sample A: A full light emitting diode (LED) structure consisting of a radial p-i-n structure. The

GaAs nanowire core is doped p-type using Be and has a diameter of about 100 nm. The multi-shell

structure consists of (from the core to the outer shell) a 10 nm thick undoped GaAs shell, a 10 nm thick
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In0.15Ga0.85As QW shell, another 10 nm thick undoped GaAs shell and a 50 nm thick n-type GaAs outer

shell doped with Si.

Sample B: To reduce the nanowire diameter for the APT measurements, sample B consists of a 85 nm

thick undoped GaAs nanowire core with a multi-shell structure consisting of a 10 nm thick In0.15Ga0.85As

QW shell and a 20 nm thick undoped GaAs outer shell.

It was verified that the difference in doping and diameter between samples B and A did not influence

the crystal structure.

Electron backscatter diffraction. EBSD in a SEM allows to determine the crystal polytype of

extended segments in GaAs nanowires.[420] To this end, a Zeiss Ultra 55 field-emission SEM equipped

with an EDAX/TSL EBSD system was operated at an acceleration voltage of 20 kV and a beam current

of 1.7 nA. nanowires were dispersed on a Si substrate covered with Au-markers to facilitate subsequent CL

measurements on the same nanowire. The sample was tilted at 70◦ and the axis of the probed nanowire

was aligned along the vertical direction. EBSD maps were acquired with a step size of 20 nm, though the

interaction volume of the backscattered electrons and thus the actual spatial resolution is estimated at

about 50 nm. The recorded Kikuchi patterns were automatically indexed using the provided routines of

the manufacturer. Note that each of the correlations presented in the manuscript was verified on several

nanowires to ensure that the conclusions we draw can be generalized.

Cathodoluminescence spectroscopy. CL spectroscopy was carried out in the same SEM, which

is also equipped with a Gatan monoCL4 system, at an acceleration voltage of 5 kV and beam currents of

about 500 pA. A diffraction grating with 600 lines/mm blazed at 800 nm was used in conjunction with a slit

width of 0.5 mm (hyperspectral maps) and 2 mm (monochromatic maps), which corresponds to spectral

resolutions of about 4 and 16 meV, respectively. The luminescence was detected by a photomultiplier

tube (PMT) for monochromatic maps and by a charge-coupled device (CCD) for hyperspectral maps.

Hyperspectral line-scans along the axis of single nanowires were collected by recording the luminescence

spectra using the CCD at each dwell point of the electron beam. Note that the PMT is close to the

limit of its detection range for the probed QW emission and its sensitivity is not corrected for, whereby

shifts in the emission energy from nanowire to nanowire and between the WZ and ZB segments can have
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a significant impact on the recorded intensity in Fig. 5.1(a). The samples were cooled to 10 K using

liquid He with a dedicated stage. The correlation to EBSD and nanoXRD was carried out on dispersed

nanowires from sample A. Prior to the APT measurements, as-grown nanowires close to the cleaving edge

of sample B were measured with the sample mounted at an angle of 90◦. The positions were documented

by overview micrographs to facilitate harvesting of these very nanowires. CL data analysis was performed

using routines based on the python library hyperspy.[421]

Nanoprobe X-ray diffraction. Nano-diffraction measurements were performed at the Hard X-

ray Nanoprobe beamline 26-ID-C of the Advanced Photon Source at Argonne National Laboratory.

Simultaneous X-ray fluorescence mapping of the Ga K-edge (10.367 keV) was used to locate the nanowires,

which were randomly dispersed on a 10 µm thick Si substrate transparent to hard X-rays. A nanofocused

beam of ≈ 25 nm diameter was scanned across the nanowires, and diffraction patterns for a specific Bragg

reflection were measured on a 2D CCD detector placed 0.8–0.9 m away from the sample. A total of eight

nanowires were measured at 2–3 different Bragg conditions each. nanowires oriented in two different

directions on the substrate were measured, which gave access to different Bragg reflections. The first set

of nanowires, which includes NW A2 from Fig. 5.2, were investigated at the a-plane condition of (21̄1̄0)

and the m-plane (101̄0) reflection (forbidden for ZB). The second set of nanowires, including NW A3 from

Fig. 5.4(a), was investigated at the same (21̄1̄0) reflection, but also at the c-plane condition of (0002)

and the (101̄1) reflection, which has components of both c and m-planes (forbidden for ZB). Whereas

the first set of nanowires did not allow access to the c-plane reflection, they gave a better view of the

stacking order using the m-plane reflection.

Atom probe tomography. Samples for APT were prepared by a multi-step transfer method in a

SEM (see Supporting Information in reference 399 for images).[422] First, a sacrificial nanowire was Pt

welded to the end of a tungsten micromanipulator tip. The sacrificial nanowire was then welded to the

base of the nanowire of interest that was standing vertically (as grown) on the edge of a Si substrate. The

nanowire was then pulled off the substrate, the SEM was vented, and the manipulator tip was rotated by

hand to tilt the vertically standing nanowire by approximately 30◦. The nanowire was then Pt welded to

the top of a tungsten tip standing vertically in the SEM and the sacrificial nanowire was broken off. The
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nanowires were then cleaned in oxygen plasma for 3 min. The nanowire diameter of 145 nm (short axis) is

still significantly larger than common for APT tips. In this case, mounting to tungsten tips was essential

for the analysis of the nanowire without fracture, which was not possible using a traditional Si micropost

array. APT measurements were performed in a LEAP 5000XS system utilizing a 355 nm laser, at a 30 K

stage temperature, 250 kHz laser pulse rate, and a 2% detection rate. A pulse energy of 10 pJ was used

to evaporate through the overgrowth layers, and then was lowered to 1 pJ, with the specimen reaching a

maximum of 2.5 kV. The APT measurements are consistent for a total of three analyzed nanowires.

Simulations. Calculations based on k ·p perturbation theory are well adapted to assess the proper-

ties of multiple conduction and valence bands around the center of the Brillouin zone with a reasonable

computational effort.[423] Elastic and electronic properties were computed using the respective modules

of the Sphinx software library.[424] In this framework, we employ an eight-band k ·p model for WZ

semiconductor materials.[425] As the segments are long enough that we can ignore the influence of the

interfaces on their elastic properties, the calculations have been restricted to 2D in-plane cuts through the

nanowire [c.f. sketch in the inset to Fig. 5.1(a)]. The calculated structure corresponds to that of sample B.

The parameters of the ZB phase were transformed to the ones of the WZ Hamiltonian using the relations

provided in Ref. 426. All relevant parameters employed are summarized in the Supporting Information in

reference 399 (using the WZ notations) together with a discussion on their reliability. Elastic strain was

computed using a linear elasticity model and enters the eight-band k ·p model in a similar manner as in

Ref. 408. Excitonic effects were neglected in this work and thus represent a systematic error (of about

5–10 meV[427]) to be considered when comparing simulation results to transition energies observed in

experiment.

Transmission Electron Microscopy. nanowires from sample B were investigated by high-resolution

TEM in a JEOL 2100F field emission microscope operated at 200 kV and equipped with a Gatan Ultra

Scan 4000 CCD camera for image recording. For this investigation, the nanowires were mechanically

dispersed on a Lacey carbon film supported by a 300 mesh copper grid. Each investigated nanowire was

aligned along the 〈112̄0〉WZ zone axis (corresponding to the 〈11̄0〉 ZB zone axis) to obtain high resolution

micrographs and a clear contrast from SFs.
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5.1.4. Summary and Conclusions

In summary, the concurrent growth of (In,Ga)As QWs on adjacent ZB and WZ templates in the form of

GaAs nanowire cores, together with a suite of spatially-correlated single nanowire measurements, allowed

us to establish the influence of the crystal polytype on the growth and emission properties of these ternary

QWs. For the WZ QW, we find a reduced In mole fraction and an enhanced influence of strain on the

band structure through a shift in the valence band. Both of these factors contribute to the observed

blueshift in emission energy. The influence of carrier localization at the stacking defects in the ZB/WZ

interface boundary region, as well as spatial variations in In mole fraction explain the inhomogeneous

broadening of the WZ QW emission peak. In consequence, the peak centroid shift of about 40 meV

underestimates the difference between the QW transition energies in WZ and ZB, which we estimate to

amount to 75±15 meV. Note that this correlative approach can be applied to a variety of open questions

concerning the properties of semiconductor nanostructures.

Previously, the emission behavior between WZ and ZB binary GaAs has been studied in detail.

However, in nanowire optoelectronic applications, core-shell heterostructures with ternary QWs are much

more relevant. Our correlative analysis deconvolves the effects of composition and strain in ternary

(In,Ga)As QWs, showing that the difference in emission energy between the WZ and ZB QW regions is

much larger than for binary GaAs as a consequence of the compressive strain on the QW. We thereby

establish key design principles for the application of crystal properties in engineering III-As emitters.
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5.2. Bragg Coherent Diffraction Imaging of InGaAs Quantum Wells of Asymmetric

Thickness

As discussed in Chapter 2, correlative imaging is critical for understanding the emission properties

of InGaAs QW nanowires. In Section 5.1, atom probe tomography, spatially resolved CL, EBSD, and

X-ray nanodiffraction were combined to uncover the origin of a blue shift in CL emission. In that case,

2D nano-diffraction mapping was sufficient to confirm the strain state because the primary variation in

strain and structure was along the length of the nanowires. In this section, nanowire InGaAs QWs with

different thicknesses on each facet (referred to here as asymmetric QWs) were investigated, requiring 3D

imaging of the strain state at high resolution. To this end, coherent diffraction imaging was performed

on single nanowires to investigate strain. Strain states within QWs as thin as 4 nm were resolved,

and phase wraps within the nanowire cross-section suggest the presence of misfit dislocations at the

corners of the largest facets. This work outlines a new approach to coherent diffraction imaging of long

nanowire heterostructures, without potentially defect-forming milling or etching processes. Additionally,

this section proposes a new method to investigating critical thicknesses for defect formation in multi-shell

nanowire heterostructures. The nanowire growth, fabrication, and PL measurements in this work were

performed by Paul Schmiedeke in the group of Professor Gregor Koblmüller at TU Munich.

5.2.1. Motivation of Research

Growth of shells on nanowire cores commonly produces non-uniform thickness on each facet [428]. Fur-

thermore, nanowires cores can exhibit deviations from a perfect hexagon; the shells grown on these cores

will adopt the same shape [429]. Until recently, simulations of electronic behavior have been limited to

perfect hexagons with uniform QW thicknesses throughout. A wavefunction delocalization with six-fold

symmetry (with greatest amplitude at each QW corner) is predicted. However, recently, Sonner et al.

[430], calculated that <2% thickness variations between facets of AlGaAs QWs on GaAs will lead to a

redistribution of carriers. They calculated that for a 5.5 nm QW heterostructure with a single wider QW

facet, if the wider facet is 5.6 nm (0.1 nm larger), the exciton distribution will localize on the two corners

around the 5.6 nm facet. Further, if the wider facet is 6.4 nm (16% larger) the exciton distribution will



148

be fully localized on the single facet. They hypothesized that such variations in well thickness could lead

to emission line broadening and emission center variations in PL.

Calculations to determine the effect of QW thickness variations on emission, like those performed

in Sonner et al. [430], require input of QW width, composition, and strain on each facet. In Sonner

et al., the low mistfit strain of 0.038% in the Al0.3Ga0.7As/GaAs heterostructures was insufficient to

generate dislocations, and the strain fields could be accurately determined by FEM. In contrast, the

InGaAs/GaAs heterostructures considered here have large misfit strains potentially sufficient to nucleate

dislocations in the thicker QWs. In this context, FEM predictions of strain are not sufficient. Therefore

three-dimensional probing of strain, composition, and QW morphology are required to support modeling

of the carrier distribution, with the goal of determining how carrier localization modifies the PL emission,

as was done previously for AlGaAs quantum structures [430]. This section describes investigations of the

3D strain distribution in asymmetric InGaAs QWs grown on GaAs nanowires through Bragg coherent

diffraction imaging (BCDI). Directly correlated power-dependent PL measurements were performed by

collaborators and will be reported elsewhere. Further work is proposed to measure the composition and

QW thickness in the same nanowires via APT or STEM.

5.2.2. Results and Discussion

5.2.2.1. Nanowire growth and processing. GaAs nanowires were grown via a self-catalyzed VLS

process in MBE. Selective area epitaxy was used to create an hexagonal array with a 10 µm pitch. SEM

confirmed the length and thickness of the nanowire cores at these growth conditions to be ∼4 µm and

∼50-100 nm (facet to facet) respectively. Given the Ga flux during growth, the crystal structure is

expected to be primarily ZB. After core growth, the substrate was rotated to align the {011̄} nanowire

facets with the MBE effusion cells (by aligning to the Si wafer flat). The rotation angle and growth

conditions were chosen to grow an InGaAs QW of 4 nm thickness on the closest {011̄} facet. During

this directional deposition, QWs on the two adjacent facets are expected to grow at half the rate (to a

2 nm thickness). Next, the substrate was rotated 180◦ and InGaAs QWs were grown on the other three

facets with nominal thicknesses of 10 nm, 10 nm, and 20 nm. Finally, a GaAs barrier layer of ∼50 nm
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was grown. The expected final structure is shown in 5.5(a), consisting of QWs with nominal thicknesses

of 20 nm, 10 nm, 10 nm, 2 nm, 2 nm, and 4 nm on adjacent facets. The final diameter is predicted to be

between 200-250 nm (facet to facet) and the In content is nominally ∼20%. The 2 nm QW serves as a

barrier between the 4 nm QW and the 10 and 20 nm QWs to enable PL from the 4 nm and 20 nm wells to

be distinguished in power-dependent PL measurements; the larger QWs should dominate emission at low

powers, while high power excitation is sufficient to populate excited states including the delocalized states

associated with the 2 nm QW. Deviations in the predicted PL emission wavelengths and evolution could

be due to variations in composition, QW thickness, structure, or strain. Strain was first investigated

using non-destructive BCDI, followed by power-dependent PL on the same nanowires, which will not be

reported here. Additional measurements of composition and well thickness are found to be necessary to

fully explain the PL.

Figure 5.5. Growth schematic and SEM of asymmetric InGaAs QW nanowires (a) Nom-
inal dimensions for asymmetric InGaAs QW grown on GaAs core. Nominal In content
is 20%. (b) SEM of three widely spaced nanowires with parasitic growth layer etched
away. (c) SEM of NW-1 circled in (b) after shortening. An island of parasitic growth
remains around the nanowire. (c) Close up SEM of NW-1, after etching the nanowire
length is 1.9 µm and diameter is 206 nm. SEM taken at a 20◦ angle.

BCDI was used to image the strain in the buried QWs. As described in Section 2.4.2, BCDI requires

nanostructures to be fully isolated from materials that diffract into the same region of reciprocal space. To

avoid overlapping diffraction patterns, the nanowires were grown in lines separated by at least 10 µm with
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the same minimum spacing between wires in a single line, as seen for three nanowires in Figure 5.5(b).

Typically, for diffraction of nanowires at in-plane conditions (to probe the strain in the cross-section),

nanowires are removed from their growth substrate and redeposited lying down on X-ray transparent

substrates, such as described in Appendix A. However, previous studies have shown that the in-plane

scattering is highly sensitive to twisting and bending induced at the interface of the lying-down nanowire

and substrate [403]. The effects of this bending are shown for the (011̄) condition in Figure 4.2(c)-(e) in

Chapter 4, where ptychography was used to reconstruct the nanowire despite the large twisting/bending.

BCDI is less able to accommodate spatial variations in diffraction angle (as compared to ptychography), so

the nanowires were left in their as grown vertical geometry to avoid substrate induced twisting. Diffraction

from single nanowires in this geometry creates other challenges, one of which is diffraction from parasitic

growth on the regions between nanowires. At the low temperatures needed to grow high In content

InGaAs QWs (420◦ C) in MBE, a parasitic polycrystalline layer will grow on the SiO2. Under the

growth conditions used here, a polycrystalline parasitic layer of ∼250 nm GaAs and ∼40 nm InGaAs

forms across the entire substrate surface. If this layer is not removed, it would produce a sparse powder

diffraction ring due to the dispersity in orientations of the polycrystals. The vertical nanowire will diffract

at a single angle onto this same diffraction ring, producing undesirable overlap that could compromise the

reconstruction. To remove the parasitic layer, the substrate was spin-coated with a maP-1240 photoresist,

thick enough to fully cover the nanowires, and electron-beam (e-beam) lithography was used to expose

the resist around ∼30 nanowires. The resist was dissolved using acetone and isopropanol, leaving behind

the cross-linked regions protecting each nanowire. The parasitic layer was removed with a wet etch of

citric acid and hydrogen peroxide, and then the residual resist was dissolved from the nanowires [431].

The results of this process are seen in Figure 5.5(b), where small islands of parasitic material were left at

the base of each nanowire (due to limits in alignment during e-beam lithography). In 5.5(c), a close up

of the nanowire circled in red is shown, denoted as NW-1. In this case a 4 µm wide island of parasitic

growth remained for NW-1; this island did not notably interfere with the nanowire diffraction during

BCDI measurements. Other nanowires showed even smaller parasitic layer islands <1 µm in diameter.
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Another consideration when preparing nanowires for X-ray measurements is that BCDI collects the

diffraction from the entire nanowire simultaneously. At the end of the core growth, the Ga droplet is

consumed by closing the Ga effusion cell, which leaves behind a region of low crystal quality. Diffraction

from this region can interfere with the primary nanowire diffraction, preventing reconstruction of the

nanowire, so the upper regions were removed prior to BCDI measurements. The substrate was spin-

coated again with a S1818 resist to a thickness of ∼1.5 µm, and the nanowire portion above the resist

layer was selectively etched away using HCl (to remove the surface oxide) followed by a citric acid and

hydrogen peroxide mixture. Since BCDI requires that nanocrystals fit fully within the coherent X-ray

beam (typically 1-2 µm), the resist layer was deposited such that the remaining nanowire segment was

∼1.5 µm in length. Figure 5.5(b) shows three of the nanowires prior to shortening. The nanowire circled

in red (NW-1) is shown after shortening in 5.5(c),(d). The final nanowire length was 1.9 µm and the

nanowire diameter was 206 nm, within the range of the predicted diameter.

5.2.2.2. Coherent diffraction imaging measurements. Measuring the strain state of the nanowire

QWs requires selection of a diffraction condition sufficiently sensitive to strain in the nanowire cross-

section. Until now, to the best of our knowledge, reports of 3D strain reconstruction in nanowires via

BCDI has been limited to out-of-plane strain, i.e. mapping the spacing between planes along the nanowire

growth direction [217, 218, 219, 220, 221, 222, 223, 224]. For the cases in which in-plane scattering peaks

were measured, reconstruction of the real space 3D strain field was not possible [225, 220, 226, 227, 228,

229, 230]. An out-of-plane condition, such as (111) in ZB, is usually chosen because it is a symmetric

scattering condition (θ = 2θ) and is easily accessible for nanowires in the vertical geometry. While

out-of-plane strain measurements can probe interesting variations along the nanowire length, they are

not ideal for investigating radial nanowire heterostructures with complex variations in in-plane strain.

Figure 5.6(a) shows a reciprocal space map with a few relevant scattering conditions for 〈111〉 oriented

ZB nanowires (the thickest QW facet is identified with an arrow). The (111) scattering condition that

is only sensitive to out-of-plane strain is shown in red. For ZB nanowires, the {22̄0} scattering (blue

peak in 5.6(a)) could in principle be used to measure the in-plane lattice spacing, but scattering from

this peak is blocked by the substrate. Thus the {111̄} scattering condition was chosen for in-plane strain
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imaging. This asymmetric scattering condition has a primary component (∼78%) in the horizontal plane

(like the {22̄0}) with a slight out-of-plane component (∼22%). Two of the six {111̄} peaks are shown

in black in 5.6(a). The three 〈111̄〉 directions that have vertical components in the [111] direction are

shown in 5.6(b) with respect to the asymmetric QW structure (the other three {111̄} peaks have vertical

components pointing towards the [1̄1̄1̄] direction, so the diffraction will be into the substrate).

BCDI measurements were performed at the 34-ID-C beamline of the Advanced Photon Source; an

example scattering geometry is shown in Figure 5.6(c). A zone plate diffractive optic illuminated the

vertical nanowire on the growth substrate, and the 9 keV X-ray beam incident along ~ki was scattered

from the nanowire along the final direction ~kf onto a charge coupled device detector (CCD). An example

2D diffraction pattern for the (111̄) scattering of NW-1 is shown on the detector. The full 3D (111̄)

diffraction peak in reciprocal space is shown in blue, probing the lattice displacement of the nanowire

along the momentum vector direction ~q111̄ . Vertical and horizontal slits were tuned to maximize the

probe size; while a 2 µm vertical probe was desired to illuminate the entire nanowire, the coherency and

flux must be maintained, which limited the vertical beam width to 1.05 µm and horizontal beam width

to 0.5 µm. It is noted that the vertical width is the limiting factor for fully illuminating the nanowires

for BCDI measurements because the nanowires are longer than they are wide. An ASI Quad (512×512)

Timpix detector with 55×55 µm2 pixels was placed at 7.3◦ (γ) vertically and 22.9◦ (δ) horizontally at

a distance of 1 m from the sample. 3D diffraction patterns were collected for 6 nanowires at the (111̄)

reflection, and the (11̄1) peak was collected for five of the same nanowires. Figure 5.7(a) shows the

relationship between the directions probed and the asymmetric QW structure. Diffraction patterns were

collected with a 20 second exposure at angular steps of 0.01◦ and an angular range between 1.5-2◦ to

collect the majority of the 3D reciprocal space patterns.
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Figure 5.6. (a) A reciprocal space map aligned with the real space nanowire showing
available diffraction conditions for BCDI measurements. The (111) condition probes
out-of-plane strain; (22̄0) probes in-plane strain but is blocked by the substrate in this
geometry. Asymmetric {11̄1} scattering conditions have a mostly in-plane strain compo-
nent, with a slightly out-of-plane component. (b) View of the in-plane component of the
{11̄1} peaks with respect to the asymmetric QW facets, (11̄1) and (111̄) are investigated
in this work. (c)Schematic of BCDI experiment at the (111̄) condition. A zone plate is
used to focus the coherent X-rays onto the nanowire along ~ki diffracting along ~kf onto a
2D CCD detector. The q-vector points to the location of the reciprocal space peak. The
3D diffraction pattern for NW-1 is shown at this RS point.

5.2.2.3. Interpretation of diffraction patterns and phase retrieval. Figures 5.7(a),(b) show 3D

reciprocal space maps (RSMs), a 2D Z-Y cut at the maximum intensity, and a 2D Z-Y cut at the

maximum intensity for (111̄) and (11̄1) peaks of NW-1. Both 3D RSMs are plotted as isosurfaces of 3

counts. The 8 fringes (6 in a star pattern and in each direction along ~qy) seen for (111̄) in 5.7(a) are
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features of the crystal truncation rods from the 6 nanowire side facets and two nanowire end facets.

Already an asymmetry in the 6-fold fringes of the diffraction peak can be seen, which is expected for

an asymmetric strain field from QWs of variable thickness. It is evident from both the RSMs and 2D

diffraction patterns that the signal in the fringes is much stronger for (111̄) than (11̄1). Let us now

consider by eye whether 3D BCDI reconstructions are possible for these diffraction patterns. The 6-fold

pattern seen on the right for 5.7(a),(b) has a fringe spacing defined by the nanowire diameter. For the

(111̄) and (11̄1) peaks respectively, approximately 10 and 8 pixels per fringe period are resolved. For

phase retrieval, BCDI requires a sampling of at least twice the highest frequency (Nyquist Frequency)

[432, 205]. In other words, at least 2 pixels per fringe must be sampled in the detector. Therefore, the 8

and 10 pixel resolution should be sufficient for reconstruction of the nanowires in the radial cross-section

(two of the nanowire dimensions). In the third dimension, the fringe spacing along the nanowire long axis,

parallel to ~qy , must also meet the oversampling requirement. Along ~qy in the middle diffraction pattern

for the (111̄) peak (5.7(a)), the fringe spacing was sampled with 4 pixels, implying that reconstruction

should be possible along the nanowire growth direction. However for (11̄1) (5.7(b)), the fringe spacing

along ~qy is not resolved, likely due to insufficient counts for this peak, meaning that if reconstruction is

possible, the dimensions along the nanowire growth axis will not be well defined.

Considering again the (111̄) peak (5.7(a)), the fringe frequency along ~qy is ∼0.012 nm−1, correspond-

ing to an object of length ∼520 nm. This is unexpected because NW-1 is 1.9 µm as measured in SEM.

Given this 1.9 µm long nanowire and the 1.05 µm height of the X-ray beam, a well defined fringe spacing

along ~qy is actually not expected. However, these fringes would not appear without the presence of a

structurally isolated object ∼520 nm in length within the nanowire. Because crystal phase and orien-

tation of the GaAs core can change, we hypothesize that the 520 nm segment is bounded by structural

defects that prevent the detection of scattering from other segments of the nanowire onto the CCD. Let

us consider the sensitivity of the {111̄} family to crystal phase. There is no equivalent WZ diffraction

peak that aligns with the {111̄}, so WZ crystals will give zero intensity at this condition. However,

at the given growth conditions, the GaAs cores are expected to be primarily of ZB structure. Within

ZB, twin boundaries can occur, changing ABCABCABC stacking to CBACBACBA stacking, resulting
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Figure 5.7. (a) 3D reciprocal space map (RSM) of diffraction (3 photon count isosurface)
from the (111̄) condition of NW-1 (left). 2D cuts of this diffraction pattern on a log scale
at the maximum intensity (center and right). (b) 3D RSM of diffraction (3 photon count
isosurface) from the (11̄1) condition of NW-1 (left). 2D cuts of this diffraction pattern
on a log scale at the maximum intensity (center and right). (c) Reciprocal space map
of vertical {11̄1} peaks for twinned and untwinned ZB, the twinned segment results in a
60◦ rotation of the {11̄1} putting them out of view of the detector. The twinned segment
does not result in rotation of the (111) peak. (d) Isosurface of the support for the 3D
reconstruction NW-1 at (111̄), with the q-vector labeled. (e) Isosurface of the support
for the 3D reconstruction of NW-1 at (11̄1), with the q-vector labeled. This segment is
shorter because the fringes in the qy direction of (11̄1) are poorly defined.

in a change in the scattering condition. As shown in the schematic in Figure 5.7(c), for untwinned ZB

(blue) there are three {111̄} conditions that will scatter out of the substrate. However, upon twinning

(red segment) these three {111̄} peaks are rotated 60◦. This schematic examples how twinned portions
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of the ZB nanowire will scatter away from the detector (if the detector is aligned to an un-twinned ZB

{111̄} peak position). Thus we hypothesized that a small number of SFs within the nanowire result the

crystallographic isolation of a ∼520 nm segment of untwinned ZB embedded in the primarily twinned

ZB nanowire. In support of this hypothesis, diffraction patterns collected from the (111) show no fringe

structure along qz, meaning that the crystal is unconstrained in that direction. This is expected when the

nanowire does not fit within the beam vertically, as for NW-1, because the (111) condition is insensitive

to rotational twins.

Since there was a fully crystallographically-isolated portion of untwinned ZB within the 1.05 µm

beam, 3D reconstructions of this region were possible. Reconstructions were obtained using a combination

of iterative phase retrieval algorithms in a Python module, developed by S. Maddali, which can be found

on GitHub [433]. Specifically, 150 iterations of the phase retrieval algorithm Error Reduction (ER) were

applied to an initial random guess of the 3D amplitudes and phases. Shrinkwrap was performed every

30 iterations. Hybrid input-output (HIO) error reduction was then applied for 300 iterations. Next, 100

iterations of Solvent Flipping was performed with shrinkwrap every 25 iterations, followed by another

300 HIO steps. Finally, 450 iterations of ER were applied with shrinkwrap every 90 iterations. The

reconstruction process used in this work is well described in literature [434, 435], as are the error reduction

algorithms [202, 203]. Reconstructions were performed 10 times for each diffraction peak using different

initial random guesses. 2D/3D reconstructions shown in this work are from single reconstructions, but

strain quantified in line plots is averaged from the best four reconstructions (lowest pixel by pixel cross-

correlations), with error given by the variations between reconstructions. Given there are two solutions

to the BCDI phase retrieval problem: ρ(r) and ρ∗(-r), the solution that most closely resembled the

asymmetry in the QW structure was used since the nanowires were aligned in the beam with known

orientation. Additionally, phase ramps were removed by centering the 3D diffraction patterns at the

center voxel of the reconstruction grid.

Isosurfaces of the final object support from reconstructions of NW-1 for (111̄) and (11̄1) peaks are

shown in Figure 5.7(d) and (e) respectively. The respective scattering vector (q) is shown in blue. For

(111̄), the reconstruction is ∼550 nm in length, similar to what was calculated in the previous section
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from the fringe spacing in 5.7(a). A roughly hexagonal shape is seen in the cross-section with a diameter

of ∼210 nm in good agreement with SEM. For the (11̄1) condition the reconstruction is also ∼210 nm in

diameter as expected. However, along the reconstructed nanowire length it is only ∼220 nm, significantly

shorter than in the (111̄) reconstruction. It is unlikely this is a different segment of untwinned material

than in (111̄)(5.7(d)), because the 1.05 µm X-ray beam has an Airy tail that will span 4+ µm [202], so

diffraction from a separate twinned segment would have some signal in the detector and reconstructions

would not be possible for (111̄) or (11̄1). As discussed previously, the low counts in the (11̄1) diffraction

peak makes it difficult to resolve the fringes along ~qy , so the nanowire long axis is poorly defined. The

diffraction signal is still high enough to resolve the cross-sectional features of the nanowire. As such

the length of the nanowire in 5.7(e) cannot be determined, and the twinned segment length should

be considered as ∼550 nm from the (111̄) reconstruction (5.7(d)). Note that this results in a reduced

resolution along the real space y-dimension in the (11̄1) reconstruction.

5.2.2.4. Strain analysis in reconstructed nanowires. While BCDI does not measure strain directly,

instead measuring phase, the phases (φhkl) can be converted to a relative displacement field (uhkl) of the

hkl planes along the momentum vector (qhkl) direction according to

(5.1) uhkl =
φhkl

2πdhkl

where dhkl is the unstrained lattice spacing of the hkl planes. This displacement field map can then be

converted to relative strain along qhkl by taking the spatial derivative

(5.2) εhkl =
δuhkl
δxhkl

However, this is assuming that all phase features are a result of strain, which is not always the case.

Other deviations in lattice structure such as defects will also modify the phase. As such, ‘strain’ maps

discussed in the rest of this chapter may contain artifacts unrelated to strain.

For NW-1, cross-sectional cuts of the strain, ε11̄1 and ε111̄, are shown in Figure 5.8(c) and (e) respec-

tively. Additionally, a longitudinal cross-section of ε111̄ is seen in 5.8(g), where the black dotted line is

the location of the cut in (e). For reference, a schematic of the asymmetric nanowire structure is shown

in 5.8(a) with q111̄ and q11̄1 directions marked. The q-vector is shown in purple in each strain cut, which

is the direction of the strain component. For example, 5.8(c) shows the strain component ε11̄1, which
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Figure 5.8. Experimental and simulated BCDI reconstructions for asymmetric QW het-
erostructures. (a) A schematic of the nominal nanowire heterostructure with the q-
vectors for (11̄1) and (11̄1) shown for reference. (b) Strain output from COMSOL model
of the structure in (a) with 20% In. (c) Cross-sectional cut of the (11̄1) strain of NW-1
and the (d) corresponding simulated cut. (e) Cross-sectional cut of the (111̄) strain of
NW-1 and the (f) corresponding simulated cut. (g) Longitudinal cross-section of the
(111̄) strain of NW-1 and the (h) corresponding simulated cut. Note that the plotted
strain range for (c-h) is -1% to 1%, compared to (b) which is -2% to 1%. All cross-sections
are oriented as in (a).

maps the changes in strain in the planes perpendicular to the [11̄1] direction. Simulations of the strain

were generated using finite element modeling in COMSOL, as described in Section 2.5.5. The nominal

nanowire geometry shown in Figure 5.5(a) was used with an In content of 20%, resulting in a nominal

lattice mismatch between InGaAs and GaAs of 1.79%. This nominal mismatch was used as the initial

strain input for the InGaAs QW in the FEM simulation. The resulting strain field after relaxation for

ε111̄ is seen in 5.5(b). This strain field shows a maximum of ∼2% strain within the 2 nm QWs and ∼1%

strain within the 10 nm QWs. Displacement fields generated in COMSOL were then used in kinematic

scattering simulations (also described in 2.5.5) using a plane-wave X-ray beam at conditions matching

the experiment. Diffraction patterns were simulated, shot noise was added, and the resulting real space

strain state reconstructed from these patterns is shown in Figure 5.8(d),(f), and (h). The simulated

reconstructed strain maps show smaller variations in the strain field around the QW as compared to the
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FEM simulation in Figure 5.8(b) because the simulations include the influence of detector pixel size on

resolution; the strain the QW and the surrounding GaAs are convolved in the measurement. The simu-

lated cross-sections in Figure 5.8(d),(f), and (h) correspond to the same conditions as the experimentally

determined strains cuts in (c),(e), and (g) respectively. All cross-sectional cuts are oriented in the same

fashion as the schematic in 5.8(a).

Aspects of the simulations and experiments are in agreement. A compressive field (blue) is shown

around the thickest QW in 5.8(c), with a lower compressive strain in the region of the bottom facet

(4 nm QW). In this scattering condition (11̄1), the q-vector is most sensitive to deviations in the 20 nm

and 4 nm QWs because their growth facets, or interfaces with the GaAs matrix, are perpendicular to ~q .

At the other scattering condition (111̄) in 5.8(e),(g) the cross-section in (e) shows a compressive strain

around the 10 nm QWs. In 5.8(g),(h), the longitudinal cuts show the same two bands of compressive

strain due to the 10 nm QWs in the reconstruction and simulation. Again note that figure 5.8(c) and (e)

derive from the same nanowire (NW-1), but plot different strain components; for ε111̄ (5.8(e)) the strain

in and from the 20 nm QW is not evident because its planes are parallel to the q111̄ vector, whereas this

strain is resolved in ε11̄1 (5.8(c)).

Closer inspection of the simulations and measured reconstructions also reveals a few notable dif-

ferences. First, for ε111̄ (5.8(e),(f)), the strain state in the 2 nm QWs is not readily evident in the

experimental data like it is in the simulation. This is likely due to insufficient counting statistics in the

experimental reconstruction, which makes it difficult to resolve such small spatial features. Further, the

voxel size in the reconstruction is 4.9 nm, which determines the best possible resolution in the recon-

struction (resolution will be different along the nanowire diameter and length); a 2 nm QW is therefore

challenging to resolve. Second, also in ε111̄, the strain state appears to be higher in the right 10 nm

QW than in the left, though they should be equal if the actual nanowire has the same symmetry as the

schematic. Further, the longitudinal cut of ε111̄ contains numerous high strain features that fluctuate

along the nanowire length (5.8(g),(h)). Finally, for ε11̄1 (5.8(c),(d)), the strain state in the 20 nm QW

is higher than expected from the simulations. The strain in the QWs is investigated in more detail in

Figure 5.9.
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Figure 5.9. (a) The ε111̄ strain for NW-2. (b) Schematic of boxes in which line cuts
were extracted, with nanowire facets labeled 1-6. (c) Line cuts for facets 1-6 showing the
strain averaged between four reconstructions (blue) and the variance in strain between
the reconstructions (light blue bands). Line cuts from the simulated strain for a nanowire
of 20% In is overlaid (dotted red). For facet 3 the cut from simulations of 15% In are
also shown (dashed black). Facet 1 is shown on a different strain scale than facets 2-6
(axis highlighted in green).

To sample other nanowires measured, the strain state ε111̄ is shown for a different nanowire (NW-

2) in Figure 5.9(a). Similar strain features are revealed as in NW-1 (compared to Figure 5.8(e)), with

compressive strain located in the region of the 10 nm QWs, but with higher strain within one of them.

To investigate the strain in each QW in more detail, line profiles of average strain in each QW were

taken by summing across a 20 pixel distance (∼100 nm) in the center of the QW on each facet. Example

boxes for the line profile extraction are shown in 5.9(b) and the facets are labeled 1-6. The line profiles

are plotted outward from the nanowire core, as indicated by the red arrows in 5.9(b). Line plots were

taken from facets 1-6 in four different reconstructions (random initial phase guess in the phase retrieval).

The average of the four line plots at each facet are shown in 5.9(c). The error, or variance between the

four line plots, is shown as a light blue band. Red dashed lines show the strain profiles extracted in the
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same fashion from the COMSOL simulation. Facets 2 and 5 show no discernible strain in or around the

QWs, in agreement with the simulation, since these profiles are extracted from the facets parallel to the

scattering vector, q11̄1. Facets 4 and 6, which correspond to the 2 nm QWs, show a small and broad dip

in strain in the region of the QW. The strain magnitude matches the simulations of the 20% In content

nanowire within experimental error, though the strain profile is broader in the experimental data. While

the error (blue band) between reconstructions in facets 4 and 6 is large relative to the signal variation, the

features are consistent with the expected strain variation due to a 2 nm QW. The ability to probe such

small quantum features can be improved and made more reliable between reconstructions by increasing

the exposure time or the angular range in the BCDI experiment Finally, facets 1 and 3 correspond to

the 10 nm QWs. Facet 3 shows a larger compressive strain than facets 4 and 6 as expected (line cuts

from simulations of both 15% and 20% In content are shown in black and red, respectively). The 15%

In QW simulation is a better match to the experiment, but the error in the reconstruction (denoted by

the blue band) implies that the reconstruction is also consistent with a 20% In QW. Comparison of the

error of the BCDI reconstruction with the simulations shows that for such small features, BCDI together

with the assumption of strictly elastic relaxation cannot determine the In content with high accuracy.

In future experiments, improved counting statistics (longer exposure) could be used to further constrain

the reconstruction and reduce this variation. Facet 3 (10 nm QW) matches well with the simulations of

a InGaAs QW with In content somewhere between 15 and 20 %. However, facet 1, the other 10 nm QW

facet, shows a much larger compressive strain (almost 1.2%) than facet 3 (note the change in y-scale),

and this compressive strain persists along the length of nanowire NW-2. The experimental results do not

match the simulated strain profile for a nanowire with 20% In as represented by the red-dotted line. A

similar deviation in strain was also seen in one of the 10 nm QWs and the 20 nm QW of NW-1, as shown

in Figure 5.8(c)-(f).

5.2.2.5. Identification of individual defects using BCDI. Given the significant deviation in appar-

ent strain between nominally identical 10 nm QWs in facets 1 and 3 in Figure 5.9(c), it is likely that defects

make a significant contribution to the phase in the facet 1 reconstruction. For a qualitative understanding

of how defects may manifest differently than strain gradients, it is useful to examine cross-sections of the
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phase for NW-2 (φ111̄) and NW-1 (φ111̄ and φ11̄1) in Figure 5.10. Figure 5.10(a) shows the phase in

NW-2 magnified in the region around facet 1 from Figure 5.9, which is qualitatively very different than

the phase profile of the other 10 nm QW on the left side of the cross-section. Within the region outlined

in red there is a clear phase wrap: from left to right the phase becomes more negative, then jumps from

−π to π across a single pixel, and then the phase moves again towards zero. Additionally, the lowest

amplitude pixel (marked in white) within this cross-section is located at the core of this phase wrap.

Similar features appear in NW-1 for both φ111̄ (5.10(b)) and φ11̄1 (5.10(d)) maps. This phase feature

clearly deviates from the phase generated from simulations of strain, φ111̄ and φ11̄1 shown in 5.10(c) and

(e) respectively. This type of phase wrap and the corresponding amplitude reduction has been observed

previously during Bragg coherent diffraction imaging [213, 214, 215, 216] and was attributed to a screw

or edge dislocation. The 2π phase ramps occur because dislocations cause displacement of atoms more

than half a lattice distance from their equilibrium positions. This phase wrap behavior was observed for

all 6 NWs at the corners of the 10 nm or 20 nm QWs.

Section 2.5.3 gave a brief discussion of incoherent growth in core-shell nanowires and noted that

there is not a general model that predicts when dislocations will form nor type of dislocations that are

most probable.[275, 274, 107] Qualitatively, defect formation is dependent on the core diameter, shell

and barrier thicknesses, and lattice mismatch (In content). Yan et al. [107], predict critical InGaAs QW

thicknesses for cylindrical nanowires with the same core/barrier thickness as studied in this work (100 nm

GaAs core and 50 nm GaAs barrier). Their model predicts a critical QW thickness of ∼13 nm for an

analogous cylindrical structure at a 20% In content. Therefore, one would not expect defects to form in

2 or 4 nm QWs, but they would be likely to form in 20 nm QWs. Given the more complex geometry of

the asymmetric QWs on an approximately hexagonal core, the influence of strain concentration on the

location of defect formation should also be considered. The reconstructions based on BCDI exhibit phase

wraps around the 10 nm and 20 nm QWs, with minimum amplitude values at the facet corners. This

drop in amplitude has been linked to the location of the dislocation core, so the experimental data are

consistent with the presence of dislocations at the corners of the 10 nm and 20 nm facets.
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Figure 5.10. (a) The (111̄) phase of NW-2, with the region around the 10 nm QW
magnified (facet 1 in 5.9(c)). (b) Phase map for (111̄) in NW-1. (c) Simulated (111̄)
phase for 20% In nanowire. (d) Phase map for (11̄1) in NW-1. (c) Simulated (11̄1) phase
for 20% In nanowire. Phase wraps are seen in the thickest facets for the experimental
phases. The lowest amplitude pixel in each cut is marked in white, indicative of a
dislocation core. (f-h) Mapping the 3D variations in the phase wrap, predicting the 3D
dislocation core positions following the work of reference 216.

Pure screw dislocations due to shell misfit in nanowires are not predicted nor experimentally observed.

Instead, either edge dislocation loops around the core or linear edge dislocations down the length of the

nanowire are expected [275, 274]. Both of these types of edge dislocations have been observed via STEM in

InAs-GaAs core-shell nanowires [436]. The possible extension of edge dislocations along the nanowire was

probed using a min-max algorithm for tracking the presumed dislocation core, as described in reference

216. The algorithm calculates local minimum differentials in phase, and the pixels with differential values

approaching the maximum (2π) are most likely situated around the dislocation core. A differential value

of 4/3 π is plotted as an isosurface in yellow in Figure 5.10(f-h) for each scattering condition in NW-1 and

NW-2. This differential cut off, which is the same as differential value used in reference 216, produces

isosurfaces that extend along the growth axis. At the (111̄) condition, NW-1 (5.10(g)) shows an extended

isosurface (predictive of a dislocation core) extending along the nanowire length. The isosurface segments

are found at the corner connecting the 10 nm and 2 nm QWs on the right side, and to a lesser extent

between the 10 nm and 20 nm QW on the right side. At the (11̄1) condition for NW-1 (5.10(f)), an
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additional core is resolved within the 20 nm QW (or at the 20 nm and 10 nm corner on the left side). As

discussed previously, the (11̄1) condition is poorly constrained along the NW length, so the resolution in

that direction is limited. For NW-2 imaged in the (111̄) condition, 5.10(h), isosurface cores are seen at

the corners of both 10 nm QWs and the 20 nm QW. For both nanowires, the dislocation cores predicted

by the min-max calculation lie primarily along the length of the nanowire, which points to the presence

of linear edge dislocations rather than loops. However, the dislocation cores are not fully continuous and

do not extend along the entire nanowire length. This may be due to the limited experimental resolution,

but it is also possible that defects are not present along the entire NW length due to changes in In content

or QW width. Further discussion of the type of defect and the corresponding phase reconstruction that

may occur due to defects is given in Appendix D. While the BCDI measurements give some information

about the dislocation state in the nanowires, transmission electron microscopy appears to be necessary

to confirm the presence, location, and identity of the dislocations within the nanowire QW structures

analyzed here.

5.2.2.6. Summary and future work. Six asymmetric QW InGaAs/GaAs nanowires were imaged

using BCDI at two diffraction conditions (11̄1 and 111̄). These diffraction conditions probe primarily

in-plane strain within the nanowire heterostructures. This is the first report of 3D BCDI reconstructions

of in-plane strain in nanowires. The nanowires were imaged while standing vertically on the original

Si growth substrate. Lithography and etching was used to remove the parasitic layer on the growth

surface and the droplet on the top of the nanowires to prevent interference with the primary diffraction

peak from the nanowire. Despite the fact that the nanowires that were longer than the coherent beam

width, the presence low density ZB twinning is suggested to enable the 3D reconstruction of 500-600 nm

untwinned segments. This use of ZB twinning as a boundary for crystallographic isolation of a nanowire

segment for BCDI could be used in future experiments to investigate regions within extended nanowires.

Since GaAs cores can be grown with precise control of the crystal phase [437], a nanowire core could

be designed to have a single segment of twinned ZB that fits within the beam. The shell growth that

follows will then adopt the same crystal structure. If this twinned segment is far from the droplet, the

droplet may not need to be removed for 3D BCDI of the twinned portion. This unique approach for
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crystallographic isolation of portions of a nanowire may eliminate the need for other types of processing,

such as FIB milling, that can be damaging. Hence, the approach may enable measurements of nanowire

samples previously thought not possible with BCDI.

Strain in two nanowires was analyzed in detail and compared to simulations. Simulated strains were

determined via kinematic scattering simulations of nanowire displacement fields calculated in FEM. While

the strain values varied up to ∼15% between individual reconstructions from different starting guesses,

the same strain features were consistently observed. The 2 nm facets showed a small (< 0.2%) and broad

dip in strain. Resolving features from the 2 nm QWs was limited by the spatial resolution of the BCDI

measurement, which is typically 10-20 nm. This means that the reconstructed strain fields from the 2 nm

QWs are broadened spatially, requiring comparison to kinematic scattering simulations to identify the

strain state in the QW. While the apparent strain of some of the 10 nm facets was in good agreement

with simulated strain, other 10 nm QWs and the 20 nm QW facet showed large deviations. The phase

profile of NW-1 and NW-2 were shown to have large phase wraps and amplitude dips attributed to

the presence of single dislocations. A differential phase algorithm was used to track the location of the

predicted dislocation core through the nanowires in 3D. This algorithm identified potential dislocation

cores extending down the length of the nanowires in both NW-1 and NW-2. This observation is consistent

with the presence of linear edge dislocations at the interface of the core and the 10 and 20 nm QWs,

which is reasonable given calculations of critical thicknesses for misfit dislocations in core-shell nanowires.

Transmission electron microscopy measurements are suggested to confirm the presence of dislocations and

identify their nature.

This experiment has identified a potential path for exploring the critical thicknesses of radial QWs

in intact core-shell heterostructures. If nanowires are grown at different compositions and with variable

QW thickness, this work suggests that BCDI can be used to associate the presence of single defects with

particular locations in the heterostructure. Though time consuming, BCDI has a higher throughput than

STEM measurements and does not require thinning, which could induce defects. BCDI of asymmetric

radial QWs could therefore improve our understanding of misfit defects in nanowire heterostructures,

particularly when correlated with electron microscopy.
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CHAPTER 6

Outlook: Total Tomography for Characterizing Semiconductor

Nanostructures

This thesis has demonstrated an approach to 3D correlative imaging, “total tomography”, for the

purpose of extracting complex structure-property relationships in III-As nanowires. Several complemen-

tary nanoscale characterization techniques were employed to image the nanoscale variations in strain,

crystal structure, and composition of quantum wells embedded in nanowires, and 3D imaging was often

required to explain the optical or electrical properties. Further, direct correlation of multiple characteri-

zation techniques facilitated the interpretation of emission characteristics. This thesis also demonstrated

numerous approaches to sample fabrication and design that allow for correlative imaging. One approach

was the manipulation of specified nanowires for APT after spatially resolved CL mapping. Further, direct

correlation between X-ray nanodiffraction and CL allowed for the correlation of strain, structure, and

emission behavior. In the work described in Chapter 5.2, QW nanowires were grown and fabricated to

enable in-plane CDI measurements of the nanowires in their epitaxial geometry. X-ray measurements in

the as-grown geometry allowed for post-CDI measurements of emission using PL and will allow for the

lift-out of the nanowires for APT or TEM analysis. These approaches to correlative, sometimes 3D char-

acterization of single nanowires can be extended to analyze other nanowires or nanoscale heterostructures

where strain, structure, or composition information is desired.

Beyond presenting multiple correlative tomographic analysis approaches, this thesis demonstrated

advances in coherent X-ray imaging techniques that offer improvements in the analysis of 3D strain

fields within nanostructures. A new approach to X-ray ptychographic strain imaging was introduced,

maBPP, that allowed for the reconstruction of strain/structure with a spatial resolution of 2 and 50 nm.

Further, CDI was used to image 3D strain in nanowires, resolving the in-plane strain field associated
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with a 4 nm QW (10-20 nm spatial resolution). Many improvements can still be made to maBPP that

would increase the spatial resolution and reliability in the reconstruction, such as correcting for error

in the probe positions or angles within the phase retrieval algorithms. Use of DLSRs can also lead to

improvements in coherent imaging techniques like CDI and maBPP. The increase in coherence length will

allow for larger objects to be imaged with CDI. Additionally, the increase in coherent flux will increase

the diffraction intensity, allowing for faster CDI or ptychography measurement or measurement of more

weakly diffracting samples. DLSRs should be available to users on most continents by 2025, with two

completed in Europe (MAX-IV, ESRF) and an upgrade of APS planned for 2022.

One major capability of X-ray imaging that was not utilized in this work is the in operando or in

situ investigation of devices or materials. For example, the realization of compact III-As emitters for

optical interconnects requires efficient electrically driven light emission. For electrical injection, metal

contacts must be deposited on the nanowires and doping near the nanowire-metal interface is required to

minimize contact resistance. This is a research area in which total tomography could play an important

role. APT can be used to map the distribution of dopants, as demonstrated in Chapter 3. This analysis

then could be indirectly correlated to measurements of the contact resistance between the nanowire and

metal contact in order to optimize the doping conditions [438, 439]. Deposition of a metal contact will

result in a stress applied on the nanowire heterostructure. This stress could result in strain within the

nanowire in the region contacted with the metal, which can modify the band energy in this region. For

example, a tensile strain of 3.5% has been shown to result in a 290 meV shift in GaAs/AlGaAs core/shell

nanowires. [416, 105] The penetrating nature of CDI and X-ray ptychography means that the 3D strain

state in the nanowire could be measured while it is embedded in the metal contact. Further, CDI or

ptychography could also be performed in operando during electrical injection to investigate the effect of

Joule heating on the nanowire strain and defect state.

Beyond investigation of III-V optical devices, total tomography, including the CDI or ptychography

approaches used in this thesis can be extended to investigate structure property relationships in other

nanowire devices. For example, in an extension of the finFET, researchers are pursuing gate-all-around

(GAA) nanowires as a potential CMOS architecture. However, given the 3D nature of these devices,
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total tomography is necessary to investigate interfacial mixing and strain between the Si/SiGe layers in

the device. Both Si/Ge interfacial mixing and interfacial strain can modify the mobility of the carriers

and the threshold voltage in the device. Further, non-uniform distribution of dopants can degrade the

sub-threshold slope. Currently, EDS and GPA have been used to analyze composition and strain in GAA

nanowires, but require milling of the nanowires at multiple orientations, providing only an indirect view

of the 3D nature of these devices [440, 441]. Alternatively, APT correlated with CDI could be used

to image the GAA nanowires in 3D. Though a test structure device would need to be fabricated, it is

also possible that CDI could be used to directly correlate strain with mobility or threshold voltage in the

GAA nanowire devices. Beyond nanowires devices, total tomography can be extended to other crystalline

heterostructure devices that require investigation of strain, structure, or composition with high spatial

resolution in three-dimensions. For instance, correlated X-ray ptychography and APT could be performed

on polycrystalline thin films, such as photovoltaics or crystalline metal oxides of interest for solid-state

batteries, to investigate the composition and strain state in individual nano/micro crystals in the films.

This approach could allow for improved understanding of dopant distributions in polycrystalline films

and interfacial strain between crystals that could lead to delamination during device operation.

Total tomography enables understanding of other important nanowire heterostructures such as those

used in quantum computing. For instance, InAs nanowires grown on GaAs non-planar membranes are

proposed as a support for topological qubits. The requirement for high mobility, defect-free, quasi-1D

nanowires means that detailed understanding of doping, strain, and composition is critical [442, 443].

However, studying these nanostructures requires even higher spatial resolution than the InGaAs QW

heterostructures investigated in this thesis. More generally, spatial resolution, chemical sensitivity, and

need for 3D imaging are often limiting factors in characterizing nonplanar nanoscale heterostructures.

However, continuous improvements, such as those discussed in this thesis, are being made to characteriza-

tion techniques such as atom probe tomography, electron microscopy, and X-ray imaging. These advances

are well-poised to elucidate the growth and properties in relevant nanoscale structures and ultimately

enable the development of complex nanoscale devices with near atomic level precision.
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APPENDIX A

Nanowire Manipulation and Isolation for Atom Probe and

Synchrotron Studies

This appendix reviews nanowire manipulation techniques used in this thesis, including pick-up of

dispersed nanowires, direct pick-and-place of nanowires, and nanowire isolation on substrate for X-ray

studies.

Nanowire pick-up refers to the welding of a single nanowire directly onto a tungsten micromanipulator

tip for use in atom probe tomography, enabling the nanowire to be removed from a surface. The procedure

for this technique is summarized in Figure A.1. First a transmission electron microscopy (TEM) grid

is cut in half using a clean razor blade. In this work, 1000 mesh Cu TEM grids are used. Then the

individual grid halves are picked on their edge using a piece of Cu tape, with the smooth side of the

TEM grid facing upward. The tape/grid are attached to an SEM stub, with the TEM grid protruding

beyond the edge of the stub (as seen in A.1(a)). Care must be taken to prevent bending of the fragile

TEM grids. Second, holding the SEM stub upside down, the top of the TEM grids are gently scraped

across the surface of the nanowire array, such that nanowires are transferred to the edge of the TEM

grid (A.1(b)). Optical imaging can be used to estimate the density of nanowires transferred onto the

grid. Third, the grids are imaged using SEM, noting the location of ideal nanowire candidates. A good

nanowire candidate for pick up is one sticking at least halfway off the end of the grid and sufficiently

isolated from other wires, as in A.1(d). Last, the SEM stub is transferred into a FIB/SEM dual beam

system that includes a piezo-manipulator that can mount detachable tungsten microtips. In this work, a

Kleindiek Nanotechnik piezo-manipulator (a few nanometer precision) was used. A Micromanipulator 7X

Tungsten (W) Cat Whisker Fine Probe Tip (100 nm diameter at the apex) is attached to the manipulator

arm. These tips are removable, and thus can be directly inserted into the atom probe (after cutting their
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length down, crimping them into a copper sample stub, and screwing them into a LEAP puck). In the

FIB/SEM, a flat is milled in the W tip apex (parallel with the tip axis), aligned with the nanowire of

interest, brought into contact with the nanowire from below, and electron-beam (e-beam) welded with a

Pt gas injection source. The vacuum chamber is vented, the tip rotated 30 degrees, and another e-beam

Pt weld is made at the other side of the nanowire/tip contact. This method is generally successful if the

nanowire sticks out at least 1-2 µm after the edge of the W tip, thus nanowires of < 1 µm total length

cannot be prepared in this way. A final tip prepared for atom probe is seen in A.1(e). In most cases,

nanowires are aligned parallel to the W tip, as seen in this example, but in some cases, nanowires are

intentionally angled (20-40◦) to produce an asymmetric atom probe analysis for viewing the tip surface.

A number of variations of this pick-up method are discussed in the literature [444, 445, 446].

growth substrate

1
2

1 µm

1 µm

a

20 µm

10 mm

Mesh TEM grid

Cut TEM grid

b

c d

e

Figure A.1. Pick-up of nanowires for atom probe tomography. (a) A Cu mesh TEM grid
is cut in half and taped to the edge of an SEM stub. (b) The TEM grids are gently
brought into contact with the nanowire array. (c) The nanowires protrude from the edge
of the TEM grid. (d) Nanowires that are hanging at least halfway off the grid should be
selected for pick up. (e) Nanowires are Pt glued to a W micromanipuatlor tip for APT
analysis.
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500 nm

a) b)

c)

d)

e)

Figure A.2. Direct pick-and-place of nanowires for correlative APT. (a) A specific
nanowire is picked out on the edge of a cleaved substrate, such as one that has been
characterized previously with a non-destructive technique. (b) The vertical nanowire is
welded to a sacrificial nanowire on a W tip and is pulled off the substrate. (c) The ma-
nipulator is manually rotated and (d) brought into contact with the micropost. (d) After
welding and removing the sacrificial nanowire, the nanowire of interest is left welded to
the micropost at a high tilt angle in this example to access the nanowire surface during
APT measurements. For symmetric APT measurements, the nanowire should be welded
vertically.

An alternative method for nanowire isolation for APT measurements is direct pick-and-place. This

method can be used when isolation of a specific nanowire is desired (as needed for correlative measure-

ments). The nanowire array must be cleaved such that vertical nanowires stand within 1 µm of the

substrate edge. Care should be taken during substrate handling and transport, as electrostatic discharge

can cause nanowires on the very edge of the substrate to break off (this is not generally a concern

for nanowire arrays). In this method, a sacrificial nanowire is welded to the W manipulator using the

nanowire pick-up procedure. This nanowire does not need to be the same material as the nanowire of

interest, but should ideally be >3 µm long. It is also important that the sacrificial nanowire have a larger

tensile strength than shear strength so that it will not break when the nanowire of interest is pulled off

the substrate, but will break when sheared in the final step. GaAs is used in this work, but InP has also

been shown to meet this requirement 447. In some cases nanowires are knocked over from cleaving the

substrate of interest; if they are hanging off the edge of the substrate and meet the previous requirements,
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they can also be used as a sacrificial wire. Next, using the Kleindiek piezo-manipulator the sacrificial

nanowire is brought into contact with the base of the nanowire of interest on the right side (as seen by

Figure A.2). The sacrificial nanowire should not bend the vertical nanowire and the sacrificial wire should

not touch the substrate (if they are in contact the Pt deposition may attach the sacrificial wire to the

substrate surface). A Pt e-beam weld is made at the top interface of the sacrificial wire and vertical wire

contact. Using a gentle horizontal force, the vertical nanowire is then pulled off the surface, as seen in

A.2(b). Occasionally an asymmetric field of view is desired in APT. This is needed if investigating the

nanowire surface or when asymmetrically probing nanowire shells (as in Section 5.1). In this case the

nanowire can be mounted at an angle by venting the SEM/FIB chamber and manually rotating the W

manipulator by 20-40◦. If no angle is desired, this step is skipped. The vertical nanowire is then brought

into contact with the milled face of a Si micropost or a vertically mounted W tip, and a Pt e-beam weld is

made at the base of the nanowire. Finally, the W tip is slowly moved back and forth horizontally until the

sacrificial nanowire breaks off, either at the tip of the manipulator or the base of the mounted nanowire

(as shown in A.2(e)). If the sacrificial nanowire breaks off at the manipulator tip, remaining on the Si

micropost, it should be coated in a thin layer of Pt to prevent evaporation during APT measurements.

More details on the process can be found in reference 447.

Finally, nanowires also need to be isolated for synchrotron measurements to prevent simultaneous

overlapping diffraction peaks from multiple wires. The following procedure was used to isolate nanowires

for ptychography and nanodiffraction experiments. Specially designed nanowire substrates were obtained

from NORCADA Inc. An overview of these substrates is given in Figure A.3(a): a 10 µm thick Si film

is attached to a 3.5 mm×1.5 mm Si substrate (300 µm thick) such that the film extends 300 nm off the

long end of the substrate. This thin Si “diving-board” is transparent to high energy X-rays. Cr or Pt

fiducial markers were fabricated onto the diving-board as outlined in A.3(a). Nanowires are then dropcast

onto the diving-board. Alternatively, nanowires that have been dry-transferred to a half TEM grid (as

outlined in Figure A.2) can be subsequently transferred to the diving-board by gently scraping the TEM

grid across the diving-board face.
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Figure A.3. Overview of nanowire transfer to Si diving-boards for synchrotron mea-
surements. (a) Schematic of Si diving-board and overview of Cr or Pt fiducial markers
fabricated on the diving-board. (b) Stitched map of optical images outlining the location
of the nanowires with respect to metal fiducials. (c) Magnified optical image where single
nanowires or nanowire bunches can be located. (d) SEM image of nanowire circled in (c).
(e) Coarse schematic of beamline setup, where focused synchrotron X-rays can penetrate
the 10 µm diving board such that diffraction from the nanowires can be collected on the
detector.

In order to locate nanowires during synchrotron measurements, optical images of the diving-board

should be collected and stitched together as in A.3(b,c). This map can be used to locate nanowires in

SEM and at the beamline with respect to the metal fiducials. From the optical images, nanowires are

identified at very low resolution, so SEM is performed to confirm that nanowires are fully isolated (not

multiple wires) and fixed to the substrate on a single facet (not tilted), as in A.3(d). The thin coating of

carbon deposited during SEM imaging helps adhere the nanowires to the diving-board. Nanowires that

are not imaged may move around on the diving-board once exposed to the X-ray probe. Alternatively,

a thin carbon coating can be applied before synchrotron measurements. At the beamline, nanowires of

interest from SEM are traced back to their location with respect to Cr fiducials by using the stitched
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optical image. Then X-ray fluorescence is used to locate the Cr fiducials and subsequently the nanowire

of interest.
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APPENDIX B

Measuring Accurate Dopant Concentrations via Atom Probe

Tomography

In Chapter 3, the correlation between chemical and electrical dopants in InAs nanowires,was reported

based on atom probe tomography analysis of chemical doping. The identification and quantification

of dilute species may require analysis beyond that needed for more abundant species. This appendix

describes in more detail the approaches used to accurately determine local Si dopant concentrations in

InAs nanowires described in Chapter 3.

B.1. Measuring Dilute Si Dopants in InAs Nanowires

While APT has the potential for part-per-million (ppm) chemical sensitivity, noise sources can limit

detection of dilute species even at levels greater than 100 ppm. Noise from uncorrelated evaporation can be

readily reduced by tuning APT parameters such as laser energy, based temperature, and pulse frequency.

However, optimizing conditions to minimize background counts will not always produce the highest quality

APT reconstruction [422]. For example, if laser energy is increased, the standing voltage will decrease,

producing a reduction in uncorrelated evaporation events, lowering the background level. However, if

the laser energy is too high, tip heating can cause ions to migrate on the tip surface and evaporate as

complex species. This will reduce the spatial accuracy of the reconstruction. The peaks of majority

species or dilute species, including surface impurities, can also overlap with dopant peaks, complicating

the calculation of dopant concentrations, as described in Section B.2. A higher tip temperature can also

induce a higher background level due to uncorrelated thermally-assisted field evaporation. At lower laser

pulse frequency, there is more time between pulses for the tip to cool down. Therefore, if a higher laser

energy is needed for the measurement of dilute species, a lower laser pulse frequency can be used to
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Figure B.1. Change in mass spectrum noise by modifying laser pulse frequency. (a)
Mass spectra for InAs at the low doping condition (11 A) at a laser pulse frequency of
500 kHz. (b) Magnified mass spectra from (a) between 26-32 Da. Si peaks expected in
this region are not visible. (c) Mass spectra for a separate run of InAs at the low doping
condition (11 A) at a laser pulse frequency of 250 kHz (d) Magnified mass spectra from
(c) between 26-32 Da. Si peaks at 28, 29, and 30 Da are visible at these conditions.
Lowering the laser pulse frequency was found to reduce the background level and allow
for the detection of dilute Si species (∼ 5×1018 cm−3).

reduce tip heating. Further, if the laser pulse rate is too high heavier species may not make it to the

detector before another laser pulse is initiated. If this happens, the mass-to-charge ratio of these ions

will be mislabeled.Note that if the standing voltage is too high, additional uncorrelated evaporation will

occur between pulses.

The effect of pulse frequency on Si dopant detection in InAs nanowires is seen in Figure B.1. Figure

B.1(a) and c show mass spectra taken from a cylindrical ROI in the center of APT reconstructions for

InAs nanowires at the lowest doping condition (11 A), as described in Chapter 3. Additionally, the

spectra are magnified around the Si peaks from 26-32 Da in B.1(b) and d. The measured spectra were

collected at the following APT conditions: 30 K, 0.2 pJ laser energy, and 0.5% detection rate. However,

the spectra were taken at different laser pulse frequencies, 500 kHz for B.1(a,b) and 250 kHz for B.1(c,d).
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In the higher pulse rate spectra (500 kHz), only ions with mass-to-charge ratios up to 250 Da are collected,

as compared to 600 Da for the 250 kHz spectra (cut off in plot at 400 Da for clarity). Comparing the

magnified spectra in B.1(b) and (d), which are plotted on the same scale, it is evident that the background

level in (b) is larger than that in (d). Additionally in B.1(d), Si peaks are clearly resolved at 28, 29, and

30 Da. In B.1(b), no Si peaks are resolved at 28 and 29 Da. A small peak is visible at 30 Da, but given

the relatively low percentage of Si that exists as the Si30 isotope, this peak is not expected to be due to

Si. The reduction in laser pulse frequency reduced the overall background in the data, resulting in the

detection of Si dopants at concentrations of ∼ 5× 1018 cm−3.

Even if the background level is too high to resolve dopant peaks, as in Figure B.1(b), some information

about the dopant concentration can still be extracted. An upper bound of the Si concentration can be

calculated by determine the root-mean-squared (RMS) fluctuations in the background on each side of the

Si peak. For the spectrum shown in B.1(b), the RMS fluctuations are calculated to be ∼ 7 ×1018 cm−3,

which can be treated as an upper bound for the Si dopant concentration. This is consistent with the

measurement in B.1(d), which has a Si concentration of ∼ 5× 1018 cm−3, a value that falls beneath the

RMS background fluctuations in B.1(b). More details on this calculation can be found in the supplemental

material of reference 448.

B.2. Variable Laser Energy Studies

In addition to modifying laser pulse rate during APT measurements, the quantification of Si dopants

in the InAs nanowires from Chapter 3 required the investigation of different laser pulse energies, as

described in this section. In Figure B.1(d) three Si peaks are seen at 28, 29, and 30. However, the ratio

of these peaks differs significantly from the ratios expected for Si isotopes: 92.22% Si28, 4.69% Si29, and

3.09% Si30. This suggests that other ions or molecular species are present within the Si29 and Si30 range,

such as COH (29), AsC3+ (29), and AsO3+ (30.3). Therefore, peaks at 29 and 30 are not included in

calculations of Si concentration, and Si29 and Si30 is assumed to provide additional counts according

to the natural abundance of isotopes. In addition, Si2+
28 , SiO, and SiAs are included in the calculation.

The contribution of oxygen (in the form of CO (28)) must also be ruled out to calculate an accurate



206

Figure B.2. Variations in APT concentration with laser pulse energy in InAs nanowire
(13A). (a) Example of cylindrical ROI taken in the interior of the nanowire to determine
the bulk Si concentration. (b) Measured concentration of Si (red) and oxygen (blue)
for varying laser pulse energy. Higher laser energy leads to diffusion of oxygen from the
surface during APT evaporation, therefore higher oxygen concentration. Si concentration
shows smaller dependence on laser energy.

Si concentration. Since the nanowires were grown by MBE in a UHV system, measurable oxygen in

the core of the nanowire is unlikely, but a thin surface oxide is expected due to environmental exposure

post-growth. The laser pulsing could induce the diffusion of surface species into the tip region projected

on the detector. To probe the possible contribution of surface oxide species, variable pulse energy APT

measurements were performed.

During evaporation of a nanowire with high nominal doping (13 A), the laser energy was varied be-

tween 0.1 and 0.4 pJ. Oxygen and Si concentrations were extracted at each laser energy from a cylindrical

ROI in the interior of the wire (where O species density was lower than 0.1 #/nm3).

The oxygen peaks included were O, O2+, O2, OH, H2O, H2OAs, H2OAs2, H2OAs3, H2OIn, H2OIn2+,

InO, SiO, AsO, SiOH, InOH, and InOH2+. The Si peaks included were Si28, Si2+
28 , SiO, and SiAs. The

interior portion of the nanowire contour for the 0.4 pJ condition is outlined in blue in B.2(a). The

concentration of oxygen and of Si is shown as a function of laser energy in B.2(b). Oxygen increases

significantly with increasing laser energy, suggesting that diffusion is occurring on the APT tip at higher

energies. Si on the other hand does not change considerably with increasing laser power. This suggests

that the increase in diffusion does not lead to CO (28) contributions to the Si28 peak.

The Si concentration cited in Chapter 3 are taken from APT runs with laser energies of 0.1 pJ to

reduce surface diffusion. However, the higher laser energy runs are useful for investigating the surface
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Figure B.3. Decreased field of view with lower laser pulse energy. Schematic of nanowire
(grey) with Si (red) concentrated near the surface. Estimated field of view for each
laser energy: 0.4 pJ (black), 0.2 pJ (green), 0.1 pJ (blue). 2D APT contour plots of Si
concentration in highly doped InAs nanowire for 0.4 pJ (b), 0.2 pJ (c), and 0.1 pJ (d).
All scale bars are 10 nm.

of the nanowires. This is demonstrated in Figure B.3. At increasing laser energies, the field of view in

the APT reconstruction increases, revealing the presence of Si dopants on the surface of the nanowire at

0.4 pJ. This field of view change is due to the blunting of tip curvature at higher laser energy.
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APPENDIX C

Effects of Beam Defocus on Nanodiffraction Analysis

Nano-focused X-ray diffraction is typically performed on thin films or bulk substrates. [241, 243, 355]

In such cases, the sample is much larger than the probe size, and thus the object can be assumed to be

of homogeneous tilt and thickness at a single probe position. However, in the case of nano-diffraction of

individual nanowires, the probe size and nanowire diameter are of similar scale, and the effects of the

thickness and nanowire faceting must be considered.

For example, in the nano-diffraction experiment from Chapter 5.1, a probe size of ∼25 nm was used

to measure a nanowire with diameter ∼100 nm. Two-dimensional maps were taken, recording the 2θ

position of the diffraction at each position, which can then be converted to a relative strain map as
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Figure C.1. Effect of defocus on nanodiffraction. (a) Relative strain field for the 〈110〉
scattering condition is shown for an example nanowire. Simulated strain field for strain-
free nanowire (left) and core-shell nanowire (right) at (b) exact focus, (c) 20 µm defocus,
and (d) 40 µm defocus.
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described in Chapter 5.1. The relative strain field for the 〈110〉 scattering condition is shown for an

example nanowire in C.1(a). The experimental data reveal a gradually increasing strain ramp across the

nanowire diameter. Given that these nanowires are symmetric across the diameter, this radial variation is

unexpected. However, since the edges of the nanowire have different faceting and thickness than the center

of the wire, it is possible that the radially varying strain field is an artifact resulting from the nanowire

shape; for example due to differences in X-ray absorption or beam deviations off the angled corner facets

of the nanowire. To test this hypothesis, the strain field from a strain-free and core-shell GaAs/InGaAs

nanowire (with 15% In) were simulated, as shown in Fig. C.1(b) (left and right respectively). A defocused

X-ray probe and the shape alone do not reproduce the observed strain variation. However, an X-ray probe

with a slight defocus of 20-40 µm produces radial variation in the core-shell nanowire that is similar to

what is observed in the experiment, Figure C.1(c,d) (right).

To confirm that this radial variation was an effect of the X-ray probe defocus, a nanowire was

measured at three focal conditions. For the same nanowire shown in Figure C.1(a), a lower resolution 2θ

map is shown in Figure C.2. Here the perfect focal condition (0 µm) produces a relatively homogeneous

nanowire, likely because spatial resolution is too low to resolve the strain field from the InGaAs shell.

However, when defocusing the probe by just 20 µm, the radial variation reemerges.

The analysis above confirms that the variations along the nanowire length are not artifacts, and the

variations across the diameter are not interpretable in terms of strain. For this reason, Chapter 5.1 shows

lines scans from the center of the nanowire diameter. Considering that a single depth of focus for this

probe is 10 µm, 20 µm is a relatively small defocus, but it creates a large variation in the apparent strain

field. As such, this work shows that for X-ray nano-diffraction of 3D nanostructures, extra care must be

taken to position the probe focus.
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Figure C.2. 2θ map of same InGaAs QW nanowire shown in Figure C.1(a), at a lower
resolution. Map shown for diffraction patterns taken (a) in focus, (b) at 20 µm defocus,
and (c) at 40 µm defocus.
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APPENDIX D

Misfit Dislocations in Asymmetric Quantum Well Nanowires

https://www.overleaf.com/project/5e18ad358cad8c0001c7c5f6

In section 5.2, the 3D lattice displacement in asymmetric core-shell nanowires was generated from

coherent X-ray data. Deviations of this 3D displacement from displacement fields generated using FEM

were attributed to the presence of interfacial dislocations; large isolated wraps in phase as seen in Figure

D.1(a) indicate an abrupt change in lattice structure.

Figure D.1. (a) The (111̄) phase of NW-2, with the region around the 10 nm QW mag-
nified. (b) 2D simulation of phase due to two opposite edge dislocations.

For example, a simulation of two antiparallel edge dislocations (D.1(b)) resembles the phase behavior

observed in Figure D.1(a). The simulation was performed by calculating the displacement field associated

with an individual edge dislocation given by:

(D.1) Ux =
b

2π

[
tan−1

(y
x

)
+

xy

2(1− ν)(x2 + y2)

]

(D.2) Uy =
b

2π

[
(−2ν

4(1− ν)
+

xy

2(1− ν)(x2 + y2)

]
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(D.3) Uz = 0

Then the displacement along the [11-1] direction was calculated as in the experimental data (i.e. Ux +

Uy−Uz). The phase of this [11-1] displacement is plotted in cross section in Figure D.1(b). For simplicity

of simulation, these displacement fields are generated assuming the dislocation lines run down the [111]

nanowire growth axis and the Burgers vectors are perpendicular to the the dislocation line and the QW

growth plane (b=[110]). While this is a useful example of the type of phase wrap that dislocations

can produce, this simulation is not considered representative of the expected defect orientations of a

zincblende crystal.

As discussed in Sections 5.2 and 2.5.3, there is not a consensus in literature on the critical thicknesses

for defect formation in core-shell III-V nanowires, nor is it evident what type of dislocation will form

in a given core-shell system. Both edge dislocation loops around the core or linear edge dislocations

down the length of the nanowire have been predicted [275, 274]. Given the limited literature for misfit

dislocations in core-shell III-V nanowires, probable defect structures can instead be generated from the

literature on defect formation at the interface of bulk (110)-GaAs and InGaAs QWs (or other ZB III-V’s)

[449, 450, 451, 452, 453]. The most favorable defects at this interface are [b][u]: (1) a
2 〈011〉[11̄0], (2)

a
2 〈011〉[11̄2], (3) a

2 〈011̄〉[11̄2], and (4) a
6 [112][11̄0], where b is the Burgers vector and u is the direction

of the dislocation line. Defect type (4) is a Shockley partial dislocation, where two partial dislocations

form with a stacking defect between them. Dislocation types (3) and (4) are most likely to form in larger

quantum wells (>150 nm). It is therefore most likely that a2 〈011〉[11̄0] dislocations or a2 〈011〉[11̄2] Shockley

partial dislocations will form to relieve strain at the interface of GaAs and InGaAs QWs. [453] There are

additional defect structures of higher energy predicted for (110)-GaAs and InGaAs interfaces which are

unlikely in planar QWs. However, these energies have not been calculated for the nanowire geometry,

so other dislocation geometries are not completely ruled out. While CDI does allow for observation of

strain and structure in the asymmetric QW nanowires, it does not provide an atomic resolution view

of the defects, meaning the identity of the dislocations cannot be directly resolved in general. Further,

given that multiple types of dislocation geometries (with any number of dislocations) are possible, it is
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challenging to determine the dislocation structure that will produce a displacement field that matches

the measured 3D reconstructions. As such, electron microscopy is needed to fully characterize the defect

structure in these nanowires.
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