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Abstract 

 

In Situ X-ray Scattering Studies of Flow-Induced Crystallization in 

Polymer Melts under Uniaxial Extensional Flow 

 

Mu Sung Kweon 

 

Polymers permeate almost all facets of modern life. For end use applications, these 

materials are typically processed into products at elevated temperatures under which molten 

polymers are subjected to flow. Particular interest lies in the flow-induced crystallization 

behavior of polymer melts under extensional flow, which is a flow type dominant in many 

important polymer processing operations but has received less attention due to challenges 

associated with producing a well-defined extensional flow.  

This thesis presents a systematic study on flow-induced crystallization of polymer melts 

under uniaxial extensional flow that aims to quantify the effect of flow on the subsequent 

crystallization process. The work described here utilizes a custom instrumentation that consists 

of a Sentmanat Extensional Rheometer housed in a convection oven designed to facilitate x-ray 

access. Simultaneous extensional rheometry and in situ x-ray scattering measurements are 

performed to characterize the nonlinear rheology and to elucidate the underlying molecular 

mechanism of the complicated phenomenon. Two different flow protocols are employed to 

monitor the isothermal crystallization behavior during flow inception and following flow 

cessation. 
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Extensional flow-induced crystallization experiments are performed on a wide variety of 

semi-crystalline polymers. In situ structural characterization during flow-induced crystallization 

of poly(lactic acid) under extensional flow is reported for the first time in literature. Unusual 

effects of flow are observed in the crystallization behavior under intermediate flow conditions, 

but the overall crystallization kinetics are associated with the orientation distribution of 

crystallites. Experiments designed to produce similar enhancements in nucleation under 

combinations of various extension rates and Hencky strains are performed on poly(1-butene) to 

directly test the underlying hypothesis in existing flow-induced crystallization models that 

molecular orientation leads to enhanced nucleation. The impact of crystallization initiated during 

as well as following the application of flow on the induced microstructure during isothermal 

crystallization is explored using low-density polyethylene and high-density polyethylene. A wide 

range of lamellar-scale morphologies is observed across various semi-crystalline polymers. The 

comprehensive experimental studies coordinated with computational modeling have the potential 

to positively contribute to the rational design of polymer processing operations.  
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illustrated in their mismatch with the contours (blue and green lines) along the 3D surface plot of 
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Figure 5.1: Apparent sample thickness in continuous flow experiments. The change in 

amorphous peak height from raw WAXS patterns is converted to the relative sample thickness 
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Figure 5.2: SAXS invariant (a) and WAXS (110) peak area (b) at Tc = 112 °C and 𝜀𝐻 = 2 for 
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Figure 5.5: (a) Representative SAXS patterns from experiments at Tc = 112 °C and 𝜀𝐻 = 2 under 

multiple extension rates. Flow direction is horizontal. (b) Azimuthally averaged scattering 
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Dotted lines indicate the low and high q cutoffs (0.005 Å-1 and 0.07 Å-1, respectively) used in the 

SAXS invariant calculation......................................................................................................... 135 
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𝜀 = 0.1 s-1 (☐), 0.3 s-1 (○), and 1 s-1 (△). Flow direction is horizontal in the scattering patterns. 
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Figure B.6: Intensity autocorrelation functions measured at q|| = 0.00116 Å-1 in colloidal gel 
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decay immediately after two oscillation cycles (a) and irreversible dynamics continue through 
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Chapter 1  

Introduction and Background 

 

1.1 Introduction 

Over the past half century, polymers have been vastly incorporated into products that 

play a ubiquitous role in our daily lives. On a global scale, the annual production of polymer 

resin and fiber has exceeded 380 million metric tons in 2015;1 in the United States, the total 

production of thermoplastic polymer resins reached nearly 44 million metric tons in 2017.2 

Nearly all of these thermoplastics are processed at elevated temperatures in the presence of flow, 

under which molten polymers are formed into desired shapes and transformed into products for 

end use applications. Among these materials, more than 60% are classified as semi-crystalline 

polymers, as they solidify into their final form via crystallization from the melt. These include 

polyolefins that are widely produced in the industrial scale such as high- and low-density 

polyethylene (HDPE and LDPE, respectively), isotactic polypropylene (iPP), and isotactic 

poly(1-butene) (iPB) as well as synthetic polyesters such as poly(ethylene terephthalate) (PET) 

and those that are bio-based and biodegradable such as poly(lactic acid) (PLA).  

Essentially all semi-crystalline polymer melts subjected to deformation during 

manufacturing operations experience flow-induced crystallization (FIC), in which the application 

of flow enhances crystallization kinetics by orders of magnitude, allowing crystallization to 

proceed at temperatures where it occurs on extremely long time scales or is even kinetically 

prohibited. FIC also frequently leads to highly oriented crystalline structures and morphologies, 

which have a significant impact on the final material properties.3 This processing-structure-
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properties relationship has thus provided a strong impetus for elucidating the underlying 

mechanism of this complex phenomenon.  

From researchers in the fields of rheology and polymer physics to scientists in the plastics 

industry, it has been of intrinsic importance to gain a comprehensive understanding of the 

microstructural dynamics and viscoelastic behavior of polymers affected by flow-induced 

crystallization during various processing conditions as well as during more idealized flows of 

different types. In particular, x-ray scattering has shown to be an extremely effective tool for 

studying the structural development of polymers under flow, as it directly probes the relevant 

morphological factors in semi-crystalline polymers. Works that employ x-ray scattering methods, 

however, have been primarily limited to studies under shear flow, since shearing flows can be 

produced with relative ease and are industrially relevant to polymer processing operations such 

as extrusion and injection molding. While many other processing applications such as blow 

molding, film blowing, and fiber spinning are dominated by elongational deformation, 

extensional flows have historically been difficult to generate. Consequently, relatively few 

studies on extensional rheological characterization are available. Experimental capabilities in 

flow-induced crystallization studies under extensional flow have been recently expanded with 

advances in instrumentation that led to the development of various elongational flow devices that 

reliably produce well-defined extensional flows. Nonetheless, there are only few studies that 

involve any structural characterization using in situ techniques.  

This thesis presents a systematic study of flow-induced crystallization employing x-ray 

scattering methods to directly probe the structural changes in polymer melts subjected to uniaxial 

extensional flow. The work described here utilizes a custom-built instrument that has been 
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recently developed in this research group and has successfully demonstrated its capability to 

conduct in situ x-ray scattering measurements during well-defined extensional flow 

experiments.4–6 The application of powerful in situ x-ray techniques offers valuable insight into 

the crystallization kinetics, evolving crystallinity, and development of microstructural state and 

orientation of morphological factors in polymers capable of crystallizing. Experimental findings 

reported in this thesis cover a wide range of semi-crystalline polymers under extensional flow, 

providing a deeper and richer understanding of flow-induced crystallization that is immediately 

relevant to processing operations primarily involving extensional deformations. These studies, 

coordinated with computational modeling to directly test the central link between induced 

molecular orientation and enhanced nucleation, serve as a strong basis for the rational design of 

multiscale models that draw on molecular insights while retaining descriptions applicable to 

industrial process modeling. 

 

1.2 Rheology of Polymers 

Polymer processing typically involves the application of flow, under which polymer 

chains can orient, stretch, or rotate. The molecular or microstructural anisotropy induced by 

applied flow fields gives rise to interesting yet complicated viscoelastic properties in polymeric 

systems. Unlike Newtonian fluids that exhibit linear proportionality between the instantaneous 

rate of deformation and the viscous stresses, polymers are non-Newtonian fluids that often show 

nonlinear stress dependence upon applied deformation rate. As polymers encounter flow fields at 

elevated temperatures during processing, molten chains are particularly susceptible to be 

perturbed and are often entangled, both of which are characteristics that contribute to the non-
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Newtonian behavior in the bulk fluid. For this reason, there has been a profound scientific and 

technological interest in the rheology—the study of deformation and flow—of entangled 

polymer melts and in characterizing their rheological properties that are strongly connected to 

the underlying molecular alignment. 

 

1.2.1 Linear Viscoelastic Characterization 

Under small deformations or deformation rates, polymers frequently exhibit stress 

response that is a linear function of both strain and instantaneous rate of deformation, which 

gives rise to their linear viscoelastic (LVE) properties. The material response from this linear 

regime is often characterized under simple shear due to the relative ease of producing a 

homogeneous shear flow and because fluid elements undergo the same deformation history. In 

Cartesian coordinates, simple shear flow is defined as 

 𝑣1 = 𝛾̇𝑥2 (1.1) 

 𝑣2 = 𝑣3 = 0. (1.2) 

Here, 𝛾̇ is the shear rate, and “1”, “2”, and “3” respectively denote the flow, gradient, and 

vorticity directions; the product of shear rate and time is the shear strain. Well-defined shear 

flows are conveniently generated using torsional flow between disks. Hence, rotational 

rheometers that employ parallel plate or cone and plate fixtures are commonly used to 

characterize the linear rheology of polymer melts. 

Among the different shear material functions (e.g. transient shear viscosity, stress 

relaxation modulus) that describe the linear response of viscoelastic materials, the storage 
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modulus (G’) and loss modulus (G”) are useful quantities that deliver information on their elastic 

and viscous behavior, respectively. These measurements are performed by applying a small 

amplitude oscillatory shear to the sample and tracking the in-phase (solid-like) and out-of-phase 

(liquid-like) components of the stress response with respect to the sinusoidal strain input. For 

polymer melts, these measurements are usually obtained over a wide range of temperatures, and 

the data are shifted onto a master curve at a reference temperature using time-temperature 

superposition. This principle is particularly useful for characterizing the LVE response of 

polydisperse entangled polymer melts, as they exhibit a wide distribution of relaxation times that 

does not change shape but only shifts with changes in temperature. Therefore, time-temperature 

shift factors (𝑎𝑇) carry information about the temperature sensitivity of material functions. These 

shift factors obtained from polymers melts at elevated temperatures far from their glass transition 

temperature typically follow an Arrhenius relationship: 

 
𝑎𝑇 = exp [

𝐸𝑎

𝑅
(

1

𝑇
−

1

𝑇𝑟𝑒𝑓
)] (1.3) 

where 𝐸𝑎 is the activation energy, R is the universal gas constant, T is temperature, and Tref is the 

reference temperature to which the LVE data are shifted. 

To capture the comprehensive elastic and viscous behavior that spans a wide range of 

time scales separated by orders of magnitude, a multimode Maxwell model is fit to the master 

curve: 

 

𝐺′(𝜔) = ∑
𝐺𝑘(𝜆𝑘𝜔)2

1 + (𝜆𝑘𝜔)2

𝑁

𝑘=1

 (1.4) 
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𝐺"(𝜔) = ∑
𝐺𝑘𝜆𝑘𝜔

1 + (𝜆𝑘𝜔)2

𝑁

𝑘=1

 (1.5) 

where 𝜔 is frequency, 𝐺 is the dynamic modulus, and 𝜆 is the relaxation time. The fitting 

strategy involves using a discrete relaxation spectrum composed of N relaxation modes of 𝜆𝑘 and 

corresponding values of 𝐺𝑘 in each mode to accurately describe the actual distribution of 

relaxation times in the polymer. Once the model fits the data well, the fitting parameters 𝐺𝑘 and 

𝜆𝑘 can be used to predict other LVE material functions as needed. 

 

1.2.2 Entangled Polymer Melts 

Entangled polymer melts exhibit relaxation processes that are fundamentally different 

from those of dilute polymer solutions or low molecular weight polymers melts, in which 

polymer molecules act as individual hydrodynamic units since they are separated and disengaged 

from each other.7 In entangled polymers melts, the entanglements behave as “physical” 

crosslinks that are analogous to the chemical bonds in cross-linked rubber. While chains in a 

cross-linked rubber form a permanent network, the network created by entangled polymer melt 

molecules is non-permanent, such that the entanglements give rise to both elastic response on 

short time scales under rapid deformation (e.g. step strain) and liquid-like response on long time 

scales that are sufficient for chains to disentangle and relax.  

The major breakthrough in describing the dynamics of entangled polymers was achieved 

with the introduction of the “tube model” in 1967 by Edwards, who proposed that the motion of 

a polymer chain is restricted by the topological constraint formed by its surrounding.8 In 1971, 

de Gennes proposed the idea of “reptation” which describes that a polymer chain can diffuse out 
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of its confining tube along the chain axis, even though its lateral motion is hindered by the 

topological constraints.9 The concept was further refined by Doi and Edwards and formulated as 

a theory that describes the slow and fast relaxation processes of entangled polymer melts.10 The 

slow chain relaxation process is described by reptation theory, which states that polymer chains 

are constrained in a temporary network of entanglements that restricts tangential movement 

(Figure 1.1a), and this mesh of topological constraints effectively confines a polymer chain to a 

tube-like region (Figure 1.1b). A polymer molecule relaxes by sliding along its chain axis 

through a “snake-like” motion (i.e. reptation) to “escape” from its confining tube. As the chain 

moves back and forth along the contour path, it forgets the sections of the original tube that are 

vacated (Figure 1.1c). The time it takes for the chain to diffuse out of the tube is characterized as 

the reptation time (𝜆𝑟𝑒𝑝). 

Doi and Edwards noted that for entangled polymer melts subjected to step strain, the tube 

as well as the chain it contains stretch affinely.10 In contrast to the slow relaxation process in 

which stress relaxes by reptation motion of the chain out of the stretched tube, a faster relaxation 

process known as retraction takes place. During retraction, the chain quickly withdraws itself 

within the deformed tube back to its equilibrium length. The time it takes for the chain to retract 

is commonly associated with the Rouse time (𝜆𝑅), which is related to 𝜆𝑟𝑒𝑝 by 

 
𝜆𝑅 =

𝜆𝑟𝑒𝑝

3𝑍
 

(1.6) 

where Z is the average number of chain entanglements taken as the ratio between the weight-

averaged molecular weight (Mw) and entanglement molecular weight (Me). This distinction   

between the Rouse and reptation times leads to differences between the role of chain stretching  
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Figure 1.1: A polymer chain (a) entangled in a network of neighboring chains, (b) confined in a 

tube-like region, and (c) escaping its tube (represented as straight cylinder for visualization aid 

purposes) via reptation motion. Figures adapted from R. G. Larson, “The Structure and Rheology 

of Complex Fluids” Oxford University Press (1999).11 
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within the tube and orientation of tube segments. 

 

1.2.3 Extensional Rheometry 

Contrary to simple shear under which fluid elements undergo linear stretching and solid 

body rotation, those subjected to extensional flow experience pure exponential 

stretching/compression (Figure 1.2). However, extensional flows have deserved far less attention 

than the commonly studied shear flow, since homogenous extension is difficult to generate. 

Given that extensional flows are dominant flow fields in many polymer processing operations 

and are highly effective at inducing strong molecular alignment that often result in nonlinear 

rheological properties, studying the extensional rheology of polymers is a highly sought-after 

research direction with significant industrial relevance and scientific merit.  

Of particular interest to the work presented in this thesis is uniaxial extensional flow, 

which is defined as 

 𝑣1 = 𝜀̇𝑥1 (1.7) 

 
𝑣2 = −

𝜀̇

2
𝑥2 

(1.8) 

 
𝑣3 = −

𝜀̇

2
𝑥3 

(1.9) 

where 𝜀̇ is the extension rate. In uniaxial extension, a fluid element stretches at an exponentially 

increasing rate, so it is appropriate to describe the elongational strain (derived from the 

instantaneous incremental deformation experienced by the material) as the true strain or Hencky 

strain (𝜀𝐻): 
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Figure 1.2: Comparison between the kinematics of shear flow (a) and of uniaxial extensional 

flow (b). 
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 𝜀𝐻 ≡ 𝜀̇𝑡 (1.10) 

 
𝜀𝐻 = ln (

𝑙

𝑙0
) (1.11) 

where t is time, l is the final length, and l0 is the initial length of the material along the direction 

of elongation. 

The earliest efforts on experimental methods that employ uniaxial extension date back to 

1969.12 Meissner demonstrated that uniaxial extensional flow can be applied using rotating 

clamps (Figure 1.3a), and this setup was used to characterize the extensional rheology of a 

branched polyethylene melt. This original design was improved by using silicone oil as a 

buoyancy bath to prevent sag in the LDPE melt,13 and further upgrades led to extensional 

rheometry on various polymer melts stretched up to Hencky strains of 7.14 A different 

extensional rheometer that was designed to vertically suspend the sample in an oil bath was 

developed by Münstedt (Figure 1.3b), who reported measurements on polystyrene that was 

stretched to Hencky strains up to 3.9.15 Further advance in the development of extensional 

rheometers led to the emergence of filament stretching rheometers that were found suitable for 

measuring the extensional properties of Newtonian and viscoelastic liquids16 as well as polymer 

solutions (Figure 1.3c).17,18 More recently, the filament stretching rheometer was modified by 

Hassager et al. to facilitate extensional rheometry on branched polymer.19 The Sentmant 

Extensional Rheometer (SER) is also a recently developed apparatus that allows reliable 

measurements on the extensional rheological properties of polymer melts.20 The design adopts 

that of a Meissner-type rheometer, but the main difference is in that the SER drums are vertically 

oriented (Figure 1.3d). The main advantage of this flow fixture is in its easy integration into 
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commercial rotational rheometers to perform uniaxial measurements, but the device is limited to 

a maximum Hencky strain of 4.3 that may be applied to samples. 

While each extensional rheometry device has its own advantage relative to that of others, 

it is most vital to provide reliable measurements on desired materials. This is crucial when it 

comes to characterizing the rheology of polymers under shear and extension, since the two flow 

fields are inherently different and thus lead to radically dissimilar rheological response.21 For 

instance, as the shear/extension rate increases, the steady shear viscosity typically exhibits shear 

thinning while the uniaxial extensional viscosity shows strain hardening. In the low rate limit 

(𝛾̇, 𝜀̇ → 0), on the other hand, the viscosity under uniaxial extension is greater than zero-shear 

viscosity by a factor of 3, known as Trouton’s ratio.22 Under transient flow, the shear viscosity 

shows negative deviations from the low 𝛾̇ limit, while the transient extensional viscosity is 

characterized by positive deviations from the low 𝜀̇ limit. Given these characteristics in the linear 

viscoelastic regime (small 𝛾̇ and 𝜀̇), the transient extensional viscosity 𝜂𝑢
+(𝑡) can be predicted 

using a generalized Maxwell model: 

 𝜂𝑢
+(𝑡) = 3𝜂+(𝑡) (1.12) 

 

𝜂+(𝑡) = ∑ 𝐺𝑘𝜆𝑘(1 − 𝑒𝑡/𝜆𝑘 )

𝑁

𝑘=1

 (1.13) 

where 𝜂+(𝑡) is the LVE prediction of transient shear viscosity and the factor of 3 in Eq. (1.12) is 

the canonical Trouton value that is universal for uniaxial deformations in the linear regime.  

The conventional melt strain hardening described above is often more pronounced in 

branched polymers such as LDPE,19 as it is believed that long chain branching introduces   
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Figure 1.3 Various experimental apparatus for uniaxial extensional rheometry. (a) Original 

design of Meissner-type rheometer. (b) Original design of Münstedt-type rheometer. (c) 

Example of a filament stretching rheometer. (d) First version of the Sentmanat Extensional 

Rheometer integrated into a commercially available rotational rheometer. 
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resistance to retraction.23,24 This argument is based on the idea that branches at exterior portions 

of the chain architecture can relax and retract such that there is negligible effect on the 

extensional rheology, while the polymer strands between branch points cannot easily retract and 

thus lead to the possibility of strain hardening. A broad molecular weight distribution is also 

known to have a similar effect as branching does on extension hardening.25 HDPE, the linear 

analogue of LDPE, also exhibits strong extension hardening. Based on the Doi-Edwards 

formalisms of reptation theory, models fail to simultaneously predict strong extension hardening 

and shear thinning. Thus, the upturn in extensional viscosity in HDPE has often been attributed 

to the developing crystallinity during extension,26 but this cannot be verified without any in situ 

characterization. Therefore, to bridge the gap between the nonlinear rheological response of 

entangled polymers and the stretching of chains under extensional flow, it is highly desirable to 

monitor the structural evolution in polymers in situ during extensional flow. 

 

1.3 Polymer Crystallization and the Effect of Flow 

Flow-induced crystallization is a phenomenon that affects practical manufacturing 

processes of all thermoplastic polymers that are semi-crystalline. The kinetics of polymer 

crystallization depends on temperature, rate of cooling, pressure, and applied flow field. 

Researchers are particularly interested in studying the effect of flow on polymer processing, as 

flow causes crystallization to proceed in polymer melts at temperatures where crystallization is 

kinetically suppressed or occurs at an extremely slow rate. In addition, the application of flow 

often leads to induced molecular orientation that may result in favorable consequences such as 

enhancement in stiffness and impact strength of the final product, or unfavorable outcomes such 
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as warping in injection-molded polymer products due to differences in modulus at different 

layers.27 As flow complicates the crystallization process, it would be prudent to first review the 

fundamentals of polymer crystallization and then proceed to discussing the effects of flow on 

crystallization. 

 

1.3.1 Structure and Morphology 

Semi-crystalline polymers form ordered structures that span a wide range of length 

scales. While polymer chains above their melting temperature are distributed in random coils 

(Figure 1.4a), periodic ordering can occur upon cooling. At the molecular level, polymer chains 

pack into unit cells that are ~0.1 – 1 nm in size and contain relatively few monomers (Figure 

1.4b). Individual polymer chains participate in many unit cells and these chains are typically in 

extended conformations, where the crystallographic direction parallel to the molecular chains is 

conventionally defined as the c-axis. The unit cells possess periodicity typical of crystalline 

materials, which allows for the application of wide-angle x-ray scattering (WAXS) to obtain 

diffraction peaks that contain information on the size and shape of the crystal unit cell (see 

Section 2.1 for details).  

On a larger length scale, unit cells pack into thin sheets called lamellae, which are 

typically 10 – 50 nm thick and ~10 microns wide (Figure 1.4c). The lamella is a thin ribbon-like 

collection of crystalline polymers radiating from a nucleation site, which is where crystallization 

is initiated. In quiescent crystallization, these lamellae growing from the nucleation site splay, 

bend, and branch to form three-dimensional structures known as spherulites (Figure 1.4d). 

Owing to the periodic stacking of lamellae, structural details on this level can be obtained from 
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Figure 1.4: Hierarchical structures of semi-crystalline polymers at multiple length scales. At 

elevated temperatures, polymer chains adopt random coil conformations (a), and pack into unit 

cells (with c-axis along the chain axis) upon cooling (b), to form lamellae (indicated by 

rectangular groupings) on larger length scales (c). These lamellae can form three-dimensional 

structures such as spherulites in quiescent conditions (d) and shish-kebab morphology under 

sufficiently strong flow (e). Figures adapted from R. G. Larson, “The Structure and Rheology of 

Complex Fluids” Oxford University Press (1999);11 P. C. Heimenz and T. P. Lodge, “Polymer 

Chemistry” CRC Press (2007)28. 
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small-angle x-ray scattering (SAXS) measurements (see Section 2.1 for details).  

Spherulites can be ~10 – 100 microns across or exceed millimeters in size, and will grow 

until they impinge on other spherulites. Within spherulites, the region between lamellae that 

remains uncrystallized is filled with amorphous materials. The presence of crystalline and 

amorphous domains allows for characterizing semi-crystalline polymers via the degree of 

crystallinity, a useful and practical quantity indicating the mass or volume fraction of crystalline 

matter.29  

Crystallization under sufficiently strong flow produces a different characteristic 

morphology known as shish-kebab structures. These consist of lamellae laterally growing 

outward from a core spine made from highly extended polymer chains (Figure 1.4e). This type of 

crystal morphology was first observed using electron microscopy in a linear polyethylene 

crystallized from dilute solution.30 Typically, the formation of shish-kebab morphology requires 

very strong flow conditions that sufficiently stretch and align polymer chains to allow the 

nucleation of thread-like precursors and subsequent lamellar growth.31  

 

1.3.2 Crystal Nucleation and Growth 

In the absence of flow, crystallization of polymers melts is initiated by nucleation—the 

formation of crystallites—where temperature plays a key role. The possibility of nuclei 

formation is governed by thermodynamics, in which the net change in Gibbs free energy (i.e., 

driving force for phase change) involves a tradeoff between the free energy gain associated with 

crystallization, which scales with volume, and the free energy penalty associated with solid 

surface formation, which scales with surface area. Subcooling below the equilibrium melting 
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temperature provides a sufficient thermodynamic driving force to overcome the kinetic barrier 

for solidification, and spontaneous nucleus growth occurs once the size of the nucleus exceeds a 

critical value beyond which the overall change in free energy decreases.32 However, quiescent 

crystallization rarely occurs via homogeneous nucleation, in which nuclei consisting of nascent 

polymer crystals form randomly in time and space. Rather, it usually predominantly proceeds via 

heterogeneous nucleation, in which impurities such as catalyst residuals or foreign particles in 

the polymer melt lower the surface energy cost for nuclei formation.  

The rate at which nucleation and crystal growth occur is determined by two factors: 

thermodynamic driving force (as described above) and diffusion of amorphous material to 

crystalline mass. As the temperature decreases from the equilibrium melting temperature, the 

driving force increases while diffusion becomes slower. Combination of these two effects leads 

to nucleation and crystal growth rates that increase with undercooling and reaches a maximum.29 

It is evident that the overall crystallization process and its kinetics are both highly temperature-

dependent, which is why polymer melts are supercooled to temperatures well below the 

equilibrium melting temperature for crystallization to be measurable. 

 

1.3.3 Flow-Induced Crystallization 

The application of flow on undercooled polymer melts drastically speeds up the 

crystallization process. This allows crystallization to be observable at reasonable time scales,33 or 

even occur at temperatures where there would normally be insufficient thermodynamic driving 

force to overcome the kinetic barrier for crystallization.34 Knowing that flow causes polymer 

chains to stretch and orient, researchers believe that this particularly leads to increase in the 
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number density of nuclei and enhancement in nucleation rates. Morphological investigations 

show increase in the nucleation density under the influence of shear, where more crystallites 

smaller in size nucleate with increasing shear rates.35,36 Evidence from recent studies shows that 

high molecular weight species and chain orientation in the melt state are particularly sensitive to 

flow and thus are the key factors that give rise to accelerated nucleation.35–40 

Other studies41,42 have also shown that the activation of flow effects on crystallization can 

be characterized by the Weissenberg number (Wi), the product of deformation rate and 

characteristic relaxation time. In the flow-induced crystallization literature, flow regimes are 

generally classified into three categories using Wi based on reptation and Rouse times (described 

in Section 1.2.2).41,43 Under flow conditions where 𝑊𝑖𝑟𝑒𝑝 <  1 and 𝑊𝑖𝑅 <  1, flow is expected 

to have little or no effects on the crystallization kinetics as polymer chains are able to relax flow-

induced chain stretching quickly; the rheology reverts to Newtonian behavior. For 𝑊𝑖𝑟𝑒𝑝 >  1 

and 𝑊𝑖𝑅 <  1, polymer chains can align but do not stretch, and the applied flow enhances 

crystallization kinetics to result in more numerous, smaller spherulitic structures; under 

sufficiently strong flow conditions (𝑊𝑖𝑟𝑒𝑝 >  1 and 𝑊𝑖𝑅 >  1), extreme morphologies (e.g. rods 

and shish-kebabs) can develop since polymer chains stretch as well as align. 

 

1.4 Experimental Studies of Flow-Induced Crystallization 

Since the first evidence of flow effects on the morphology and crystallization behavior in 

a polymer solution,30 researchers have directed their attention to flow-induced crystallization in 

polymers. Early investigations on the consequences of flow-induced crystallization under 

process-type flows (e.g. injection molding) were examined using ex situ measurements,44,45 
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which made it inherently difficult to explore the fundamental details that underlie the 

phenomenon without real-time or in situ monitoring, especially under the conditions where flow 

is complex or poorly defined. To overcome this challenge, researchers have sought to design 

simple test protocols in which a well-defined flow field is applied at a constant temperature at 

which quiescent crystallization is suppressed. Early efforts led to a flow protocol that heated the 

polymer well into its melt state, cooled it to a desired test temperature, initiated shear flow at a 

constant rate, and measured the crystallization onset time based on the increase in viscosity.33 

This “continuous” flow protocol was improved by decoupling the effect of flow on 

crystallization kinetics by applying a short pulse of shear (“short-term” flow) and then 

monitoring the subsequent accelerated crystallization behavior.46  

Studies employing either the short-term or continuous flow protocol have used various 

experimental techniques to monitor flow-induced crystallization. Sharp increase in viscosity was 

used as an indicator of crystallinity in studies that involve continuous deformation,26,43,47 while 

growth of elastic modulus in oscillatory shear was used to monitor crystallization in studies using 

the pulse flow protocol.35,48–50 Other works used optical methods such as optical 

microscopy42,45,51 to visualize the flow-induced structure or determine nucleation density, 

turbidity52–54 to detect the onset of crystallization, and birefringence37,55 to monitor the evolution 

of crystallite orientation and growth in crystallinity. Among these monitoring techniques, in situ 

x-ray scattering in particular has found widespread application to study flow-induced 

crystallization, as SAXS directly probes larger scale structures such as lamellae or shish-kebabs, 

and WAXS determines crystal structure resulting from the ordering of polymer chains on the unit 

cell level.  
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While most existing flow-induced crystallization studies using in situ x-ray scattering 

methods primarily involve shear,37–39,56–59 recent development of devices that produce well-

defined uniaxial extensional flow has allowed more reliable extensional flow-induced 

crystallization studies. An example of such apparatus is the filament stretch rheometer, with 

which Hassager et al. measured the transient elongational viscosity in various polymer 

melts.19,60,61 Rothstein et al. took this one step further to use it in extensional flow-induced 

crystallization studies of iPB62 and iPP melts.63 Another device that allows for extensional flow-

induced crystallization studies is the SER,20 which was used to investigate the flow-induced 

crystallization behavior of iPB,47 ethylene-butane plastomer,64 and HDPE melts.26 However, 

these extensional flow studies lack in situ insight into the evolving structure, crystallite 

orientation, and extent of crystallization; they rather rely on the upturn in transient viscosity to 

detect the onset of crystallization or ex situ methods such as differential scanning calorimetry, 

microscopy, and x-ray scattering on already stretched samples.  

Li et al. remain as the only group that has demonstrated in situ x-ray scattering 

measurements coordinated with simultaneous extensional rheometry during extensional flow-

induced crystallization experiments. They have successfully conducted experiments on a large 

selection of semi-crystalline polymers—HDPE,65 polyethylene oxide,66 iPP,67 cross-linked 

HDPE,68–71 and iPB72—using an instrumentation very similar to that employed in the studies 

presented in this dissertation (see Section 2.3). Most of the studies by Li are step strain 

experiments at very high extension rates. Due to insufficient time resolution to probe the 

structural evolution during flow inception, in situ monitoring of structural changes immediately 

following deformation is reported. However, some of their work show signs if crystallinity 
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initiated during the application of flow, indicating that the effect of flow and subsequent 

crystallization are not decoupled.  

 

1.5 Computational Modeling of Flow-Induced Crystallization 

Motivated by the impact of deformation history on the rheological properties and 

structure of semi-crystalline polymers during processing, researchers have devoted significant 

efforts to develop models to help understand and predict the flow-induced crystallization 

process. Modeling approaches include kinetic models73 and molecular dynamics,74–76 which 

provide details of the kinetics of polymer crystallization but not of process applications. As it is 

desirable to formulate models that are applicable to process modeling, researchers have proposed 

flow-induced crystallization models that include various descriptions of how crystallization and 

nucleation are affected by applied deformation. These models typically consist of hierarchical 

descriptions on the melt rheology, nucleation, and crystal growth, where the flow history 

imposed on the polymer melt impacts the nucleation process, and the subsequent nucleation 

affects the crystallization kinetics.  

At the core lies the crystallization model that captures the details of crystallization 

kinetics and crystal growth. Descriptions are typically in the form of the Avrami equation77–79 or 

a set of rate equations73 that account for the geometry of the crystal, growth dimensionality, and 

the growth kinetics.32 Other models describe how the crystallization process is affected by 

polymer orientation in the presence of flow, where flow creates a nucleation process that 

otherwise does not exist prior to its application.80,81 As it is assumed that crystal growth rate is 

independent of flow once nucleated, the flow dependence of the rate of nucleation is captured in 
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nucleation model. The driving force that leads to flow-enhanced nucleation is usually in some 

measurable macroscopic parameter (e.g. deformation rate, strain, work input). For example, Eder 

et al. postulated a shear rate dependent probability function for the presence of flow-induced 

nuclei that leads to crystallization.81 However, the model is phenomenological and lacks any 

dependence on polymer structure or properties. In fact, this is the case for various descriptions of 

flow-enhanced nucleation, which vary in detail across models.81–84  

More recent models sought to link the nucleation process to descriptions of melt 

viscoelasticity through the melt flow model. For instance, Zuidema et al. modified the Eder 

model by adding a viscoelastic model to account for flow-induced orientation and stretch of 

molecules (i.e. chain conformation) that contribute to enhanced nucleation.85 In particular, the 

molecular configuration state was calculated from the invariants of the Finger strain tensor 

related to the slowest relaxation mode in a Leonov model description of the molten phase. In 

addition, Coppola et al. developed a model that uses the disengagement time and average 

orientation distribution as the critical parameters that drive the crystallization process.86 

Interestingly, van Meerveld et al. point out that the models formulated by both Zuidema et al. 

and Coppola et al. can successfully predict the experimental results obtained by Lagasse and 

Maxwell,33 although they are radically different in detail.41 This raises an important point that it 

is most critical to verify how the flow applied to the polymer in the melt enhances the nucleation 

process, and subsequently, accelerates crystallization. 

In the past two decades, Peters and his group at Eindhoven have played a leading role in 

developing flow-induced crystallization models that describe the details of how constitutive 

equations are coupled to nucleation and crystallization models.41,85,87–93 These models are based 
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on a core assumption that the high molecular weight chains (often represented in the modeling 

framework by the slowest relaxation mode) are responsible for enhanced nucleation through the 

formation of regions with highly aligned chains that promote shish nucleation under strong flow 

conditions. Earlier works by Peters and co-workers attribute recoverable strain of the longest 

chains to the driving force for flow-induced oriented precursors.85,87 More recent models use a 

molecular stretch parameter as a means to quantify the effect of flow on the creation of elongated 

precursors.89–93 The stretch parameter is a quantity calculated from a reptation-based constitutive 

equation that describes the macroscopic melt flow model, where the slowest relaxation time is 

considered as the reptation time, which in turn in related to the Rouse time through reptation 

theory. Thus, formulating an accurate flow-induced crystallization model requires information on 

not only the polymer sample’s relaxation spectrum but also its material properties such as the 

weight-averaged molecular weight, entanglement molecular weight, and average chain 

entanglement. 

 

1.6 Objectives and Thesis Outline 

Semi-crystalline polymers are substantially affected by flow-induced crystallization, in 

which applied flow fields not only accelerate the crystallization kinetics but also can 

significantly affect the final properties of the polymer product due to induced molecular 

orientation. Unfortunately, most existing flow-induced crystallization studies reported in the 

literature employ shearing flows, since they are relatively easier to produce compared to the 

kinematically stronger extensional flows, which govern many important polymer processing 

operations.  To this end, the primary motivation of this thesis is to (1) more fully explore the 
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complicated FIC phenomenon in semi-crystalline polymers under well-defined extensional flow, 

(2) characterize the crystallization behavior using time-resolved x-ray scattering methods, and 

(3) introduce experimental design strategies that test the formulation of recent FIC models at 

their core on how induced molecular orientation/stretching in the polymer melt leads to flow-

enhanced nucleation (and subsequent accelerated crystallization). 

Recent studies in our research group have successfully demonstrated our capability to 

perform various uniaxial extensional flow experiments by use of a custom-designed instrument 

that allows x-ray scattering measurements.94,95 These research efforts have provided a strong 

foundation to extend FIC studies to extensional flow, which is highly effective at promoting 

orientation of polymer chains and microstructures. As the formation of crystallites often occurs 

during or following flow, in situ x-ray scattering is a powerful tool that provides direct evidence 

of the evolving crystallinity and developing microstructural orientation in real time. Such in situ 

structural characterization, coordinated with simultaneous measurements of the bulk rheological 

response, offers a comprehensive understanding of the effect of extensional flow on polymer 

crystallization and on the mechanical properties.  

This thesis is organized as follows: Chapter 1 has provided an introduction on the linear 

and nonlinear rheology of polymers, with a particular focus on entangled melts. Following an 

overview of polymer crystallization and the effect of flow on crystallization, a literature review 

of experimental and modeling studies of flow-induced crystallization has been presented. 

Chapter 2 describes the experimental principles and methods applied to the work 

presented in this thesis. The chapter begins with the fundamentals on x-ray scattering and 

discusses the advantages of using x-ray scattering techniques on studies of flow-induced 
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crystallization in polymers. A brief description on the instrumentation used for x-ray scattering 

studies under extensional flow is given. This chapter closes with the details of the analysis 

procedures for quantifying the extent of crystallization and the state of molecular/microstructural 

orientation. 

Our experimental capability to perform in situ x-ray scattering measurements on 

elongational flow-induced crystallization in polymer melts is first demonstrated in Chapter 3. 

This chapter reports findings on the crystallization behavior of branched PLA under uniaxial 

extensional flow. The chain architecture of linear PLA is modified by inducing long chain 

branching to provide sufficient melt strength for extensional flow-induced crystallization 

experiments. This study employs a short-term flow protocol to explore the effect of rate and 

strain on subsequent crystallization following flow. To the best of our knowledge, in situ SAXS 

and WAXS measurements on flow-induced crystallization of PLA subjected to extensional flow 

are the very first of their kind and thus have tremendous scientific significance and technological 

relevance. 

Chapter 4 presents experimental studies designed using the modeling framework 

described by Roozemond and Peters90 to test a key assumption in most current flow-induced 

crystallization models that flow-induced molecular orientation leads to enhanced nucleation rate, 

which in turn leads to accelerated crystallization kinetics. This underlying hypothesis is directly 

tested by subjecting iPB to various extension rates and Hencky strains that result in similar 

predicted number density of flow-induced nuclei, calculated from the molecular stretch 

parameter during extensional flow and relaxation, as predicted by a simplified Rolie-Poly model. 

In situ SAXS is employed under the short-term flow protocol to investigate the crystallization 
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behavior from experimental conditions that are expected to result in similar degrees and kinetics 

of crystallization as well as final orientation states. 

In Chapter 5, flow-induced crystallization of LDPE subjected to uniaxial extension flow 

is studied using in situ x-ray scattering. The extent of crystallization and orientation of 

crystallites are monitored using SAXS and WAXS measurements. This chapter discusses the 

difference between the results from experiments where the polymer crystallizes isothermally 

after the application of flow under various extension rates and Hencky strains, and those from 

studies in which samples crystallize at desired temperatures during the application of flow under 

multiple extension rates. The effect of moderate changes in temperature and applied strain 

manifested in dramatic differences in morphology is also discussed. The chapter concludes by 

introducing a hypothesis based on overall observations, and further speculation continues in the 

following chapter. 

Chapter 6 expands upon earlier flow-induced crystallization studies on HDPE reported in 

a previous thesis to further explore the details of the hypothesis introduced at the end of Chapter 

5. In situ x-ray scattering measurements are conducted on samples under similar experimental 

protocols as those employed by McCready and Burghardt.95 A range of Hencky strains is applied 

at a fixed extension rate to examine flow conditions that suppress crystallization during flow as 

well as those that would lead to crystallization during flow. Results are compared to those from 

all other flow-induced crystallization experiments presented in this thesis to gain a 

comprehensive insight into the range of morphologies induced by extensional deformation in 

various polymers that undergo flow-induced crystallization. 
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Finally, Chapter 7 recapitulates the key findings of the work presented in this thesis and 

suggests possible directions for further research in the field. Appendix A describes preliminary 

work on flow-induced crystallization in iPB subjected to simple shear that has set the stage for 

FIC studies employing uniaxial extensional flow. Additional work revolving the theme of 

exploiting in situ techniques to bridge the gap between rheology and microstructural response to 

flow is presented in Appendix B, which demonstrates the use of x-ray photon correlation 

spectroscopy to probe the onset of microscopic structural irreversibility in a colloidal gel under 

oscillatory shear. 
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Chapter 2  

Experimental Techniques and Analysis Methods 

 

2.1 X-ray Scattering in Polymer Crystallization 

X-ray scattering methods are non-destructive and powerful tools that deliver structural 

information of materials, especially for ordered systems. Under the influence of flow, polymer 

chains align to form ordered structures, which makes x-ray scattering applied to polymers during 

flow an extremely effective technique to gain insight into the microstructural dynamics that leads 

to their complex flow behavior. The purpose of this section is to describe the fundamental 

principles behind x-ray scattering and its applications in polymer crystallization. 

X-rays are electromagnetic radiation that interact with the electrical charges in matter. 

The interaction may be in the form of absorption or scattering, in which the former event leads to 

conversion of energy from the incident beam into other forms, while the latter is characterized by 

the change in direction of propagation of the radiation. In the scattering process, when the 

oscillating electromagnetic wave of the incident beam induces oscillation in the electrons of the 

sample at the same frequency, there is no loss in kinetic energy and elastic scattering occurs. In 

contrast, inelastic scattering occurs when the scattered x-rays do not retain the same wavelength 

(or energy) as that of the incident beam as a result of energy and momentum transfer between the 

photon of the incident x-ray and the electron initially at rest. While this may provide information 

on the electronic motion in atoms, inelastically scattered x-rays possess a range of energies that 

inherently do not carry any information on the structure of the sample. As the analysis of 

structure relies on interference among scattered x-rays from different positions in sample space, 
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elastic scattering will be the focus when discussing x-ray scattering techniques for structural 

characterization. 

In principle, two essential phenomena contribute to the determination of structure: 

scattering and diffraction.96 As introduced earlier, (elastic) scattering is described by the 

interaction of the incident x-ray with the sample in which the wavelength of the redirected 

electromagnetic radiation remains the same. Diffraction involves the interference of scattered 

waves, in which constructive interference arises from the superposition of waves that are in 

phase with each other, while destructive inference leads to a decrease in the wave amplitude as a 

result of the waves being out of phase. Constructive interference from periodic internal structures 

that leads to diffraction peaks can be described by Bragg’s Law: 

 2𝑑 sin 𝜃 = 𝑛𝜆 (2.1) 

where d is the interplanar distance, 2𝜃 is the scattering angle, 𝑛 is an integer, and 𝜆 is the 

wavelength of the x-ray beam (Figure 2.1).  

While “scattering” and “diffraction” may be accorded precise definitions relating to 

fundamentally different phenomena as described above, there is wide variance is common usage, 

and, indeed, these words are often used interchangeably (including in this thesis). The word 

“diffraction” is frequently associated with experiments on samples that are highly ordered and 

periodic, such that the scattered x-rays are primarily redirected in a particular direction, while 

“scattering” is more often associated with experiments on weakly ordered or disordered 

materials, or experiments conducted at small angles (one seldom hears the phrase “small-angle x-

ray diffraction”, for instance, even in materials like ordered block copolymers that show classic 

Bragg peaks associated with a wide range of long-range ordered structures).   
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Figure 2.1: Schematic illustration of Bragg’s Law. 
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Regardless of terminology, information about microscopic structural information is 

always revealed as a result of interference between/among scattered x-rays, which, in materials 

lacking precise long-range order, need not lead to sharp diffraction peaks according to Bragg’s 

law. Figure 2.2 illustrates the interference between two scatterers separated by distance r, which 

can then be expanded to describe the interference among scatterers in all sample space. Since x-

rays are electromagnetic waves, it is convenient to use the path difference between the two 

scatterers to describe the phase difference (Δ𝜙): 

 
Δ𝜙 = −

2𝜋

𝜆
(𝑺 − 𝑺𝟎) ∙ 𝒓 

(2.2) 

where 𝑺 and 𝑺𝟎 are the unit vectors in the direction to the observer (detector) and along the 

direction of incident plane wave, respectively. The scattering vector q is then defined as: 

 
𝒒 =

2𝜋

𝜆
(𝑺 − 𝑺𝟎) 

(2.3) 

such that q is a wave vector that bisects the angle between incident and scattered x-rays. By 

geometry, the magnitude of q is given by  

 
𝑞 = |𝒒| =

4𝜋

𝜆
sin 𝜃. (2.4) 

The scattering contributions from each part of the sample can then be added by 

generalizing the effects of interference from two scatterers to a continuous distribution of 

electrons over the entire scattering space (V): 

 
𝐴(𝒒) = ∫ 𝜌(𝒓)𝑒−𝑖𝒒∙𝒓𝑑𝒓

𝑉

 (2.5) 

where 𝐴(𝒒) is the scattered amplitude measured at the detector, 𝜌(𝒓) is the electron density 

distribution, and 𝑒−𝑖𝒒∙𝒓 is a factor that encodes information about the relative phase of scattered  
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Figure 2.2: Schematic of interference between two scatterers. 
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x-rays from each position in space. Mathematically, 𝐴(𝒒) is the three-dimensional (3D) Fourier 

transform of 𝜌(𝒓), which effectively contain the same information. That is, if it is possible to 

measure the scattered amplitude in 3D reciprocal space, the inverse Fourier transform would 

provide full information on the structure in real space. However, the quantity measured at 

detectors is the flux (intensity) of the scattered amplitude, or equivalently, the magnitude: 𝐼(𝒒) =

|𝐴(𝒒)|𝟐. This leads to the “phase problem” in which information on the phases of scattered 

waves in real space is lost when the intensity is evaluated.  

More of a practical concern is understanding how 3D reciprocal space is probed by x-ray 

scattering methods. When an x-ray beam is incident on a sample, x-rays scatter in all directions, 

but the associated scattering vectors correspond to only particular locations within the 3D 

reciprocal space. As the scattering angle 2𝜃 changes, the tip of the scattering vector q maps a 

spherical surface with a radius 2𝜋/𝜆, commonly known as the Ewald sphere (Figure 2.3). Since 

this sphere is tangent to the origin of reciprocal space, it is difficult to fully characterize 𝐼(𝒒) 

unless the sample is rotated (to probe different points on the Ewald sphere that satisfy the Bragg 

condition) or the beam wavelength is varied. In typical x-ray scattering experiments under flow, 

only a small slice of the Ewald sphere is measured by the detector. For a scattering feature of 

interest located at a particular value of q (e.g. crystalline Bragg peak), the two-dimensional (2D) 

scattering patterns display the cross-section between the Ewald sphere a spherical surface a 

distance q from the origin of reciprocal space. For studies of polymers subjected to uniaxial flow, 

the distribution of scattered intensity in reciprocal space as a function of polar angle 𝜑 is a key 

indicator of the orientation distribution of the corresponding morphological features in real 

space. In Figure 2.3, it is evident that the polar angle 𝜑 measured away from the axis of 
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symmetry (i.e. flow axis) differs from the apparent azimuthal angle 𝜑′ measured by the detector. 

This is particularly true for scattering images collected at wide angles, such that a geometric 

correction is necessary: 

 cos 𝜑 = cos 𝜃 cos 𝜑′ (2.6) 

For data collected at small angles, the correction is not necessary because the curvature of the 

Ewald sphere is negligible. 

Bragg’s law (Eq. (2.1)) is characterized by an inverse relationship between scattering 

angle and the corresponding real-space length scale. Small- and wide-angle x-ray scattering 

(SAXS and WAXS, respectively) are classic techniques for probing polymer structure, and are 

particular under flow where microstructures are oriented. SAXS and WAXS probe structural 

features at length scales on the order of 10 – 100 nm and 0.1 – 1 nm, respectively, which are the 

relevant scales of morphological factors in semi-crystalline polymers as reviewed in Section 

1.3.1. Schematics of typical scattering features observed in semi-crystalline polymers are 

presented in Figure 2.4. Under quiescent conditions, the lamellae and c-axes of unit cells show 

random distributions, which leads to isotropic intensity distributions in reciprocal space, and 

hence in the corresponding SAXS and WAXS images (Figure 2.4a and d). Under conditions 

where flow induces molecular alignment, oriented crystallization leads to lamellar stacks with 

normals preferentially oriented in the direction of flow. The SAXS patterns from these oriented 

crystallites are characterized by an anisotropic intensity distribution that is concentrated along 

the flow direction (Figure 2.4b). When the flow is sufficiently strong, shish-kebab 

superstructures are produced, and this extreme morphology is manifested as a sharp streak and 

concentrated lobes of intensities parallel to flow in SAXS (Figure 2.4c). In WAXS, flow-induced 
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Figure 2.3: Illustration of Ewald sphere construction in 3D reciprocal space. The shaded 

region in yellow is the scattering intensity measured by the detector. The apparent angle 𝜑′ 
on the detector actually corresponds to the true angle 𝜑 in reciprocal space, such that a 

geometric correction is needed due to the curvature of the Ewald sphere. 
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polymer orientation results in crystallites in which the c-axis is preferentially oriented along the 

flow direction. This is reflected by an anisotropic distribution in the diffracted intensity that, for 

reflections from crystal planes that are parallel to the c-axis, is strongly concentrated transverse 

to flow. (Diffraction peaks from other crystal reflections may be characterized by different 

characteristic orientations relative to the flow direction; however, the diffraction peaks selected 

for detailed analysis in each of the materials studied in this thesis naturally adopt the transverse 

orientation relationship illustrated schematically in Figure 2.4e.) In particular, the WAXS pattern 

associated with a shish-kebab structure typically shows extremely concentrated diffraction peaks.  

 

2.2 Experimental Apparatus for Synchrotron Studies 

The major components of the experimental platform for simultaneous extensional 

rheometry and in situ x-ray scattering experiments are a Sentmanat Extensional Rheometer 

(SER) flow fixture, stepper motor, torque transducer, oven with slidable walls, and temperature 

control system. Details of the initial design94 and recent applications95 of the instrument are 

described elsewhere; here, a brief description will be given.  

Uniaxial extensional flow is produced using the SER Universal Testing Platform 

(Xpansion Instruments LLC), model SER-HV-A01.97 The flow device consists of two counter-

rotating cylindrical drums with radius R, separated by a fixed distance L between the centerlines 

of the cylinders. A stepper motor connected to the SER drive shaft turns the drums at a constant 

rotation rate Ω, such that a well-defined extensional flow is applied to the mounted sample at a 

constant extension rate 𝜀̇ of 2ΩR/L.. 
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Figure 2.4: Illustrations of representative SAXS (a, b, c) and WAXS (d, e) patterns observed 

in semi-crystalline polymers. (a) and (d) are SAXS and WAXS images under quiescent 

conditions, respectively. The flow direction is horizontal in (b), (c), and (e). 
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The instrumentation also features a torque transducer that is attached to the torque shaft 

of the SER to record the mechanical response of the deforming sample. The measured torque 𝒯 

is related to the tensile force F exerted by the sample on the drums: 

 𝒯(𝑡) = 2𝑅𝐹(𝑡). (2.7) 

As the sample undergoes exponential stretching over the fixed length L, its cross-sectional area A 

decreases exponentially with time: 

 
𝐴(𝑡) = 𝐴0 (

𝜌𝑆

𝜌𝑀
)

2/3

𝑒−𝜀̇𝑡 
(2.8) 

where 𝐴0 is the initial cross-sectional area of the sample measured in the solid state, and 𝜌𝑆 and 

𝜌𝑀 are respectively the solid and melt densities of the polymer. The transient extensional 

viscosity of a polymer melt can then be determined by: 

 
𝜂𝑢

+(𝑡) =
𝐹(𝑡)

𝜀̇𝐴(𝑡)
. (2.9) 

For extensional flow-induced crystallization experiments, a rectangular strip of polymer 

(approximately 25 mm in length, 9 mm in width, and 0.7 mm in thickness) sample is attached to 

the SER drums. A custom-built convection oven surrounds the SER fixture, and includes 

windows to allow the incident x-ray beam to pass through the center of the polymer sample and 

scattered x-rays to leave the oven (Figure 2.5a). This instrument is installed at the beam line at 

the synchrotron facility (Sector 5ID-D of the Advanced Photon Source at Argonne National 

Laboratory) for in situ x-ray scattering experiments. The high brilliance and flux of the 

synchrotron radiation enable high quality images to be collected with short exposure times, 

facilitating time-resolved measurements of structural evolution. The overall setup enables 
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coordination of x-ray scattering pattern collection and torque measurement as the sample 

undergoes deformation, such that parallel measurements of transient extensional viscosity and 

flow-induced structural evolution can be obtained (Figure 2.5b). 

 

2.3 Experimental Flow Protocol 

Flow-induced crystallization experiments most generally follow two different flow 

protocols: short-term and continuous. Both methods involve heating the sample to a temperature 

well above its melting point to erase any thermal history and cooling it down to a constant 

crystallization temperature (Tc), upon which simultaneous SAXS/WAXS measurements are 

performed. The key difference between the two protocols is in when the onset of crystallization 

is first detected upon deformation. 

In short-term flow, the sample is subjected to a short “pulse” of flow (~100 – 101
 s) and 

the subsequent crystallization behavior is monitored for a long time (~103 s). This protocol 

decouples the effect of flow on crystallization, where flow is either applied at a constant 

crystallization temperature,46 or at an elevated temperature followed by quenching the sample 

and allowing it to isothermally crystallize.49 In fact, short-term flow protocol has been widely 

employed by flow-induced crystallization studies under shear38,40,52,56,59,98 and extensional 

flows.62,63,99 Of particular relevance to the work presented here are extensional flow-induced 

crystallization studies by Li and coworkers, who employed the short-term flow protocol and 

performed in situ x-ray scattering measurements using a test platform with a flow fixture similar 

to the SER.65–68 For the work presented in this thesis, all short-term flow experiments employ a 

temperature protocol where the sample is first heated above its melting temperature (to erase  
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Figure 2.5: Instrumentation integrated into the beam line at DND-CAT Sector 5ID-D of the 

Advanced Photon Source at Argonne National Laboratory. (a) Individual components of the 

test platform. (b) Illustration of the experimental setup at the synchrotron facility. 
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existing crystallites), and then cooled to and equilibrated at a desired crystallization temperature, 

at which flow is applied and subsequent crystallization is monitored using SAXS and WAXS 

measurements (Figure 2.6a). 

In continuous flow (Figure 2.6b), crystallization occurs during the application of flow. 

However, other than the few studies by Li et al.,69,70 existing continuous flow-induced 

crystallization studies under extensional flow have typically relied on the upturn in extensional 

viscosity, as opposed to in situ structural characterization, to indicate the onset of 

crystallization.26,47,64,100 Given the lack of in situ structural information on the flow-induced 

crystallization behavior of polymer melts, all experiments in this work significantly contribute to 

the very small pool of existing knowledge base.  

 

2.4 Data Analysis Procedures 

2.4.1 Analysis of 2D Scattering Patterns 

A quantitative analysis is performed on the 2D x-ray scattering images to allow 

comparison across experiments based on absolute quantities. First, the raw intensity (𝐼𝑟𝑎𝑤) from 

the scattering data measured by the detector in each 2D image is extracted as a function of 

scattering vector q (q = 4𝜋 sin 𝜃 /𝜆, where 2𝜃 is the scattering angle) and azimuthal angle 𝜑′ (at 

1° increments) measured away from the flow direction. The extracted intensity is converted to 

intensity in absolute units (𝐼𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒) by accounting for the transmitted intensity (𝑇𝐼) measured at 

the beamstop, sample thickness (𝑡ℎ𝑘), and a calibration factor (𝐶𝐹) determined using a glassy 

carbon calibration standard: 
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Figure 2.6: Comparison between short-term (a) and continuous (b) flow protocols. In short-

term flow, crystallization occurs after a pulse of flow; in continuous flow, crystallization 

occurs during flow. 
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𝐼𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒(𝑘) = (

𝐼𝑟𝑎𝑤(𝑘) − 10

𝑇𝐼(𝑘) − 𝑇𝐷
) (

𝐶𝐹

𝑡ℎ𝑘
). (2.10) 

Here, k denotes the image number and 𝑇𝐷 is the transmitted intensity measured on the beamstop 

when no beam is present, which can be considered as a baseline signal. In the expression above, 

the raw intensity in the numerator is subtracted by 10 to similarly account for the baseline 

measured by the detector in the absence of scattering. 

The intensity data are also corrected for background scattering. For SAXS measurements 

obtained from short-term flow experiments, the intensity of the image immediately after flow is 

subtracted from all subsequent images in order to highlight growth of SAXS intensity above the 

background observed in the amorphous sample. This is facilitated by the fact that the thickness 

of the sample remains constant with very modest changes as the polymer crystallizes. On the 

other hand, the background subtraction process for SAXS data from continuous flow 

experiments is more complicated due to the change in thickness as crystallization is initiated 

during flow. As this concern is specific to experiments presented in Chapter 5, the background 

correction for SAXS date measured during flow will be discussed in detail in Section 5.2.4. For 

WAXS, the scattering pattern from an empty oven is treated as the background and subtracted 

from the total scattering intensity to eliminate the scattering contributions arising from air as well 

as the instrument itself. Additional steps are taken to subtract the amorphous halo to isolate the 

intensity of crystalline diffraction peaks; this must be undertaken on an image-by-image basis, 

because the intensity of the amorphous background decreases while crystallization proceeds. The 

background subtraction process described here is relevant to qualitative analyses on 

SAXS/WAXS images, in which the growth of intensity can be directly related to the 
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development of ordered microstructures, as well as quantitative analyses for characterizing the 

degree of crystallinity and state of crystallite orientation. 

To quantify the extent of crystallization and crystallite orientation distribution, the 2D 

intensity data are extrapolated to 3D scattering intensity distributions in reciprocal space 

assuming uniaxial symmetry about the flow axis (Figure 2.3). This assumption is appropriate as 

the imposed deformation on the sample is a uniaxial extensional flow. The construction of 3D 

intensity distribution from 2D data requires a geometric correction due to the curvature of the 

Ewald sphere, as the polar angle measured away the axis of symmetry (i.e. flow axis) in 3D 

reciprocal space differs from the apparent azimuthal angle (𝜑′) on 2D patterns. This correction 

becomes necessary for data measured at wide angles while it is negligible for small angles, as 

described in Section 2.1.  

 

2.4.2 Extent of Crystallization 

2.4.2.1 SAXS Invariant 

By definition, the SAXS invariant (Q) is the total scattering power in reciprocal space 

and increases as crystallization proceeds. Therefore, it serves as an indicator of the growth of 

crystalline lamellae. As the measured intensity takes into account the beam width and the 

thickness of the sample, it is useful to evaluate the SAXS invariant weighted by the scattering 

volume (V): 

 
𝑄/𝑉 =

1

(2𝜋)3
∫ 𝐼(𝒒)𝑑𝒒. (2.11) 

Assuming uniaxial symmetry about the flow axis, Eq. (2.11) becomes  



 

 

 

66 

 
𝑄/𝑉 =

1

(2𝜋)2
∫ ∫ 𝐼(𝑞, 𝜑)

∞

0

𝑞2 sin 𝜑 𝑑𝑞
𝜋

0

𝑑𝜑. (2.12) 

Owing to practical limitations, the integration in Eq. (2.12) is actually performed over a finite q 

range. In the work presented here, the low q limit is always set to 0.005 Å-1 to avoid any parasitic 

scattering effects from near the beam stop from being included in the calculation. The upper q-

limit varies for each experiment, but is selected based on three practical considerations: (1) a full 

360-degree scan of SAXS data is available up to this q value, (2) the intensity beyond the SAXS 

peak sharply decreases and approaches 0 near this q value, and (3) the intensity fluctuation at 

higher q leads to an incorrect calculation of Q/V as the noise is amplified from the presence of 

the 𝑞2 term in Eq. (2.12). 

 

2.4.2.2 WAXS Integrated Peak Area 

Here we focus on the WAXS data collected from short-term flow experiments, as the 

observation time window (~103 s) provides sufficient time for the development of appreciable 

crystallinity. (Experiments using the continuous flow protocol occur over relatively short times, 

and the crystalline WAXS peaks are thus less pronounced.) In WAXS, the entire area under the 

diffraction peaks serves as a measure of the total extent of crystallization. The total area under 

the diffraction peak scales with each diffraction peak, so it is convenient to evaluate the 

integrated area under the primary crystalline peak that exhibits the strongest diffraction intensity. 

The intensity contribution only from the primary peak 𝐼(abc) with miller indices (abc) is isolated 

by subtracting the intensity of the underlying amorphous background from the total intensity for 

each image, because the intensity arising from the amorphous halo becomes suppressed as 
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crystallization proceeds, while the SAXS background intensity does not change. The amorphous 

background intensity is obtained by fitting a polynomial to the amorphous intensity measured 

over the q range spanning the location of the primary peak. After subtracting the amorphous 

contribution, the extent of crystallization from WAXS is computed from the integrated 

crystalline peak area: 

 
𝐴(abc) = ∫ ∫ 𝐼(abc)(𝑞, 𝜑)

𝑞high

𝑞low

𝑞2 sin 𝜑 𝑑𝑞
𝜋

0

𝑑𝜑 (2.13) 

where 𝑞low and 𝑞high define the q range at which the primary peak occurs.  

 

2.4.3 Crystallite Orientation Distribution 

Molecular orientation distribution of uniaxial systems is commonly characterized using 

the Hermans orientation parameter 

 
〈𝑃2〉 =

3⟨cos2 𝜑⟩ − 1

2
 

(2.14) 

where ⟨cos2 𝜑⟩ is given as 

 
⟨cos2 𝜑⟩ =

∫ 𝐼(𝜑) cos2 𝜑 sin 𝜑 𝑑𝜑
𝜋

0

∫ 𝐼(𝜑) sin 𝜑  𝑑𝜑
𝜋

0

 . (2.15) 

The angled brackets represent an average cosine squared weighted by the azimuthal intensity 

distribution 𝐼(𝜑). In the work described here, the azimuthal scattering intensity distribution is 

obtained by radially integrating the corrected absolute intensity (as outlined in Section 2.4.1) 

over the q-range of interest in SAXS and WAXS.  

As it is appropriate to assume uniaxial symmetry for analyzing the data collected from 

studies pursued in this thesis, 〈𝑃2〉 is a valuable measure of the average distribution of crystallite 
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orientation in polymers with structures induced by uniaxial extensional flow. The values of the 

orientation factor range from -0.5 to 1, where 0 indicates random distribution of microstructures, 

and the low and high extremes respectively correspond to perfect orientation orthogonal to and 

parallel to the direction of orientation. In the analysis of SAXS and WAXS patterns, the images 

are always configured in a consistent manner in which the stretching direction is presented in the 

horizontal direction. As it is useful to characterize the orientation distribution with respect to the 

direction of perfect alignment, the values of 〈𝑃2〉 calculated from Eq. (2.14) are normalized by 

the 〈𝑃2〉 value for perfect alignment. For a perfectly orientated sample, lamellae diffraction 

occurs along the axis of the lamellar normal (𝜑 = 0° in SAXS), while diffraction from the 

primary crystalline peak is always orthogonal to the polymer chain axis (𝜑 = 90° in WAXS). 

Defined in this way, the normalized 〈𝑃2〉 values in both SAXS and WAXS always range between 

-0.5 and 1, where 〈𝑃2〉 = 0 indicates random distribution of lamellae and polymer crystals, while 

〈𝑃2〉 = -0.5 and 1 respectively indicate perfect alignment of both the lamellar normal and c-axes 

of unit cells perpendicular to and parallel to the stretching direction. 
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Chapter 3  

Flow-Induced Crystallization of Branched Poly(lactic acid) 

 

3.1 Introduction 

Poly(lactic acid) (PLA), a semi-crystalline thermoplastic that can be derived from 

renewable sources, has attracted attention over the past decade as a possible replacement for 

petroleum-based polymers. Owing to its high tensile strength and good transparency, PLA has 

been widely used as a packaging material for food and beverage containers, thermoform 

packaging, and paper coating.101 The biocompatibility and bioresorbability of PLA have also 

extended its applications to pharmaceutical and biomedical fields as drug delivery systems102 and 

bioresorbable vascular scaffolds.103 However, PLA exhibits poor thermal resistance due to its 

low glass transition temperature (Tg ~ 60-65 °C) and is limited to applications at low 

temperatures unless its crystallinity is enhanced. In addition, the intrinsically slow crystallization 

kinetics has presented challenges in typical melt processing operations that produce PLA-based 

polymer products.104 

Consequently, researchers have studied the flow-induced crystallization behavior of PLA 

as the application of flow not only leads to accelerated crystallization kinetics but produces 

oriented structures that enhance the mechanical properties of the final product. To examine the 

effect of temperature and flow on PLA crystallization, studies in the current literature employ 

techniques such as optical microscopy and rotational rheometry.105–108 More recent studies 

exploit x-ray scattering methods to probe the structural changes induced by deformation but are 

limited to ex situ characterization of quenched samples.109–111 A few studies have performed in 
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situ x-ray scattering measurements under shear.112,113 A recent study has considered elongational 

flow,114 but only under conditions relevant to solid processing—at temperatures between Tg and 

the melting temperature. 

It is important to understand the flow-induced crystallization behavior of PLA under 

extensional flow, as it is a dominant flow field in processing applications such as melt spinning 

and blow molding. Unfortunately, there is a conspicuous absence of studies in the current 

literature that involve in situ structural characterization of PLA crystallization under extensional 

flow. Due to its relative ease of implementation in the melt, shear flow is widely used in existing 

flow-induced crystallization studies. The low melt viscosity of the material also hinders the 

capability of conducting extensional flow-induced crystallization experiments. To enhance the 

melt strength of PLA, researchers explored methods such as adding nucleating agents and 

plasticizers115 or increasing the molecular weight.108 In particular, Nofar et al. demonstrated that 

branched structure is particularly effective in promoting crystallization since branched chains act 

as nucleating sites.116 Shear-induced crystallization studies on linear and branched PLA also 

showed that long chain branching significantly enhanced the nucleation density.117 Wang et al. 

further revealed that increasing the degree of long chain branching leads to an increased 

nucleation density.105 While these studies allude to the possibility of using branched PLA to 

conduct extensional flow-induced crystallization experiments, none has been reported to the best 

of our knowledge. 

In this chapter, we explore crystallization in a branched PLA subjected to uniaxial 

elongational flow. The modified architecture provides sufficient melt strength for extensional 

flow-induced crystallization experiments. In situ x-ray scattering measurements are performed to 
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probe the structural evolution as the polymer crystallizes. A range of extension rates and Hencky 

strains are applied to explore the effect of rate and strain on the crystallization behavior. X-ray 

scattering data are analyzed quantitatively to reveal the extent of crystallization and state of 

crystallite orientation during the crystallization process. Monitoring the structural response in 

real time during crystallization offers deeper insights into the structure and morphology induced 

from extensional flow as well as its impact on crystallization kinetics. 

 

3.2 Material and Experimental Methods 

3.2.1 Material Processing and Characterization 

The poly(lactic acid) studied in this work is a semi-crystalline grade (Ingeo 4032D) 

supplied by NatureWorks with a 2% D-lactic acid content. Its chain architecture was modified 

via melt compounding of the polymer with 2,5-bis(tert-butylperoxy)-2,5-dimethylhexane used as 

a chain extender. Resins of the neat polymer were dried overnight in a vacuum oven at 40 °C to 

prevent hydrolysis at elevated temperatures during compounding. The dried pellets were melt-

blended with 0.5 wt% chain extender in a Readco Kurimoto RK1 Lab Size Continuous Processor 

at 180 °C. Mixing was performed at a rotation speed of 100 rpm for 10 min. The extruded 

branched PLA was pelletized and dried in a vacuum oven at 40 °C for 24 h prior to compression 

molding at 180 °C into 1.5 mm disks for linear viscoelastic (LVE) characterization conducted in 

a Rheometrics Scientific ARES rheometer using 25 mm diameter parallel plate fixtures. Figure 

3.1 displays the melt linear viscoelasticity of the polymer measured at 180 °C, well above its 

melting point. A response typical of a polydisperse melt is found, reflected in the higher loss 

modulus compared to the storage modulus. Owing to long chain branching, the zero-shear melt 



 

 

 

72 

viscosity of the branched PLA was shown to be increased by a factor of 1.5 compared to that of 

the linear counterpart.118 Also, branching resulted in a large enhancement in the elastic 

characteristics. As an extra cautionary measure to avoid hydrolytic degradation, trial experiments 

were performed in an inert environment. However, rheological measurements under N2 and 

compressed air revealed identical behavior. Thus, air was used for all experiments conducted in 

this work. 

 

3.2.2 In Situ X-ray Scattering Experiments 

Samples for extensional flow-induced crystallization experiments were prepared by 

compression molding the vacuum-dried pellets into thin sheets that were cut into rectangular 

strips of 25 mm x 11 mm x 0.7 mm in size. Uniaxial extensional flow was applied using an SER 

fixture that was incorporated into a custom-built convection oven with windows designed to 

facilitate x-ray access for in situ x-ray scattering measurements. A short-term flow protocol was 

applied to decouple the effect of flow on subsequent crystallization.46 Samples were heated to 

180 °C to erase existing crystallites and cooled to a desired crystallization temperature (Tc) of 

148 °C. This particular temperature was selected for two reasons. First, Tc was high enough that 

no crystallization was detected prior to and during flow. At the same time, Tc was selected to be 

as low as possible in an attempt to reduce sagging in the sample due to its low melt viscosity. 

Nevertheless, given the time spent at elevated temperatures during the thermal clearing and 

during cooling to and equilibration at Tc (~9 min in total), significant sag of the molten sample 

strip was unavoidable due to the modest viscosity of this polymer, even in its branched form 

(Figure 3.2a). Once the undercooled melt equilibrated at Tc for 1 min, extensional flow  
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Figure 3.1: Melt rheology of branched PLA at 180 °C. The loss modulus (○) dominates the 

storage modulus (●), indicating that the material is well in its molten state at this temperature. 
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was applied at extension rates ranging from 0.1 s-1 to 3 s-1 and at Hencky strains between 1 and 

3. Deformation under these flow conditions produced fully stretched samples that, with only 

minor deviations, demonstrated changes in width and thickness expected for uniaxial extension 

to the given strain (Figure 3.2b). While the final shape and dimensions of the sample are 

encouraging, the extent of sag in the sample prior to flow is obviously nonideal. Despite the 

viscosity enhancement produced by branching in the PLA, these experiments are just at the edge 

of feasibility, and certainly would not be possible using the original parent linear PLA sample 

due to the significant amount of sag found in samples when multiple attempts were made to 

characterize the extensional viscosity at elevated temperatures. 

Simultaneous small- and wide-angle x-ray scattering (SAXS and WAXS, respectively) 

measurements were used to monitor the structural response of the stretched polymer in real time 

as it crystallized isothermally following uniaxial deformation. Synchrotron x-ray scattering 

experiments were conducted at DND-CAT (Sector 5ID-D) of the Advanced Photon Source at 

Argonne National Laboratory. A beam energy of 17 keV (wavelength 𝜆 = 0.729 Å) was selected. 

The incoming x-ray beam was incident on the sample after it traveled between the SER drums. 

Scattered x-rays were collected downstream on Rayonix WAXS and SAXS detectors positioned 

at a sample-to-detector distance of 0.21 m and 8.5 m, respectively. The detectors had a resolution 

of 1920 x 3840 pixels (WAXS) and 3840 x 3840 pixels (SAXS) and images were collected using 

2 x 2 pixel binning to reduce noise and size of image data files. Depending on the applied flow 

condition, two different image collection methods were employed to capture the structural 

evolution in the sample accordingly at appropriate time points. For experiments at low strains 

(𝜀𝐻 ≤ 1.5) or slow extension rates (𝜀̇ ≤ 0.1 s-1), the initial 29 images were collected at a 15-  
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Figure 3.2: PLA sample at Tc = 148 °C (a) prior to and (b) following deformation to a Hencky 

strain of 3. (a) The sample sags during the heating and cooling steps before flow is applied. 

(b) Despite the presence of sag, uniaxial extensional flow fully stretches the sample. 
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second interval. As crystallization proceeded more slowly at later times, the interval was 

increased to 60 s for the next 10 images, and 120 s for the final 15 images. The exposure time of 

each image was set to 0.3 s. For experiments that involved stronger flow conditions, faster data 

acquisition intervals of 5 s, 20 s, 60 s, and 120 s were used to collect 24, 18, 12, and 10 images, 

respectively. The exposure time was reduced to 0.25 s to conserve the total integrated exposure 

to the incident x-ray beam. 

 

3.2.3 Data Analysis Procedures  

Quantitative analyses are performed on the collected x-ray scattering data for direct 

comparison across experiments based on an absolute intensity scale. Following the procedures 

outlined in Section 2.4, geometric correction and background subtraction are performed as 

necessary.  

Two key quantities are calculated from the x-ray scattering data to quantify the extent of 

crystallization and the state of crystallite orientation. For SAXS data, an indicator of the total 

extent of crystallization is determined by calculating the volume-weighted scattering invariant 

(Q/V): 

 
𝑄/𝑉 =

1

(2𝜋)3
∫ 𝐼(𝒒)𝑑𝒒. (2.11) 

Assuming uniaxial symmetry about the flow axis, Eq. (2.11) becomes  

 
𝑄/𝑉 =

1

(2𝜋)2
∫ ∫ 𝐼(𝑞, 𝜑)

∞

0

𝑞2 sin 𝜑 𝑑𝑞
𝜋

0

𝑑𝜑. (2.12) 

In practice, the integration over scattering vector is performed over a finite range, using limits q1 

= 0.005 Å-1 and q2 = 0.045 Å-1 selected to avoid any undesirable contribution of stray 
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background scattering at small q as well as amplified noise from the q2 weighting at large q on 

the invariant calculation (Figure 3.3a). From WAXS data, we focus on the (110)/(200) peak, as it 

is the strongest diffraction peak (Figure 3.3b). To obtain the intensity contribution only from this 

crystalline peak (𝐼(110)/(200)), the amorphous background (fit as a polynomial) in every image is 

subtracted from the total intensity. This is because the amorphous background intensity in 

WAXS becomes more suppressed as crystallization proceeds (Figure 3.3b), unlike the SAXS 

background scattering that remains unchanged over the course of crystallization. Thus, the extent 

of crystallization from WAXS is obtained by calculating the (110)/(200) crystalline peak area 

(A(110)/(200)): 

 
𝐴(110)/(200) = ∫ ∫ 𝐼(110)/(200)(𝑞, 𝜑)

𝑞4

𝑞3

𝑞2 sin 𝜑 𝑑𝑞
𝜋

0

𝑑𝜑 (3.1) 

where q3 = 1.13 Å-1 and q4 = 1.22 Å-1. 

To characterize the average distribution of crystallite orientation in polymers with 

structures induced by uniaxial extensional flow, we use the Hermans order parameter 〈𝑃2〉: 

 
〈𝑃2〉 =

3⟨cos2 𝜑⟩ − 1

2
 

(2.14) 

where ⟨cos2 𝜑⟩ is given as 

 
⟨cos2 𝜑⟩ =

∫ 𝐼(𝜑) cos2 𝜑 sin 𝜑 𝑑𝜑
𝜋

0

∫ 𝐼(𝜑) sin 𝜑  𝑑𝜑
𝜋

0

 . (2.15) 

As discussed in Section 2.4.3, 〈𝑃2〉 values are normalized with respect to the angle of perfect 

alignment such that 〈𝑃2〉 = 0 indicates random distribution, while values of -0.5 and 1 

respectively indicate perfect orientation of structures perpendicular to and parallel to the flow 

direction.  
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Figure 3.3: Azimuthally averaged intensity profiles (red solid line) extracted from (a) small- 

and (b) wide-angle x-ray scattering images when crystallization is completed under quiescent 

conditions. The black dotted line is the scattering intensity of the first SAXS and WAXS 

images collected after application of flow.  In the case of SAXS (a), this image is treated as a 

background, subtracted from all subsequent images during the quantitative analysis. 
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3.3 Results and Discussion 

3.3.1 SAXS/WAXS Image Analysis: Effect of Rate and Strain 

Representative SAXS and WAXS patterns (Figure 3.4) reveal the structural evolution of 

samples stretched under various extension rates to a final Hencky strain of 3. In all experiments, t 

= 0 min is defined as the time point that corresponds to the image collected immediately 

following flow. The background subtraction process described in Section 2.4.1 is applied to all 

images such that the growth of intensity in SAXS and WAXS patterns is a direct sign of 

crystallization. In the absence of flow, the SAXS intensity increases over time and shows an 

isotropic distribution, indicating that crystalline lamellae grow outward in all directions. 

Similarly, isotropic growth of the (110)/(200) peak intensity in WAXS demonstrates that the c-

axis of the polymer crystal unit cell is oriented in all directions during quiescent crystallization. 

In the presence of flow, a transition in the orientation of crystallites occurs. Focusing on 

the final SAXS patterns when crystallization is completed at t ~ 24 min, we observe an 

anisotropic distribution in the scattering intensity, where spots of intensity become increasingly 

concentrated along the flow direction. The azimuthal dependence of the SAXS peak upon the 

application of flow reflects the orientation distribution of lamellae, in which the lamellar normals 

preferentially orient along the flow as the extension rate increases. This observation is in 

accordance with experimental evidence of oriented crystallites seen in branched PLA during 

shear-induced crystallization105. However, what is striking is the emergence of a bimodal 

distribution in the scattering intensity under lower extension rates (𝜀̇ = 0.1 s-1 and 0.3 s-1). In 

these experiments, the presence of equatorial and meridional SAXS peaks suggests a coexistence 

of lamellar structure with the normal direction parallel to and perpendicular to flow, respectively.  
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Figure 3.4: Time evolution of SAXS (above) and WAXS (below) patterns at a Hencky strain 

of 3 under various extension rates (indicated using color-coded borders). Flow direction is 

horizontal. 
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Radial scans of intensity along 𝜑 = 0° and 𝜑 = 90° reveal that the SAXS peak in both azimuthal 

directions appears at q = 0.024 Å-1, corroborating that the structure induced under intermediate 

flow conditions is fundamentally the same lamellar packing. This unusual behavior at 𝜀̇ = 0.1 

and 0.3 s-1 is consistent with observations from the corresponding WAXS patterns at the end of 

crystallization (Figure 3.4). The diffraction peak shows a similar bimodal azimuthal dependence, 

with concentrated intensity both perpendicular to and parallel to flow, indicating that the c-axis 

of the unit cell is preferentially oriented in both the flow and transverse directions, respectively. 

At higher extension rates (𝜀̇ = 1 s-1 and 3 s-1), the diffraction from the (110)/(200) peak becomes 

strongly concentrated perpendicular to flow, reflecting increasingly strong alignment of c-axis of 

the crystal unit cell along the flow. The overall observations in SAXS and WAXS—aside from 

the unexpected structural response under intermediate flow conditions—are in close agreement 

with the fact that polymer chains aligning during flow lead to subsequent orientation of 

crystallites. 

Figure 3.5 displays the progression of crystallization over time that is reflected in the 

increase in SAXS and WAXS intensities from experiments performed at a constant extension 

rate of 1 s-1 and various Hencky strains. In SAXS, the lowest applied strain (𝜀𝐻 = 1) leads to an 

anisotropic distribution in the scattering intensity that is concentrated in the direction 

perpendicular to flow. When the strain is increased to 𝜀𝐻 = 1.5, a bimodal distribution of 

intensity appears in the SAXS pattern. Higher applied strains (𝜀𝐻 = 2, 2.5, and 3) result in spots 

of intensity that are highly concentrated along the direction of flow while the SAXS peak along 

the meridian is suppressed. The strain dependence in these observations is indicative of a 

transition in the lamellar structure with the normal directions oriented preferentially 
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perpendicular to, both perpendicular and parallel to, and predominantly parallel to the flow 

direction as the applied strain increases. WAXS data at the smaller Hencky strains (1 and 1.5) 

give a consistent picture of this unexpected crystallite orientation based on measurements at the 

unit-cell level. In WAXS, the diffraction from the (110)/(200) peak is more intense along the 

flow than the transverse direction at 𝜀𝐻 = 1, indicating that the c-axis of the unit cell is 

preferentially aligned perpendicular to flow. At 𝜀𝐻 = 1.5, a bimodal distribution in the 

(110)/(200) diffraction emerges, implying the presence of unit cells with c-axes pointing both 

perpendicular and parallel to flow. As the applied strain increases to 𝜀𝐻 = 2, 2.5, and 3, the 

diffraction peak becomes more intense along the meridian, which is indicative of the c-axis 

preferentially oriented parallel to flow as expected for strong flow conditions. The unexpected 

behavior in the lamellae orientation resulting from intermediate strains is similar to the that from 

lower extension rates in Figure 3.4. 

Kornfield et al. reported superficially similar bimodal distributions in SAXS intensity in 

poly L-lactide during a predominantly biaxial elongation.114 The authors postulate that the 

oriented SAXS patterns reflect the presence of a shish-kebab morphology with shish and growth 

of oriented kebabs along the elongational direction, but the details of the scattering features are 

rather different from typical SAXS images of a shish-kebab superstructure (sharp streaks 

perpendicular to flow and lobes of intensity parallel to flow).109 In our experiments, such an 

explanation for bimodal SAXS patterns does not seem plausible. First, they are observed under 

conditions of moderate deformation or deformation rate, while shish-kebabs are classically 

associated with strong flow conditions. The q-dependence of SAXS intensity is identical in both 

directions, which would not be the case for traditional shish-kebab SAXS features. Further, our  
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Figure 3.5: Time evolution of SAXS (above) and WAXS (below) patterns at a constant 

extension rate of 1 s-1 under various applied Hencky strains (indicated using color-coded 

borders). Flow direction is horizontal. 
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WAXS data confirm corresponding bimodal distributions of c-axis orientation, which certainly 

would not occur in shish-kebabs. It is not clear whether the unexpected orientation states 

observed here are representative of the true morphology produced in PLA crystallization under 

weak uniaxial extensional flow, or whether this results from artifacts stemming from the 

complicated deformation history induced during stretching of a sagged sample. The sagging 

itself does not appear to have a direct impact on the crystallization: SAXS and WAXS patterns in 

quiescent crystallization experiments are perfectly isotropic, with no preferred crystallite 

orientation. However, sag induces an odd shape in the undercooled melt (Figure 3.2a) such that 

the early stages of flow in these experiments must be kinematically more complicated than the 

sought-for ideal uniaxial flow. This, in turn, may produce populations of crystallites with 

orientation transverse to expectations, and what is indeed observed under stronger flow 

conditions. Any such artifacts would naturally be most pronounced at small strains, as seen in 

Figure 3.5. In this light it is harder to explain why they would be present at low rates in Figure 

3.4, where samples have been stretched to Hencky strains of 3 (stretch ratio = 20). 

 

3.3.2 Quantifying the Crystallization Behavior  

To quantify the effect of flow on the degree of crystallization and crystallization kinetics, 

we monitor the evolution of SAXS invariant and WAXS (110)/(200) peak area. Figure 3.6 

illustrates that all experiments show growth of Q/V and A(110)/(200) during the 25-minute 

experimental time frame, both in the absence and presence of flow. Specifically, for experiments 

at different extension rates, Q/V reaches similar final values with the exception of two 

experiments (Figure 3.6a). Similarly, A(110)/(200) reaches comparable final values with small 
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deviations (Figure 3.6b). Experiments with higher final Q/V values were scrutinized to identify 

the cause of this discrepancy. Specifically, thickness measurements were repeatedly examined to 

ensure consistency, various q2 values for the integration in Eq. (2.12) were explored to evaluate 

Q/V, and the slight misalignment in the SAXS image (Figure 3.4; 𝜀̇ = 1 s-1) was corrected for 

using a tilt angle with respect to the flow axis, but the results were unaffected in any significant 

way. Setting aside the quantitative discrepancies, Q/V and A(110)/(200) are in qualitative agreement 

and demonstrate comparable rate dependence in the crystallization kinetics. In general, higher 

extension rate accelerates crystallization kinetics, as reflected in the faster growth of Q/V and 

A(110)/(200). Interestingly, the onset of growth of Q/V and A(110)/(200) is later at 𝜀̇ = 0.1 s-1 than that 

found in the absence of flow although the quiescent condition is expected to lead to the slowest 

crystallization kinetics. Similar decelerated crystallization is observed under intermediate 

conditions in experiments at different applied strains, where the rate of growth of Q/V (Figure 

3.6c) and A(110)/(200) (Figure 3.6d) becomes increasingly suppressed as 𝜀𝐻 increases from 0 (i.e. 

quiescent condition) to 1.5. At larger strains (𝜀𝐻 > 1.5), faster kinetics is achieved with 

increasing applied strain as expected.  

SAXS and WAXS patterns were also analyzed according to Eqs. (2.14) and (2.15) to 

quantify the state of orientation of crystallites as crystallization proceeds (Figure 3.7). Under 

quiescent conditions, 〈𝑃2〉 remains at 0 during the entire experiment, indicating the isotropic 

orientation of lamellae and c-axes of unit cells. In the presence of flow, the values of 〈𝑃2〉 

initially change over time and reach a constant final value at the point where data in Figure 3.6 

indicate that crystallization has completed. Comparisons of Figure 3.7a to Figure 3.7b, and 

Figure 3.7c to Figure 3.7d reveal strong agreement between the orientation distribution of  
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Figure 3.6: The extent of crystallization calculated from experiments at a range of extension 

rates at 𝜀𝐻 = 3 (a) & (b) and at a range of applied strains at 𝜀̇ = 1 s-1 (c) & (d). In general, 

similar final values of Q/V and A(110)/(200) are reached in SAXS and WAXS when 

crystallization is completed. Crystallization kinetics is generally accelerated with increasing 

extension rate or Hencky strain, while it is slowed down under intermediate conditions. The 

overall crystallization behavior observed in SAXS and WAXS is consistent with each other. 
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lamellae and unit cells. When varying extension rate at fixed strain, 〈𝑃2〉 values generally start 

off higher at higher extension rates and reach higher final values. This observation implies that 

the initial structures crystallizing upon the application of flow are increasingly oriented as the 

extension rate increases, and that the behavior continues towards the end of crystallization. 

However, the evolution of 〈𝑃2〉 at 𝜀̇ = 0.1 s-1 disagrees with this overall trend, as the 〈𝑃2〉 values 

in SAXS and WAXS are initially negative and slowly reach 0 over time. This suggests the initial 

formation of crystallites with lamellar normals and unit cell c-axes more preferentially aligned 

perpendicular to flow at short times. Over the course of crystallization, lamellae and crystalline 

unit cells with their normal and c-axis pointing along the flow direction become more present 

such that the negative 〈𝑃2〉 value increases to 0. At this point, there is ‘balance’ between the two 

populations of orientation revealed in final SAXS and WAXS patterns at 𝜀̇ = 0.1 s-1 (Figure 3.4). 

The evolution of 〈𝑃2〉 under various Hencky strains also reflect the unusual behavior found at 

small applied strains (𝜀𝐻 = 1 and 1.5) in Figure 3.5. 〈𝑃2〉 values derived from SAXS and WAXS 

data illustrate that the average distribution of crystallite orientation is biased with lamellar 

normal and unit cell c-axes preferentially oriented perpendicular to flow, as the values are 

negative throughout the entire experiment. Data at higher strains (𝜀𝐻 = 2, 2.5, and 3) demonstrate 

the expected trend of larger applied strains producing higher degrees of orientation along the 

stretching direction. 

Comparing the crystallization kinetics and crystallite orientation indicates strong 

correlation between the two, in which the unusual effect of flow under weaker flow conditions is 

manifested in a similar way (Figure 3.8). Crystallization half-time is used as a measure to 

describe the kinetics and obtained by determining the time at which the extent of crystallization  
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Figure 3.7: Time evolution of the orientation distribution of crystallites demonstrating rate 

(a) & (b) and strain (c) & (d) dependence. In general, higher degrees of orientation along the 

flow is achieved with increasing rate/strain, as reflected in the final 〈𝑃2〉 values at the end of 

crystallization. 
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reaches half of its maximum value. The final 〈𝑃2〉 value of each experiment is extracted to 

summarize the overall rate and strain dependence of the crystallite orientation state. Under 

various extension rates, the generally positive trend in both plots of inverse crystallization half-

time and final 〈𝑃2〉 value implies that faster flow leads to faster kinetics and higher final degree 

of orientation (Figure 3.8a and c). However, data collected 𝜀̇ = 0.1 s-1 show anomalous 

orientation, and retarded kinetics. Similarly, at higher applied strains, the overall trend in the 

crystallization kinetics and state of orientation is positive, with anomalous results for both 

kinetics and orientation observed at intermediate strains of 𝜀𝐻 = 1 and 1.5 (Figure 3.8b and d).  

Interestingly, the observed half-times for crystallization detected by SAXS are 

systematically shorter than those detected by WAXS (Figure 3.8a and b). We believe this reflects 

the fact that the SAXS invariant is not directly proportional to the degree of crystallinity; rather 

according to the classic two-phase model of small-angle scattering, Q ∝ 𝜙𝑐(1 − 𝜙𝑐) where 𝜙𝑐 is 

the volume fraction of crystallinity.96 Conversely, the integrated WAXS peak area should scale 

directly with 𝜙𝑐, since it simply tracks the total amount of crystalline material in the illuminated 

sample. If data from Figure 3.6a and b were scaled to have identical short-time behavior, the 

SAXS invariant would be expected to end up at a lower final value owing to its nonlinear, 

concave-downward dependence on 𝜙𝑐. This, in turn, would lead to a systematically smaller half-

time for crystallization, as seen here. 

While it is plausible that complicated deformation during the early stages of stretching of 

sagging samples could produce the unexpected orientation behavior—with bimodal orientation 

states and, in some circumstances, a bias in orientation actually transverse to the stretching 

direction—it is harder to explain why this would be associated with a retardation of  
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Figure 3.8: Inverse crystallization half-time (a) & (b) and final 〈𝑃2〉 value (c) & (d) plotted 

against extension rate (a) & (c) and Hencky strain (b) & (d) for all experiments. Similar 

qualitative rate and strain dependence is reflected in the crystallization kinetics and crystallite 

orientation. 
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crystallization kinetics. Even though the resulting orientation is weak in a qualitative sense, 

SAXS and WAXS patterns show clear signs of induced anisotropy. While one may reasonably 

expect negligible enhancement in kinetics when flow conditions are weak, it is counter-intuitive 

that flow would ever inhibit crystallization. Due to limitations in available sample and available 

beam time, only a single quiescent experiment was undertaken. Repeats of experiments under 

selected conditions (open and closed symbols in Figure 3.6 and Figure 3.7) showed generally 

consistent results. However, it is possible that the single quiescent data set shows anomalously 

fast crystallization kinetics due to some experimental nonideality. Even with the viscosity 

enhancement produced in the branched PLA sample used here, these extensional flow-induced 

crystallization experiments are only just feasible. 

While questions of detail remain, observations from all experiments, summarized in 

Figure 3.9, illustrate certain robust trends. First, faster crystallization kinetics is associated with 

higher final state of crystallite orientation, consistent with qualitative expectations with any 

mechanism of flow-induced crystallization. Second, there is remarkable quantitative agreement 

between the degree of crystallite orientation inferred from either the orientation of unit cell c-

axes (WAXS) or crystalline lamellae (SAXS), indicating a relationship of unusually high fidelity 

between measurements reflecting length scales differing by nearly two orders of magnitude. 

 

3.4 Conclusion 

We have expanded upon previous extensional flow-induced crystallization studies using 

in situ SAXS and WAXS to demonstrate the capability of conducting extensional flow-induced 

crystallization experiments on PLA. To the best of our knowledge, this is the first time the  
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Figure 3.9: (a) Inverse crystallization half-time plotted against final 〈𝑃2〉 value. (b) Cross plot 

of final SAXS and WAXS degrees of orientation. Across all experiments, accelerated 

crystallization kinetics is associated with higher degree of crystallite orientation. Also, 

polymer chain alignment down at the molecular level gives rise to oriented lamellae being 

formed on a larger length scale. 
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structural evolution during PLA crystallization following a uniaxial extension flow has been 

reported. Applying flow at various extension rates at a fixed strain as well as various strains at a 

fixed extension rate induces oriented crystallization that undergoes complex transition in the 

structure and morphology as the flow condition changes. In general, crystallization kinetics is 

accelerated with faster extension rates and higher Hencky strains. Stronger flow conditions also 

lead to higher final degrees of crystallite orientation. Unusual behavior in the crystallization 

kinetics and crystallite orientation distribution is observed under intermediate flow conditions, 

where the kinetics is slowed down and a bimodal distribution in SAXS and WAXS intensities 

arise. Despite the unexpected crystallization behavior, the overall crystallization kinetics is 

associated with the orientation distribution of crystallites, where oriented polymer chains at the 

molecular level consistently lead to oriented lamellae at larger length scales.  
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Chapter 4  

Model-Guided Experimental Design of 

Flow-Induced Crystallization in Poly(1-butene) 

 

4.1 Introduction 

The crystallization kinetics and morphology of polymer products are profoundly affected 

by flow fields encountered during processing. To better understand flow-induced crystallization 

(FIC) in polymers, researchers have sought to quantify the impact of deformation history on 

crystallization as well as to model the nucleation and crystallization kinetics in relation to the 

rheological properties of the polymer in its molten state. These efforts have led to the 

development of predictive models that span large length and time scales. At the microscopic 

level, molecular dynamics and lattice Monte Carlo simulations have been performed to 

investigate the underlying mechanism of polymer crystallization kinetics in the absence or 

presence of flow.74,75,119–123 However, while these models describe the details of flow-induced 

crystallization at the molecular level, the small length scales and short time scales inherently 

limit them from being feasible for industrial process simulations.  

In recent years, multiscale models that draw upon molecular underpinnings while 

retaining descriptions applicable to process modeling have been proposed. These models consist 

of hierarchically interrelated elements that describe how crystals nucleate and grow into three-

dimensional structures, how the applied flow promotes enhanced nucleation and impacts the melt 

rheology, and how the evolving crystallinity affects the mechanical properties during the 
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solidification process. However, models formulated by fundamentally different descriptions of 

the link between elements at different levels have shown to lead to similar predictions of the 

same experiment.41 This suggests the possibility of designing and conducting experiments to 

specifically test how various descriptions of molecular orientation induced by flow is related to 

the enhancement in nucleation, and consequently, accelerates the crystallization kinetics. 

As reviewed in Section 1.5, Peters and colleagues have extensively studied and 

formulated flow-induced crystallization models that adopt a viewpoint that molecular orientation 

induced by flow is directly related to enhanced nucleation.41,85,87–93 In fact, this family of models 

has shown good agreement with experimental data from shear and extensional flow-induced 

crystallization studies. However, the predictive capability depends on adjustable parameters and 

specific formulations of how the stretch parameter is incorporated into the nucleation model. 

Therefore, it is essential to conduct experiments that test and verify how flow-induced chain 

alignment and stretching leads to enhanced nucleation. Unfortunately, complete flow-induced 

crystallization models need to be formulated in great detail and require full-scale simulations that 

are cumbersome for verification.  

Motivated by this practical difficulty, we report in situ x-ray scattering studies of flow-

induced crystallization of poly(1-butene) (iPB) under extensional flow that directly test the role 

of molecular stretch in enhancing nucleation as described in the work by Roozemond and 

Peters.90 In situ x-ray scattering has found widespread application for flow-induced 

crystallization studies as it offers comprehensive details on the phenomenon. Recent work by 

McCready and Burghardt95 demonstrated real-time monitoring of flow-induced crystallization in 

iPB under uniaxial extensional flow using in situ small- and wide-angle x-ray scattering (SAXS 
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and WAXS, respectively) measurements, which provided insight into the evolution of lamellar-

scale morphologies and of unit cell-level structures, respectively. We explored how varying 

extension rate under a constant Hencky strain impacted the onset kinetics of crystallization and 

the orientation of crystallites, which were both observed to occur at earlier times with increasing 

extension rates. In fact, this work has shown great promise to directly test the core mechanism of 

existing flow-induced crystallization models through in situ structural characterization. 

 

4.2 Material and Experimental Methods 

4.2.1 Material and Characterization 

Experiments were conducted on an isotactic poly(1-butene), grade PB0110M, provided 

by LyondellBasell. The material is reported to have a nominal melting temperature of 124 °C.124 

For linear viscoelastic (LVE) measurements, the polymer was compression molded into 1.5 mm 

disks and loaded onto 25 mm parallel plate fixtures in an ARES (Rheometrics Scientific) 

controlled-strain rheometer. A series of frequency sweeps at 5% strain were performed at 

temperatures ranging from 120 to 200 °C. Time-temperature superposition was applied to shift 

the collected LVE data to a reference temperature (Tref) of 160 °C; the shift factors (𝑎𝑇) followed 

an Arrhenius relation with an activation energy of 51 kJ/mol. As illustrated in Figure 4.1, the 

linear viscoelasticity is characterized by a broad distribution of relaxation times, typical of a 

polydisperse polymer melt. 

A generalized multimode Maxwell model was fit to the shifted data using Eqs. (1.4) and 

(1.5) to obtain the relaxation spectrum. Following the approach described by Roozemond and 

Peters,90 the slowest Maxwell mode was taken to be indicative of the reptation time (𝜆𝑟𝑒𝑝), and 



 

 

 

97 

 

 

Figure 4.1: LVE measurement of isotactic poly(1-butene) melt at a reference temperature of 

160 °C. A multimode Maxwell model fit to the measured 𝐺′ (☐) and 𝐺" (○) data are 

indicated as solid and dotted lines, respectively. The inset shows that the shift factors (◇) 

follow an Arrhenius relation (fit in solid line). 
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the Rouse time (𝜆𝑅) was calculated using10 

 
𝜆𝑅 =

𝜆𝑟𝑒𝑝

3𝑍
 

(1.6) 

where Z is the average number of entanglements determined from molecular properties of the 

polymer (Table 4.1). The estimated 𝜆𝑟𝑒𝑝 and 𝜆𝑅 at Tref = 160 °C were shifted to their respective 

values at 100 °C, the crystallization temperature (Tc) used in flow-induced crystallization 

experiments. A summary of the estimated relaxation times at Tref = 160 °C and Tc = 100 °C are 

presented in Table 4.2, along with the range of reptation- and Rouse-based Weissenberg numbers 

(Wi) spanned by the range of extension rates used in the FIC experiments. 

 

4.2.2 Model-Guided Design of Experiments 

As mentioned in Section 1.5, recent FIC models developed by Peters et al. utilize chain 

stretch in the slowest relaxing mode (as calculated from a molecularly-inspired nonlinear 

rheological model) as the driving force when modeling accelerated nucleation88–90,92,93, which, in 

turn, drives accelerated crystallization kinetics. This modeling approach implies that any flow 

history resulting in similar degrees of stretch in the highest molecular weight chains should lead 

to similar rates of flow-enhanced nucleation and subsequent crystallization behavior. Therefore, 

once the melt rheology is described by an appropriate constitutive equation, it is possible to 

directly test how molecular stretch promotes enhanced nucleation through tailored FIC 

experiments subjected to various combinations of rates and strains that produce comparable 

enhancements in nucleation. Under these conditions, the overall crystallization process is 

expected to be similar.  
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Table 4.1: Molecular properties of isotactic poly(1-butene) used in calculating the Rouse time 

from the estimated reptation time. Mw is the weight average molecular weight,124 Me is the 

molecular weight between entanglements,90 and Z is the number of entanglements per chain. 

Mw (kg/mol)  Me (kg/mol) Z = Mw/Me 

711 18 40 

 

 

Table 4.2: Estimated reptation and Rouse times. The relaxation times at 160 °C are shifted to 

100 °C using a shift factor of 10.4 extrapolated from the Arrhenius relationship in Figure 4.1. 

Relaxation Time (s) Tref = 160 °C Tc = 100 °C 
Wi Range at Tc 

(𝜀̇ = 0.023 – 0.5 s-1) 

𝜆𝑟𝑒𝑝 50 520 12 – 260 

𝜆𝑅 0.42 4.4 0.1 – 2.2 

 

 

 

 

 



 

 

 

100 

To design such experiments, we closely followed the modeling framework outlined in 

Roozemond and Peters,90 in which the simulation results were compared with experimental data 

from existing FIC studies on poly(1-butene). The melt rheology was described using a Rolie-

Poly model,125 which accounts for both flow-induced orientation and relaxation mechanisms, and 

therefore has built-in capabilities of capturing both orientation and stretch of polymer chains. 

The model was simplified by removing the effect of convective constraint release, as this 

modification was shown to result in good agreement with transient shear data125 and extensional 

viscosity measurements89,90 in other studies. The simplified Rolie-Poly model is given as 

 𝑑𝑩𝑒

𝑑𝑡
= 𝑳 ⋅ 𝑩𝑒 + 𝑩𝑒 ⋅ 𝑳𝑇 −

1

𝜆𝑟𝑒𝑝

(𝑩𝑒 − 𝑰) −
1

𝜆𝑅
(1 −

1

Λ
) 𝑩𝑒 (4.1) 

where 𝑳 is the rate of deformation tensor, 𝑩𝑒 is the elastic tensor that can be related to the stress 

tensor, and Λ is the stretch parameter defined as 

 

Λ = √
tr(𝑩𝑒)

3
. 

(4.2) 

The connection between chain stretch induced during polymer melt flow and enhanced 

nucleation rate is based on the assumption that regions with highly stretched polymer chains 

serve as nucleation sites. In particular, chain stretch in the slowest relaxing mode (indicative of 

the highest molecular weight species) is coupled to the rate of creation of flow-induced nuclei 

through 

 𝑑𝑁𝑓

𝑑𝑡
= 𝑔𝑛(𝑇, 𝑃)[Λ4(𝑡) − 1] 

(4.3) 

where 𝑁𝑓 is the number density of flow-induced nuclei and 𝑔𝑛(𝑇, 𝑃) is a scaling parameter that 

depends on temperature (T) and pressure (P). This specific formulation of Λ raised to the fourth 
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power was reported to show closest agreement with experimental results89 and therefore was 

used to describe the rate of flow-enhanced nucleation.  

Crystallization following the pulse flow protocol employed in this work (see Section 

4.2.3 below) occurred under constant temperature and pressure. This allows us to treat 𝑔𝑛(𝑇, 𝑃) 

as a constant, while 𝑁𝑓 is determined by simply integrating Eq. (4.3) over time. One subtle but 

crucial point in calculating 𝑁𝑓 in this manner is to account for the evolution of the stretch 

parameter both during and after the pulse of extensional flow. That is, it is necessary to account 

for enhanced nucleation that was still being driven by Λ during relaxation after flow. As long as 

the time it takes for Λ to relax was short compared to the time scale during which crystallization 

takes place, this captures the total integrated enhancement in nucleation that then drives 

subsequent accelerated crystallization kinetics. Calculations of Λ4(𝑡) at various flow conditions 

show that stretch relaxation occurs at a shorter time scale than that during which crystallization 

proceeded in experiments. Hence, the entire area under the stretch curve during and following 

flow is evaluated (Figure 4.2).  

This integration was performed over a range of rates and strains to compute 𝑁𝑓 as a 

function of extension rate for multiple Hencky strains (Figure 4.3a). Combinations of rates and 

strains that resulted in similar 𝑁𝑓 values were identified by drawing a horizontal line across the 

𝑁𝑓 curves such that flow-induced crystallization experiments executed under these flow 

conditions sould exhibit similar crystallization behavior. All experiments in this work were 

conducted under flow conditions corresponding to the points along the contours shown in  Figure 

4.3b, which displays the selected combination of rates and strains that led to similar 𝑁𝑓 values of  
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Figure 4.2: Stretch history during flow inception and following cessation, as calculated by 

Eqs. (4.1), (4.2), and (4.3) using parameters appropriate for the experimental Tc = 100 °C. 

The area under the curve corresponds to the number density of flow-induced nuclei resulting 

from flow at an extension rate of 0.05 s-1 and 𝜀𝐻 = 2. The same calculation can be performed 

using any combination of extension rate and Hencky strain to evaluate the 𝑁𝑓 value for a 

given flow history. 
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115 and 250. In addition, a more conventional series of experiments under various extension 

rates at a fixed Hencky strain of 1.5 were performed to explore the effect of rate. 

 

4.2.3 In Situ X-ray Scattering Experiments 

In situ x-ray scattering was employed to monitor the crystallization kinetics and 

morphological evolution of poly(1-butene) following a well-defined uniaxial extensional flow. 

Extensional flow was produced using an SER fixture, onto which a rectangular strip of sample 

(approximately 25 x 9 x 0.7 mm) was mounted. The SER is housed in a home-built convection 

oven with access windows for incident and scattered x-ray beams. Time-resolved synchrotron 

SAXS measurements were performed at DND-CAT beam line 5ID-D of the Advanced Photon 

Source at Argonne National Laboratory. Images were collected using Rayonix detectors with a 

resolution of 3840 x 3840 pixels with a 2 x 2 binning, placed at a sample-to-detector distance of 

8.5 m. The x-ray beam energy was set to 17 keV, equivalent to a wavelength of 𝜆 = 0.729 Å. 

Two different data acquisition methods were used to accommodate the crystallization behavior 

that proceeded at different rates depending on the applied flow condition. For experiments where 

samples deformed to Hencky strains below 1.5, SAXS patterns were initially acquired at 

intervals of 15 s between each frame. The image collection interval increased to 60 s and then to 

120 s as crystallization progressed at a slower rate with time. The exposure time was set to 0.5 s 

per image and a total of 54 images were collected for these experiments (i.e., 27 s of total 

exposure per experiment). For larger strain experiments, initial images were collected at a shorter 

interval of 8 s between each frame to accurately capture the rapid crystallization kinetics 

immediately following flow. Subsequent images were then collected at 18 s, 30 s, 60 s, and 120 s  
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Figure 4.3: Model-assisted design of experimental flow conditions. Each of the curves in part 

(a) is the predicted 𝑁𝑓 as a function of extension rate at a given Hencky strain. The points 

where the curves intersect with a horizontal line (i.e. constant 𝑁𝑓) correspond to flow 

conditions that would produce similar 𝑁𝑓 values. Part (b) displays the flow conditions that 

resulted in 𝑁𝑓 ~ 115 (blue line) and 𝑁𝑓 ~ 250 (green line) as well as those under a fixed 

Hencky strain of 1.5 (red line). 
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intervals. For these experiments, a shorter exposure time of 0.4 s was selected, and 68 images 

were collected such that the total sample exposure to the x-ray beam was conserved.  

A short-term flow protocol was employed to decouple the effect of flow from subsequent 

crystallization. The sample was heated to 180 °C—beyond its melting temperature of 124 °C —

to erase its thermo-mechanical history and then immediately cooled to Tc = 100 °C. Once the 

sample equilibrated at this desired test temperature, a short burst of extensional flow was applied, 

and subsequent crystallization was probed by SAXS. No signs of crystallinity were observed 

prior to and during flow for all experiments, ensuring that the applied flow, rather than 

temperature variations or existing crystallites, was responsible for accelerating the crystallization 

kinetics or inducing structural changes. 

 

4.3 Results 

4.3.1 SAXS Image Analysis 

The typical progression of crystallization observed in this study is presented in Figure 

4.4, which displays a series of SAXS patterns from an experiment conducted at Tc = 100 °C, 𝜀̇ = 

0.023 s-1, and 𝜀𝐻 = 2.5. The first image (Figure 4.4a) collected immediately after the application 

of flow is defined as the point at which t = 0 min and is treated as a background frame. This 

frame is subtracted from all subsequent images to remove the scattering contribution that is 

unrelated to crystallization, such as air scattering or stray scattering surrounding the beam stop. 

At very short times at t = 0.25 min (Figure 4.4b), no signs of crystallinity are observed as 

expected from the short-term flow protocol. As time progresses, crystallization is manifested in 

the growth of anisotropic SAXS intensity that is concentrated along the horizontal direction 
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shown in Figure 4.4c. The intensity increases and broadens azimuthally until the later stages of 

the experiment, where crystallization is completed, as reflected in the qualitative similarity 

between images Figure 4.4d and Figure 4.4e. The concentration of intensity along the flow 

direction arises from the periodicity in the lamellar structure and indicates preferential 

orientation of lamellae with the normal parallel to the flow direction. This overall observation is 

consistent with the fact that polymer chain alignment during flow leads to subsequent orientation 

of crystallites, and in accordance with results from previous studies conducted in our research 

group. 95 

 

4.3.2 Extent of Crystallization and Crystallization Kinetics 

SAXS data were converted to an absolute intensity scale (see Section 2.4.1) and 

assuming uniaxial symmetry, the volume-weighted SAXS invariant (Q/V) was used to quantify 

the extent of crystallization to allow quantitative comparison across all experiments. Owing to 

practical limitations described in Section 2.4.2.1, the integration in Eq. (2.12) was performed, 

over a finite q-range of 0.005 Å−1 to 0.034 Å−1, which is the interval that contains the SAXS 

peak.  

Figure 4.5a depicts the evolution of Q/V over time for samples deformed to 𝜀𝐻 = 1.5 at 

various extension rates. Repeated experiments under identical flow conditions are labeled with 

closed symbols. The dotted line indicates a threshold Q/V value beyond which crystallization has 

developed sufficiently to support reliable measurements of lamellar orientation (see below) and 

corresponds to 5% of the average of the final Q/V values from all experiments. In the absence of 

flow, crystallization proceeds at a slow rate and appreciable crystallization does not occur until  
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Figure 4.4: Representative SAXS patterns following 𝜀̇ = 0.023 s-1 and 𝜀𝐻 = 2.5 at 100 °C. 

The first image (a) is the frame immediately following flow and taken as the background 

frame (t = 0 min). This frame is subtracted from all subsequent images. The following 

images are at t = 0.25 min (b), t = 3 min (c), t = 9 min (d), and t = 43 min (e) following flow. 
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approximately 20 minutes. In all flow experiments, the impact of flow on crystallization is 

clearly reflected in the departure of Q/V from the quiescent crystallization behavior. At early 

times (<5 min), Q/V upon flow grows at a steeper slope compared to that under no flow. 

Towards the end of crystallization at later times, Q/V from all flow experiments reach a similar 

plateau value (Figure 4.5b). Some variability seems to exist among the final invariant values, but 

it is difficult to attribute such minor difference to flow dependence. What is evident is that 

increasing the extension rate accelerates the crystallization kinetics, as revealed in the positive 

trend in the inverse of the crystallization half-time (t1/2) plotted against extension rate (Figure 

4.5c). 

Data in Figure 4.5 show the expected increase in kinetics with increasing deformation 

rate. Of particular interest in this work, however, is examining crystallization kinetics under flow 

conditions designed to produce equal degrees of nucleation enhancement. Based on the modeling 

assumptions used above, the crystallization kinetics should be comparable and independent of 

applied flow under extension rates and Hencky strains that lead to a constant 𝑁𝑓 ~ 115. However, 

the crystallization behavior under these flow conditions show considerable variability (Figure 

4.6). While the final degree of crystallization achieved in these experiments at late times is 

similar, the invariants grow at distinctly different rates. The two lowest extension rates (or 

equivalently the two highest Hencky strains) lead to the most highly accelerated crystallization 

kinetics. At the other end, the slowest crystallization kinetics is observed under intermediate flow 

conditions (𝜀̇ = 0.084 s-1 and 𝜀𝐻 = 1.7, 𝜀̇ = 0.042 s-1 and 𝜀𝐻 = 2). The crystallization behavior 

that lies between the two extremes is seen at the highest extension rate (or equivalently the 

lowest applied strain). Figure 4.6b displays the inverse crystallization half-time plotted as a  
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Figure 4.5: Rate dependence of SAXS invariant (a), final SAXS invariant (b), and inverse 

crystallization half-time (c) for experiments conducted at a constant Hencky strain of 1.5. 

Symbols denote extension rate: quiescent (×), 𝜀̇ = 0.05 s-1 (◇), 0.1 s-1 (△), 0.2 s-1 (○), 0.3 s-1 

(☐,◼︎), and 0.5 s-1 (▽,▼). The dotted line corresponds to the minimum invariant value that 

indicates the onset of crystallization. 
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function of extension rate to illustrate the variability in the crystallization kinetics described here. 

For experiments subjected to rates and strains that produce 𝑁𝑓 ~ 250, the overall crystallization 

kinetics is enhanced compared to the results from 𝑁𝑓 ~ 115, as expected with a larger number 

density of flow-induced nuclei based on the stronger flow conditions. However, the details of the 

evolution of Q/V once again vary across flow conditions (Figure 4.6c). The highest extension 

rate causes the fastest growth of Q/V while the other flow conditions lead to comparable 

crystallization behavior, which is reflected as the difference among the crystallization half-times 

in Figure 4.6d. 

 

4.3.3 Orientation Distribution of Crystallites 

We also quantify the state of crystallite orientation over the course of crystallization 

using the Hermans order parameter 〈𝑃2〉: 

 
〈𝑃2〉 =

3⟨cos2 𝜑⟩ − 1

2
 

(2.14) 

where ⟨cos2 𝜑⟩ is given as 

 
⟨cos2 𝜑⟩ =

∫ 𝐼(𝜑) cos2 𝜑 sin 𝜑 𝑑𝜑
𝜋

0

∫ 𝐼(𝜑) sin 𝜑  𝑑𝜑
𝜋

0

 . (2.15) 

In the expression above, the angled brackets represent an average weighted by the azimuthal 

intensity distribution 𝐼(𝜑) that is obtained from integrating the corrected 2D intensity in absolute 

units over the q-range defined earlier. At early time frames when crystallization has not taken 

place, intensity fluctuations that arise from background subtraction or noise lead to unreliable 

calculations of 〈𝑃2〉. Therefore, we use the threshold Q/V described in Figure 4.5a as an indicator  
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Figure 4.6: Crystallization resulting from experiments that lead to similar number density of 

flow-induced nuclei. For 𝑁𝑓 ~ 115, the invariants grow at different rates (a) and this 

discrepancy is reflected in the variability in the crystallization half-time (b). Similar 

disagreement in the evolution of Q/V (c) and crystallization kinetics (d) is observed in 

experiments that lead to 𝑁𝑓 ~ 250. Symbols denote specific combinations of extension rate 

and Hencky strain: (𝜀̇, 𝜀𝐻) =  (0.2 s-1, 0.5) ○; (0.084 s-1, 1.7) △; (0.042 s-1, 2.0) ☐; (0.029 s-1, 

2.3) ◇; (0.023 s-1, 2.5) ▽; (0.5 s-1, 1.7) ☆★; (0.11 s-1, 2.0) ▷; (0.07 s-1, 2.3) ⬠; and (0.058 s-

1, 2.5) ⬡. 
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of the time frame at which there is sufficient growth in 𝐼(𝜑) to result in a reliable 〈𝑃2〉 value. 

〈𝑃2〉 serves as a valuable measure of the average distribution of lamellae orientation induced by 

flow, where 〈𝑃2〉 = 0 is when the distribution is isotropic while 〈𝑃2〉 = 1 indicates perfect 

alignment of the lamellae normal along the flow direction. 

Figure 4.7a displays the evolution of 〈𝑃2〉 over time for experiments conducted under 

various extension rates and at a constant Hencky strain of 1.5. At early times (< 5 min), the 

degrees of orientation are higher than those at later times for all flow conditions. This implies 

that the initial structures that crystallize are highly aligned and the observation is consistent with 

the scattering patterns in Figure 4.4c where the intensity is strongly concentrated along the flow. 

As the scattering intensity becomes stronger and broadens over time, the overall 〈𝑃2〉 values for 

all experiments decrease and reach a plateau value. Focusing on the final 〈𝑃2〉 values when 

crystallization is completed, we observe that increasing the extension rate leads to higher final 

degrees of lamellar orientation as demonstrated in Figure 4.7b. 

Under rate-strain combinations designed to produce similar 𝑁𝑓, the state of orientation is 

expected to be comparable across experiments. However, different degrees of orientation are 

achieved at the end of crystallization in experiments at 𝑁𝑓 ~ 115, as shown in Figure 4.8. Similar 

to the observations made regarding crystallization kinetics (Figure 4.6b), the intermediate flow 

conditions result in relatively lower final 〈𝑃2〉 values compared to those from the slowest or 

fastest extension rates. When 𝑁𝑓 is increased to 250, the final 〈𝑃2〉 values are generally higher 

than those at 𝑁𝑓 ~ 115, which is consistent with the idea that a higher 𝑁𝑓 leads to a more 

pronounced effect of flow on subsequent crystallization. However, discrepancy in the final state  
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Figure 4.7: (a) Evolution of molecular orientation and (b) final degree of orientation for 

various extension rates at a fixed Hencky strain of 1.5. In general, increasing the extension 

rate leads to a higher final degree of lamellar orientation. Symbols denote extension rate: 𝜀̇ = 

0.05 s-1 (◇), 0.1 s-1 (△), 0.2 s-1 (○), 0.3 s-1 (□,■), and 0.5 s-1 (▽,▼). 
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of orientation exists as well. At 𝑁𝑓 ~ 250, it appears that increasing the extension rate leads to a 

higher final degree of orientation, although the orientation should be independent of applied 

flow. 

 

4.4 Discussion 

Overall, we observe that faster crystallization kinetics is generally associated with higher 

degree of lamellar orientation (Figure 4.9). The inverse of the crystallization half-time is 

positively correlated with the final 〈𝑃2〉 value, ensuring that the experiments reliably demonstrate 

what is expected from flow-induced crystallization tests. However, flow conditions that are 

expected to lead to similar flow-enhanced nucleation and subsequent crystallization behavior 

have shown to result in experimental data that disagree with modeling predictions. This 

mismatch is illustrated in Figure 4.10, where the crystallization half-times from experiments at 

similar 𝑁𝑓 values show variability and deviate from the contours along the 3D surface plot of 

predicted 𝑁𝑓 values in the parameter space. This naturally brings us to a critical assessment of 

the discrepancy between the experimental and modeling results. It is worthwhile to revisit the 

assumptions that went into the strategy of experimental design using modeling predictions: (1) a 

single “reptation time” was used for a polydisperse sample, in which the slowest Maxwell mode 

was taken to represent the population of chains relevant for flow-enhanced nucleation; (2) a 

modified Rolie-Poly model was used to describe the melt rheology, while the model itself is a 

simplified version of sophisticated reptation concepts; and (3) chain stretch was identified as the 

appropriate variable to link melt rheology and enhanced nucleation, using a specific functional 

form of 𝑁𝑓 = 𝑁𝑓(Λ4).  
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Figure 4.8: Final degree of orientation as a function of extension rate conditions that lead to 

𝑁𝑓 ~ 115 (□) and 𝑁𝑓 ~ 250 (△). Dotted and solid lines indicate the average of the final 〈𝑃2〉 

values for each case.  
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Figure 4.9: Cross-plot of the inverse of the crystallization half-time versus the final degree of 

orientation for all experiments. The data demonstrate that faster crystallization kinetics is 

generally associated with higher molecular orientation. 
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Figure 4.10: Summary of experimental and modeling results. Crystallization half-times from 

experiments that lead to 𝑁𝑓 ~ 115 (blue □) and 𝑁𝑓 ~ 250 (green △) show variability, as 

illustrated in their mismatch with the contours (blue and green lines) along the 3D surface 

plot of predicted 𝑁𝑓 (red) in the Wi-strain space. 
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First and foremost, the notion of a single “reptation time” may be too simplistic for a 

polydisperse sample. It is possible that lower molecular weight chains, in addition to the higher 

molecular weight components, contribute to producing stretch and to the formation of crystalline 

structure. Kornfield and co-workers used small-angle neutron scattering (SANS) with deuterium 

labeling of isotactic polypropylene chains with different lengths and observed that short and 

medium length chains are included in the shish.126 In fact, the concentration and long chains in 

the shish was found to match that in the surrounding melt, indicating that chains of all lengths are 

included in the shish as it propagates. Similar experimental observations were made by Kanaya 

and co-workers, who used SAXS and SANS to find that more low molecular weight chains than 

long-chain segments were incorporated in the shish during the drawing of polyethylene.127 Thus, 

a more accurate way to calculate the total amount of stretch produced in the melt would be to 

consider the entire molecular weight distribution (i.e., the entire relaxation spectrum) as opposed 

to only the highest molecular weight species (represented in this modeling strategy by the 

slowest mode). 

It is also possible that the Rolie-Poly model may not be the most appropriate constitutive 

equation to describe the polymer melt rheology. The model itself is a simplified version of the 

Graham-Likhtman and Milner-McLeish (GLaMM) model128—a refined version of the tube 

model of reptation that comprehensively describes entangled linear polymers under linear to 

nonlinear shear and extensional flows, but is computationally expensive. As described 

previously, the Rolie-Poly equation was further simplified by removing the effect of convective 

constraint release, and although justified, this simplification may not hold as the main 

mechanism of stress relaxation is convective constrain release in nonlinear flow experiments.129 
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In fact, Likhtman and Graham note that the Rolie-Poly equation has three relaxation regimes 

with the convective constrain release regime falling between the regimes where relaxation is 

dominated by reptation and retraction.125 Of course, the Rolie-Poly model itself is a rather simple 

implementation of reptation concepts.   

In addition, the creation rate of flow-induced nuclei is a phenomenological function of 

the stretch parameter, where the relation 𝑁𝑓 ∝ Λ4 − 1 was empirically determined as it resulted 

in the best fit. This suggests that other formulations of the stretch parameter can be related to 

flow-induced nucleation. For example, other incarnations of the FIC models developed by Peters 

and co-workers use Λ2 − 1 to link molecular stretch to enhanced nucleation.93 On a larger 

scope—beyond the specific functional form of how 𝑁𝑓 is related to Λ—the modeling approach 

used here starts with an assumption that chain stretch is the appropriate link between melt 

rheology and enhanced nucleation. Alternate constitutive equations may be used to describe the 

melt rheology, with alternative links to the nucleation process. For instance, the Giesekus model 

is used to represent the melt rheology in the model of Doufas et al.,130 where the conformation 

tensor is coupled to the overall crystallization kinetics. Similarly, a multimode Giesekus model 

can be used to determine the principal stress difference, and flow protocols can be designed 

based on the amount of stress imposed on the polymer melt.  

We have specifically subjected the model developed by Roozemond and Peters90 to a 

meticulous test in this present work. Considering the assumptions and simplifications involved in 

describing the complexities of flow-induced crystallization, it is difficult to say that the model 

formulation is incorrect; rather, it is a difficult task to design models capable of withstanding 

such a stringent test of their predictions. However, we feel that the general approach adopted in 



 

 

 

120 

this work, which allows direct testing of critical elements in a more comprehensive modeling 

strategy, offers advantages over tests based on full simulation of the entire crystallization process 

in which even more factors and assumptions are embedded. This general approach can be 

extended to using similar design strategies in different types of flow, such as monitoring the 

crystallization under shear and extensional flow conditions that produce similar enhanced 

crystallization behavior and revisiting the strategy as necessary. 

 

4.5 Conclusion 

We directly tested how molecular stretch leads to flow-enhanced nucleation through 

flow-induced crystallization experiments of poly(1-butene) subjected to various extension rates 

and Hencky strain that produce similar number density of flow-induced nuclei. The 𝑁𝑓 values 

were calculated from the degree of stretch during extensional flow and relaxation, as predicted 

by a simplified Rolie-Poly model. For experimental conditions that are expected to result in 

similar crystallization kinetics and degree of crystallite orientation, both the SAXS invariants and 

final 〈𝑃2〉 values generally do not show agreement, as revealed by in situ SAXS data. 

Experiments at a higher 𝑁𝑓 value generally result in faster kinetics and higher degrees final of 

lamellae orientation, and accelerated crystallization kinetics is generally associated with higher 

degree of orientation. The discrepancy between experimental data and modeling predictions do 

not necessary suggest that the model formulation is invalid, as simplifications and assumptions 

involved in the modeling framework make it difficult to accurately predict FIC. 
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Chapter 5  

Short-Term and Continuous Flow-induced Crystallization in 

Low-Density Polyethylene 

 

5.1 Introduction 

In a recent study, Wingstrand and colleagues studied the influence of stress overshoot in 

the melt on the final morphology of low-density polyethylene (LDPE) by following a procedure 

similar to the short-term flow protocol.131 After erasing the thermal history in the LDPE at an 

elevated temperature above its melting point, the sample was cooled to a selected temperature at 

which extensional flow was applied using a filament stretch rheometer to induce different levels 

of stresses in the polymer melt. The stretched sample was rapidly quenched to room temperature 

to induce crystallization, and ex situ small- and wide-angle x-ray scattering (SAXS and WAXS, 

respectively) measurements were performed to reveal that the final morphology was dictated by 

the stress at quench, rather than the final Hencky strain at quench. Motivated by the feasibility of 

extensional flow-induced crystallization experiments on this material, we use a different 

approach to explore the crystallization behavior in LDPE subjected to uniaxial extensional flow. 

Rather than applying flow and inducing crystallization during quench, we study the immediate 

effect of flow on the structural evolution during isothermal crystallization. 

In this chapter, we employ in situ SAXS and WAXS measurements in real time to probe 

the structural evolution as the polymer crystallizes. Extensional flow-induced crystallization 

experiments are conducted at a range of crystallization temperatures, extension rates, and applied 
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Hencky strains under short-term and continuous flow protocols. In fact, only modest changes in 

experimental conditions determine whether crystallization occurs subsequent to, or during the 

applied flow. Crystallization behavior under the two different protocols is compared based on the 

extent of crystallization and state of crystallite orientation quantified from the measured x-ray 

scattering data, which are complemented by simultaneous measurements of the extensional 

viscosity. Fundamentally different morphologies are found depending on whether or not 

crystallization is initiated during the flow. 

 

5.2 Material and Experimental Methods 

5.2.1 Material of Study 

The material used in this study is a commercial long-chain branched polymer (Lupolen 

3020D from BASF). LDPE pellets were generously donated by Sara Wingstrand and Ole 

Hassager from the Technical University of Denmark, who explored the impact of stress 

overshoot in the LDPE melt on its final morphology.131 The sample has a peak melting 

temperature (Tm) of 114 °C, a weight-averaged molecular weight (Mw) of 300,000 g/mol, and a 

polydispersity index of 8. Consequently, the linear viscoelasticity of the material is characterized 

by a broad distribution of relaxation times.132  

 

5.2.2 In Situ X-ray Scattering Experiments 

Extensional flow-induced crystallization experiments were performed using the custom-

built instrument employing an SER extensional flow fixture. Samples were prepared by 

compression molding LDPE pellets at 180 °C into thin sheets that were cut into rectangular strips 



 

 

 

123 

with a length of 22 mm, width of 11 mm, and thickness of 0.8 mm. For time-resolved SAXS and 

WAXS measurements, the instrument was integrated into the beam line at Sector 5ID-D of the 

Advanced Photon Source at Argonne National Laboratory. An x-ray beam energy of 17 keV 

(wavelength 𝜆 = 0.729 Å) was selected to collect images on Rayonix detectors with pixel sizes 

3840 x 3840 (SAXS) and 1920 x 3840 (WAXS), placed at a sample-to-detector distance of 8.5 m 

and 0.21 m, respectively. Depending on the flow protocol, a 2 x 2 binning (short-term flow) or 6 

x 6 binning (continuous flow) was used. The two flow protocols are distinguished based on 

whether the onset of crystallization is first detected only after flow (short-term flow-induced 

crystallization) or during flow (continuous flow-induced crystallization). In both cases, the 

sample was first heated to 150 °C to erase its thermo-mechanical history, then cooled to and 

equilibrated at a desired crystallization temperature (Tc). In short-term flow experiments, a brief 

pulse of extensional flow was applied to the undercooled melt, and crystallization following flow 

was monitored for 30 – 45 min using SAXS/WAXS measurements. X-ray images were collected 

using exposure times of 0.25 – 0.3 s at intervals of 5 – 120 s between each frame. No signs of 

crystallization were observed during extension, ensuring that the effect of flow was decoupled 

from subsequent crystallization. In continuous flow experiments, crystallization occurred during 

the application of flow and thus required faster acquisition of data. X-ray data collection was 

initiated 2 s prior to flow inception, and continued during flow and then 20 s after flow cessation, 

using a minimum of 0.1 s per frame with an exposure time of 60 ms.   
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5.2.3 Experimental Conditions 

Short-term flow experiments were conducted at three crystallization temperatures, under 

which no crystallization was detected prior to or during flow. The effect of extension rate and 

Hencky strain was explored using rates ranging from 0.1 to 3 s-1 and applied strains ranging from 

1 to 2 (corresponding to melt stretch ratios of 2.7 to 7.4). At the highest crystallization 

temperature (Tc = 114 °C), no crystallization was observed within the experimental time frame 

under any but the most extreme flow conditions. At the intermediate temperature (Tc = 112 °C), 

crystallization under quiescent conditions occurred towards the end of the experimental time 

frame used in these experiments, and all flow conditions led to detectable and accelerated 

crystallization. At the lowest crystallization temperature (Tc = 110 °C), the crystallization 

behavior was qualitatively similar to that at Tc = 112 °C, while the crystallization kinetics were 

further accelerated. These observations will be described more in detail in Section 5.3. 

Subjecting the sample to stronger flow conditions by increasing the applied strain led to one of 

two outcomes: at Tc = 112 °C and 114 °C, Hencky strains greater than 2 resulted in necking 

failure due to non-uniform deformation of the sample; at Tc = 110 °C, an additional unit of 

Hencky strain (𝜀𝐻 = 3) led to crystallization during flow. Based on this observation, the 

continuous flow data acquisition protocol was applied for experiments conducted at Tc = 110 °C 

with samples stretched to 𝜀𝐻 = 3 under various extension rates up to 3 s-1. While attempts were 

made to extend the range of temperatures to Tc = 108 °C, no flow-induced crystallization 

experiments were performed at this temperature as crystallinity was detected during the 

equilibration step prior to applying deformation. Rather modest changes in temperature were 

thus found to have a significant impact on the observed crystallization behavior. 



 

 

 

125 

5.2.4 SAXS/WAXS Data Analysis 

Based on the procedures outlined in Section 2.4.1, intensities from SAXS and WAXS 

images are converted to an absolute intensity scale to make direct, quantitative comparisons 

across all experiments. This process includes making an axial symmetry assumption along the 

direction of extension (applicable for uniaxial extensional flow) as well as performing a 

geometric correction. 

A background subtraction is also performed to isolate the scattering contribution arising 

only from crystallization. For SAXS measurements under the short-term flow protocol, the 

image immediately following flow is treated as a background frame and subtracted from all 

subsequent patterns; for WAXS data, the intensity from the primary crystalline peak is extracted 

by subtracting the underlying amorphous background intensity that is fit as a polynomial in each 

frame.  

The background subtraction process for data collected under the continuous flow protocol 

requires more treatment because the thickness of the sample decreases in each image collected 

during the application of flow. To account for the relative change in thickness, we track the peak 

height of the amorphous background in each WAXS pattern, since the raw scattered intensity 

should be proportional to the sample thickness (x-ray absorption is negligible at the relatively 

high x-ray energy used in these experiments).95 The amorphous peak height is determined from a 

radial scan along 𝜑′ = 30° (a region where no crystalline peaks appear), and the average value of 

the amorphous peak height prior to flow is scaled to the initially measured sample thickness. 

This scaled quantity is used as a surrogate for the apparent sample thickness, which not only 

accurately captures the changing sample thickness during flow but also exhibits an exponential 
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decrease with time during the flow, confirming expectations for an ideal uniaxial extensional 

deformation (Figure 5.1). The background subtraction for SAXS measurements from continuous 

flow experiments then involves subtraction of the thickness-corrected image at the very 

beginning of flow (t = 0 min) from all subsequent thickness-corrected patterns. 

The corrected absolute intensity data are used to quantify the extent of crystallization. In 

SAXS, the evolving degree of crystallinity is reflected in the volume-weighted scattering 

invariant (Q/V), calculated using Eq. (2.12). Owing to a cutoff at low q (due to stray background 

scattering surrounding the beam stop), and a desire to suppress noise amplified by the q2 factor at 

high q where the SAXS intensity vanishes, the integration in Eq. (2.12) is actually evaluated over 

a finite q range between 0.005 Å-1 and 0.07 Å-1. In WAXS, the area under the (110) crystalline 

peak serves as a measure of the extent of crystallization. As mentioned earlier, the intensity from 

this primary peak (I110) is obtained by subtracting an amorphous background intensity in every 

image to account for the suppression of the amorphous background as the sample crystallizes 

over time. The area under the (110) crystalline peak (A110) is then calculated from 

 
𝐴110 = ∫ ∫ 𝐼110(𝑞, 𝜑)

𝑞2

𝑞1

𝑞2 sin 𝜑 𝑑𝑞
𝜋

0

𝑑𝜑 (5.1) 

where q1 = 1.49 Å-1 and q2 = 1.57 Å-1. 

As the applied flow naturally leads to a uniaxially symmetric orientation distribution, the 

orientation of crystallites is characterized using the Hermans order parameter 〈𝑃2〉: 

 
〈𝑃2〉 =

3⟨cos2 𝜑⟩ − 1

2
. 

(2.14) 

In Eq. (2.14), ⟨cos2 𝜑⟩ is the average of cos2 𝜑 weighted by the azimuthal intensity distribution 

𝐼(𝜑) and given as 
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Figure 5.1: Apparent sample thickness in continuous flow experiments. The change in 

amorphous peak height from raw WAXS patterns is converted to the relative sample 

thickness prior to, during, and following flow based on the measured initial sample thickness. 

The apparent sample thickness calculated in this way follows a uniaxial extension prediction 

(solid line). 
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⟨cos2 𝜑⟩ =

∫ 𝐼(𝜑) cos2 𝜑 sin 𝜑 𝑑𝜑
𝜋

0

∫ 𝐼(𝜑) sin 𝜑  𝑑𝜑
𝜋

0

 . (2.15) 

〈𝑃2〉 is normalized by its value along the angle of perfect alignment, as this allows the values of 

〈𝑃2〉 to always range between -0.5 and 1. For a perfectly oriented sample along the flow 

direction, the normal direction of the expected chain-folded lamellae is parallel to flow, such that 

lamellae diffraction appears in the flow direction (𝜑 = 0° in SAXS). In this chapter, we present 

orientation factor analyses derived from SAXS data only. With the 〈𝑃2〉 values normalized in this 

manner, the orientation of crystallites is always analyzed with respect to the flow direction, 

where 〈𝑃2〉 = 0 indicates random distribution, 〈𝑃2〉 = -0.5 indicates perfect orientation of 

crystallites perpendicular to flow, and 〈𝑃2〉 = 1 indicates perfect orientation of crystallites parallel 

to flow. 

 

5.3 Results and Discussion 

5.3.1 Short-term Flow 

Short-term flow experiments conducted at Tc = 112 °C and 𝜀𝐻 = 2 subjected to various 

extension rates exhibit rate dependence in the crystallization behavior (Figure 5.2). Quiescent 

crystallization is much slower than crystallization upon the application of flow, under which the 

onset of growth in Q/V and A110 occurs at earlier times. The steeper slopes of Q/V and A110 at 

higher extension rates confirm that crystallization kinetics is substantially accelerated with 

increasing flow strength. These observations are consistent with results from previous flow-

induced crystallization experiments (Chapters 3 and 4), which generally show similar rate 

dependence in the crystallization kinetics. However, unlike the results from previous studies 
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where similar final extent of crystallization was achieved at the end of crystallization under 

different extension rates, higher extension rates in this study lead to higher degrees of 

crystallization at the end of the experimental time frame. Specifically, Q/V and A110 

monotonically increase throughout the experimental observation window, indicating the 

continued progression of crystallization. Such behavior is also seen in experiments at a fixed 

extension rate and various applied strains (Figure 5.3), where the extent of crystallization found 

at the end of our observation window exhibits strong strain dependence. In both cases of varied 

rate and strain, calculations of the extent of crystallization from SAXS and WAXS data show 

strong qualitative agreement.  

While the evolution of crystallinity observed at Tc = 112 °C follows expected trends, 

quantitative measurements of crystallite orientation, as characterized by 〈𝑃2〉 extracted from 

SAXS data, show an unexpected complex evolution of morphology during crystallization 

induced by varying extension rates (Figure 5.4). At the lowest extension rate of 0.1 s-1, the first 

crystalline structures detected by SAXS at t ~ 10 min are characterized by a negative 〈𝑃2〉 value. 

Interpreting the SAXS in terms of conventional lamellar semi-crystalline morphologies would 

thus indicate that the lamellar normals are preferentially oriented perpendicular to flow, counter 

to expectations for oriented crystallization under flow. As time progresses, 〈𝑃2〉 increases to 

positive values, more in keeping with expectations. Increasing the extension rate to 0.3 s-1 leads 

to a drastically different behavior in the evolution of 〈𝑃2〉. The microstructures that crystallize at 

early times (t ~ 5 min) lead to a nonnegative 〈𝑃2〉 value; 〈𝑃2〉 then decreases to negative values, 

again suggesting the growth of subsequent crystallites with lamellar normal orthogonal to flow. 

The transient 〈𝑃2〉 at higher extension rates of 1 s-1 and 3 s-1 is more akin to the evolution of 〈𝑃2〉  
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Figure 5.2: SAXS invariant (a) and WAXS (110) peak area (b) at Tc = 112 °C and 𝜀𝐻 = 2 for 

multiple extension rates: quiescent (◇), 𝜀̇ = 0.1 s-1 (☐), 𝜀̇ = 0.3 s-1 (○), 𝜀̇ = 1 s-1 (△), 𝜀̇ = 3 s-1 

(▷) (extension rates are color-coded in a consistent manner for all short-term flow 

experiments). In all Figures, open and closed symbols denote repeated experiments at the 

same flow condition. 
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Figure 5.3: SAXS invariant (a) and WAXS (110) peak area (b) at Tc = 112 °C and 𝜀̇ = 0.3 s-1 

for different Hencky strains: 𝜀𝐻 = 1 (◁), 1.5 (▽), 2 (○). Open and closed symbols denote 

repeated experiments at the same flow condition. 
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seen in previous studies (Chapter 4).95 The high 〈𝑃2〉 values at early times indicate that initial 

crystallites are highly aligned, and subsequent crystallization leads to a decrease in the overall 

〈𝑃2〉. In all flow conditions, the final degrees of orientation at the end of the experiment do not 

reach a steady value, implying that structures continue to evolve with varying orientation state as 

crystallization proceeds. Despite the stark differences and unexpected behavior found in transient 

〈𝑃2〉 across various extension rates, repeated experiments under identical conditions show 

remarkable reproducibility. 

Figure 5.5a presents SAXS patterns from experiments at Tc = 112 °C and 𝜀𝐻 = 2 that 

reveal the zoology of lamellar-scale structures resulting from different extension rates, as 

previewed in the complicated evolution of 〈𝑃2〉 in Figure 5.4. In all experiments, crystallization 

is manifested in the growth of anisotropic SAXS intensity over time. At the slowest flow 

condition (𝜀̇ = 0.1 s-1), the intensity becomes increasingly concentrated in the flow direction over 

time, indicating the growth of crystallites that are elongated transverse to the flow direction. 

Conversely, at 𝜀̇ = 0.3 s-1, the intensity grows in the transverse direction indicating anisotropic 

structures oriented along the flow direction. At an extension rate of 1 s-1, strong signs of oriented 

crystallization are observed at early times (t = 2.5 min) where the SAXS intensity is concentrated 

parallel to flow; this is more in keeping with expectations for lamellar crystallization with normal 

along the flow direction. As crystallization proceeds, however, a scattering pattern characterized 

by a bimodal azimuthal intensity distribution emerges, in which the SAXS peaks appear at an 

intermediate angle with respect to the flow axis. Similar unusual features characterized by “four-

point”133–137 or “x-shaped”69 patterns have been reported in samples stretched in the solid state, 

and are classically attributed to tilted lamellae resulting from interlamellar shear. However, these  
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Figure 5.4: Evolution of 〈𝑃2〉 calculated from SAXS data at Tc = 112 °C and 𝜀𝐻 = 2 for 

multiple extension rates: 𝜀̇ = 0.1 s-1 (☐), 0.3 s-1 (○), 1 s-1 (△), 3 s-1 (▷). Open and closed 

symbols denote repeated experiments at the same flow condition. 
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studies involve stretching of a sample at room temperature or annealing of a sample stretched to 

extremely large deformations, which are very different from the temperature and flow conditions 

used in our experiments. In addition, the SAXS patterns from cold drawn samples have very 

distinct four-point features associated with clear peaks in scattered intensity as a function of 

scattering vector, while the x-shaped pattern at 𝜀̇ = 1 s-1 in our experiments extends from the 

center of the image with no obvious peak. Indeed, none of these patterns exhibit a peak in I(q) 

that is the usual indicator of lamellae alternating with amorphous regions (Figure 5.5b). At the 

highest extension rate of 3 s-1, yet another radically different pattern appears towards the end of 

the experiment, which is depicted by a broadly concentrated SAXS intensity parallel to the flow 

direction.  

A series of SAXS patterns from similar short-term flow experiments at Tc = 110 °C with 

samples stretched to 𝜀𝐻 = 2 at different extension rates also demonstrate that modest changes in 

flow conditions lead to diverse and complex evolution of lamellar-scale morphologies (Figure 

5.6a). At the lowest extension rate of 0.1 s-1, the SAXS intensity initially (t = 5.5 min) shows 

growth in the direction orthogonal to flow; as time progresses, the growth is primarily in the flow 

direction. The SAXS pattern associated with the earliest signs of crystallinity at an extension rate 

of 0.3 s-1 is also rather unusual, where the SAXS intensity initially shows a bimodal distribution 

at t = 2.2 min, then grows in the transverse direction at t = 5.6 min, and ultimately becomes 

increasingly concentrated along the direction of flow towards the end of the experiment. At the 

highest extension rate of 1 s-1, crystallization is detected at very early times (t = 0.67 min). 

Interestingly, a unimodal intensity distribution with SAXS peaks along the flow direction at early 

times evolves into a distinct bimodal distribution with peaks at an angle away from the flow axis,  
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Figure 5.5: (a) Representative SAXS patterns from experiments at Tc = 112 °C and 𝜀𝐻 = 2 

under multiple extension rates. Flow direction is horizontal. (b) Azimuthally averaged 

scattering intensity as a function of scattering vector, extracted from images at the end of the 

experiment. Dotted lines indicate the low and high q cutoffs (0.005 Å-1 and 0.07 Å-1, 

respectively) used in the SAXS invariant calculation. 
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analogous to the experiment at Tc = 112 °C at 1 s-1 (Figure 5.5a). Similar to the general behavior 

seen in experiments at Tc = 112 °C, the complicated evolution of crystallite morphology under 

different flow conditions at Tc = 110 °C is reflected in the corresponding transient 〈𝑃2〉 (Figure 

5.6b).  

The extent of crystallization calculated from SAXS and WAXS data at Tc = 110 °C 

Figure 5.7 shows similar rate-dependence to the observations from experiments at Tc = 112 °C 

(Figure 5.2).  Increasing the extension rate accelerates the crystallization kinetics and leads to 

higher degrees of crystallinity. More noteworthy is that lowering the crystallization temperature 

from 112 °C to 110 °C drastically enhances the extent of crystallization. Comparing the extent of 

crystallization at the same extension rate at the two crystallization temperatures shows that the 

values of Q/V and A110 at Tc = 110 °C are greater than those at Tc = 112 °C by a factor of 3 – 6 at 

t ~ 30 min. From a rheological perspective, the effect of temperature may be assessed through 

the use of appropriate time-temperature shift factors. However, a 2 °C difference is small enough 

that there should only be a minor difference in polymer relaxation time scale between these 

temperatures (shift factors for Lupolen 3020D reported by Wingstrand et al. indicate only a 10% 

difference in relaxation time between 110 °C and 112 °C).131 Thus, there is expected to be only a 

very slight difference in flow strength, characterized for instance by Weissenberg number, 

between experiments conducted at the same rate at these two temperatures. On this basis, we 

attribute the faster kinetics seen at 110 °C to the strong temperature dependence generally seen in 

polymer crystallization, associated with barriers to both primary and secondary crystal 

nucleation. 
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Figure 5.6: Representative SAXS images (a) at Tc = 110 °C and 𝜀𝐻 = 2 and the corresponding 

transient 〈𝑃2〉 (b) reflecting the complicated evolution of lamellae under different extension 

rates: 𝜀̇ = 0.1 s-1 (☐), 0.3 s-1 (○), and 1 s-1 (△). Flow direction is horizontal in the scattering 

patterns. Open and closed symbols denote repeated experiments at the same flow condition. 
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Figure 5.7: SAXS invariant (a) and WAXS (110) peak area (b) at Tc = 110 °C and 𝜀𝐻 = 2 for 

multiple extension rates: 𝜀̇ = 0.1 s-1 (☐), 0.3 s-1 (○), and 1 s-1 (△). Open and closed symbols 

denote repeated experiments at the same flow condition. 
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Given that the flow strength should be comparable between experiments conducted at 

equivalent extension rates at 110 °C and 112 °C, one can speculate that the flow conditions 

might set up a particular morphological “trajectory” that is simply followed at different rates 

depending on the intrinsic temperature-dependent rate of crystallization. In Figure 5.8, SAXS 

〈𝑃2〉 data are replotted as a function of SAXS invariant rather than time. This presentation 

highlights strong underlying similarities in how morphology evolves as a function of 

crystallinity, reflected in the shape of the 〈𝑃2〉-invariant profiles, depending on different flow 

conditions. The correspondence is not perfect; for instance, strong similarity is found between 

the trajectory observed at Tc = 112 °C, 𝜀̇ = 3 s-1 and Tc = 110 °C, 𝜀̇ = 1 s-1, but not between the 

trajectories for 1 s-1 at both temperatures.  Closer resemblance is found at the lower rates, as can 

be more clearly seen in Figure 5.9, which presents a side-by-side comparison of representative 

SAXS patterns at Tc = 110 °C and 112 °C along with 〈𝑃2〉 plotted at selected SAXS invariant 

values. When the extent of crystallization induced in the sample is comparable, we observe 

similar features appear on the SAXS images and in the trends of the 〈𝑃2〉-invariant profiles. 

Based on this observation, it may be reasonable to extrapolate the expected morphology in 

experiments at Tc = 112 °C beyond the available time frame, such that the SAXS patterns at Tc = 

112 °C would be expected to evolve with further crystallization along the lines seen at Tc = 110 

°C for larger Q/V values.  

In contrast to the highly unconventional SAXS images observed in these short-term flow 

experiments, the corresponding WAXS patterns show no signs of unexpected orientation 

behavior. Figure 5.10 presents WAXS patterns observed at the end of these experiments; patterns 

at intermediate times show similar qualitative features, with only an increase of diffracted  
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Figure 5.8: Change in SAXS 〈𝑃2〉 as monitored as a function of the SAXS invariant from 

experiments at Tc = 112 °C (a) and Tc = 110 °C (b) for different extension rates: 𝜀̇ = 0.1 s-1 

(☐), 0.3 s-1 (○), 1 s-1 (△), and 3 s-1 (▷). Open and closed symbols denote repeated 

experiments at the same flow condition. 
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Figure 5.9: Selected values of 〈𝑃2〉 at similar SAXS invariant values from experiments at Tc 

= 110 °C and 112 °C (a), (c), and (e) and the respective SAXS patterns (b), (d), and (f). 
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intensity from the developing crystalline phase. Diffraction from the (110) and (200) crystalline 

peaks becomes stronger, and the amorphous halo is suppressed as the extension rate increases, 

reflecting the higher final degree of crystallinity reflected in Figure 5.2 and Figure 5.7. For all 

flow conditions, the strong (110) diffraction in the transverse direction confirms that that c-axis 

of the crystal unit cell is aligned along the flow direction, indicative of the expected chain 

alignment/stretching along the flow direction. At extension rates above 1 s-1, the splitting in the 

(110) diffraction peak provides evidence of lamellae twisting as they grow outwards.138 These 

observations, including a transition to twisted lamellae under stronger flow conditions, are in 

accordance with those seen by Wingstrand et al. in their study of LDPE crystallization upon 

quenching after application of uniaxial flow. They found a strong correlation between anisotropy 

in ex situ patterns and the stress at quench of LDPE filaments.131 In their work, however, the 

SAXS patterns consistently show strong indication of oriented crystallization that is populated by 

lamellae with the normal direction parallel to the direction of elongation. At higher applied 

stresses, the SAXS patterns are characterized by a “tear drop” shape that indicate the presence of 

intertwined lamellae resulting from interlocking of side branches.139 The twisted lamellae 

structure was further supported by the corresponding WAXS pattern that displayed split (110) 

peaks concentrated in the direction parallel to flow.  

What accounts for the unusual morphological features reflected in the SAXS patterns 

observed in these short-term flow/isothermal crystallization experiments? Noting that certain 

features in some of these patterns (specifically bimodal populations of crystallite orientation) 

resemble observations found in polymers deformed in the solid state, we have considered the 

possibility that the morphological evolution during crystallization is affected by additional  
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Figure 5.10: Final WAXS patterns at the end of experiments at Tc = 112 °C and 110 °C at 𝜀𝐻 

= 2 under multiple extension rates. Flow direction is horizontal. 
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deformation due to volume change as crystallization proceeds in a sample constrained to have a 

fixed length.  However, this explanation is not satisfactory on several fronts. First, the volume 

change during crystallization is quite small, so that any effect of these lines should involve only 

small strains.  Solid state deformation conditions that lead to bimodal SAXS patterns should also 

be manifested in WAXS observations, while here we observe highly conventional behavior in 

WAXS. Finally, prior flow-induced crystallization studies on other polymers using similar 

methods have never revealed SAXS behavior of this sort (Chapters 3 and 4).95 Instead, it appears 

that the nature of early stage crystallites in these experiments is fundamentally different from the 

chain-folded lamellar morphologies typically associated with crystallization. This is illustrated in 

Figure 5.11, which demonstrates that microstructures that form during isothermal crystallization 

at 112 °C occur on different length scales than those of crystallites in quenched samples. Ex situ 

SAXS patterns show clear indication of lamellar diffraction that arises due to periodicity in 

lamellar structures. In addition, samples that are quenched ~45 min after isothermal 

crystallization upon deformation (Figure 5.11b) and immediately following flow cessation 

(Figure 5.11c) show similar anisotropic SAXS peaks, but the intensity in the former is more 

broadly distributed relative to that in the latter. This suggests that the crystallization behavior in 

the melt, given sufficient time to crystallize isothermally, is convoluted by the interplay between 

orientation of chains due to flow and relaxation of short chains. This may also reflect the fact that 

crystallization in branched polymers is complicated by frustration associated with chain 

branching. It is likely that crystallites formed at high temperatures in these isothermal 

experiments preferentially incorporate sections of molecules that are free from branching.   
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Figure 5.11: SAXS patterns (with q scale bars) from experiments conducted at Tc = 112 °C, 𝜀̇ 
= 1 s-1, and 𝜀𝐻 = 2. Applied flow is in the horizontal direction. The sample at the end (t ~ 45 

min) of isothermal crystallization at 112 °C (a) is quenched to ambient temperature by 

opening the oven for ex situ SAXS measurements (b). The image in (c) is from a quenched 

sample that is cooled immediately after the application of flow. 
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5.3.2 Continuous Flow 

All results presented to this point have involved Hencky strains no larger than 2. As noted 

in Section 5.2.3, attempts to access higher strains in experiments at 112 °C all failed, owing to 

necking in the sample that led to its rupture. However, higher strain experiments were possible at 

110 °C, where it was observed that crystallization had already been initiated prior to the 

conclusion of the flow. To explore these phenomena, a different “continuous flow” protocol was 

used with much more rapid data acquisition, to characterize structure development during and 

immediately following flow. The observed SAXS and WAXS patterns reveal radically different 

morphology from that observed following short-term flow. Figure 5.12 illustrates the structural 

evolution of a sample during flow and up to 20 s after flow from an experiment at Tc = 110 °C, 

𝜀𝐻 = 3, and 𝜀̇ = 3 s-1. At the beginning of flow (𝜀𝐻 = 0), the null scattering pattern in SAXS 

results from the background subtraction, while the WAXS pattern is characterized by an 

isotropic amorphous scattering halo. At 0.93 s after flow (𝜀𝐻 = 2.8), the first sign of shish 

appears in SAXS as a vertical streak. This is accompanied by a weak but clear (110) diffraction 

in WAXS that is highly concentrated in the direction perpendicular to flow, indicating a strong 

preferential alignment of the c-axis along the flow direction. After the application of flow, 

subsequent growth of kebabs is manifested as the growth in SAXS intensity concentrated in the 

flow direction; in WAXS, the (110) diffraction becomes stronger, accompanied by the (200) 

reflection that is also highly concentrated perpendicular to the flow axis.  

Similar patterns indicative of a shish-kebab morphology are consistently produced during 

experiments at extension rates ranging from 0.15 s-1 to 3 s-1. Only at the lowest rate studied (0.1 

s-1) was no crystallization detected during flow. Where crystallization occurs, the first  
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Figure 5.12: Representative SAXS (a) and WAXS (b) patterns from continuous flow 

experiment at Tc = 110 °C, 𝜀𝐻 = 3, and 𝜀̇ = 3 s-1. Flow direction is horizontal. SAXS patterns 

are background-subtracted using the image taken immediately prior to flow inception 

adjusted for change of sample thickness during flow. WAXS patterns are background-

corrected by subtracting scattering contributions from air and from the instrument without 

any sample. The decreasing sample thickness during flow leads to an overall decrease in 

scattered intensity. 
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appearance of shish similarly occurs only towards the end of flow at 𝜀𝐻 ≥ 2.8. The onset strain at 

which the first signs of shish are detected is indicated in a plot of transient extensional viscosity 

measured simultaneously during the application uniaxial extension in these experiments (Figure 

5.13). Well before the onset of detectable crystallinity, the extensional viscosity departs from the 

linear viscoelastic prediction (obtained using the relaxation spectrum and time-temperature shift 

factors provided by Huang et al.132 The LDPE melt shows significant strain hardening under all 

extension rates explored in this work, even at the lowest rate of 0.1 s-1 where no crystallization 

during flow was detected. This is typical of LDPE, in which it is broadly understood that the 

branched chain architecture is responsible for the strain hardening behavior. Although a sharp 

increase in extensional viscosity has been used to determine the onset of crystallization in some 

flow-induced crystallization studies,26,43,47 such an upturn may not necessarily be a reliable 

indicator of crystallinity during flow depending on the polymer. And, in the present case, the 

detectable onset of crystallization late in the flow is not accompanied by any discernable change 

in behavior of the associated mechanical response. 

It is quite striking that subtle differences in flow conditions in these experiments lead to 

distinct dissimilarities in the final morphology. Lowering the temperature by two degrees to Tc = 

110 °C is sufficient to allow successful experiments to higher strains (Hencky strain of 3 rather 

than 2), which, in turn, leads to the onset of crystallization during flow with the associate 

transformation to highly characteristic shish-kebab morphologies. Indeed, we speculate that the 

lack of any crystallization during flow in experiments to higher strains at the slightly higher 

temperature of 112 °C is responsible for the necking failure of the stretched sample. That is, we 

believe that mechanical reinforcement associated with the developing crystallinity stabilizes the  
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Figure 5.13: Transient extensional viscosity of LDPE at Tc = 110 °C under various extension 

rates. Solid and dotted lines indicate repeated experiments. The symbol (+) refers to the time 

point which the first sign of shish is detected in SAXS. 
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sample in higher strain experiments at 110 °C. The drastic differences in crystallization behavior 

resulting from such narrow parameter space are summarized in Figure 5.14, where the extent of 

crystallization developed during flow in the experiment at 𝜀𝐻 = 3 is significantly higher than the 

degrees of crystallinity from short-term flow experiments at early times. Also, the Q/V values at 

20 s after flow (t = 0.33 min) from continuous flow experiments are reached in short-term flow 

experiments at much later times separated by orders of magnitude.  

Figure 5.14 also shows the profound morphological transition found when crystallization 

is initiated during the flow. We hypothesize that a shish-kebab morphology may in fact be an 

indicator that crystallization occurs during flow. In other words, under short-term flow 

conditions where crystallization is not detected during the application of flow, it may not be 

possible to observe such extreme morphology. Certainly, the range of SAXS and WAXS 

behavior found here under short-term flow conditions do not resemble that associated with 

highly aligned shish-kebab morphologies at all. Earlier studies of flow-induced crystallization 

monitored using in situ x-ray scattering methods following a pulse flow protocol reported 

evidence of shish-kebab morphology after the cessation of intense shear.57,58,140 However, the 

large time resolution window of the employed scattering methods relative to the short shear 

duration imposes practical limitations to probe the structural change during the application of 

flow. This implies that the shish-kebab features reflected in SAXS and WAXS patterns may have 

been nucleated during the application of shear rather than following deformation. More recent 

experimental studies that report direct evidence of shish-kebab morphology using SAXS/WAXS 

measurements show that such extreme morphology is developed only when crystallization is 

induced during flow.59,70,72 To further test the hypothesis of whether shish-kebab structures can  
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Figure 5.14: SAXS invariant over time from short-term and continuous flow experiments at 

Tc = 110 °C and 𝜀̇ = 1 s-1 stretched to different Hencky strains: 𝜀𝐻 = 1 (☐), 1.5 (○), 2 (◇), 

and 3 (▽). Open and closed symbols denote repeated experiments at the same flow 

condition. 
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be induced only when crystallization occurs during flow, it would be necessary to conduct 

similar experiments under temperatures and flow conditions spanning a wider range, as will be 

discussed in the following chapter. 

 

5.4 Conclusion 

In summary, we employed in situ SAXS and WAXS measurements to probe the 

crystallization behavior of LDPE under two different flow protocols. Under the short-term flow 

protocol, in which no crystallization is detected during flow, SAXS images from samples 

subjected to various extension rates at 𝜀𝐻 = 2 revealed a diverse and complex evolution in the 

crystallite morphology and orientation, while WAXS patterns showed conventional features 

indicative of oriented crystallization, including their rate dependence. Increasing the applied 

strain to 𝜀𝐻 = 3 led to initiation of crystallization during the flow, and produced fundamentally 

different SAXS patterns reflecting a shish-kebab morphology and WAXS patterns that showed 

extreme alignment of the c-axis along the direction of extension. A rigorous quantitative analysis 

was performed to quantify the extent of crystallization and orientation distribution of crystallites. 

Analyzing the orientation distribution as a result of the crystallization induced by flow at 

different temperatures offered insight into anticipating the morphological evolution beyond the 

experimental time frame. A direct comparison between the crystallization behavior from short-

term and continuous flow experiments demonstrated that the extent of crystallization produced 

from crystallization during flow is significantly higher than that in short-term flow experiments 

at early times. Further, we hypothesize that shish-kebab morphology can be formed only when 

crystallization is induced during flow; otherwise the absence of crystallinity during the 
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application of flow leads to various unusual crystallite morphologies that are manifested quite 

differently than anisotropic SAXS peaks associated with stacked semi-crystalline lamellae. 
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Chapter 6  

Flow-Induced Crystallization of High-Density Polyethylene and 

Beyond: Reflections and Outlook on FIC 

 

6.1 Introduction 

In Chapter 5, we found that crystallinity induced during flow in an undercooled low-

density polyethylene (LDPE) melt resulted in a radically different morphology and orientation 

state compared to when crystallization occurred following flow. Earlier chapters on poly(lactic 

acid) (PLA) and isotactic poly(1-butene) (iPB), where crystallization only occurred after flow, do 

not show shish-kebab features in their scattering behavior. Based on these observations, we 

postulate that the presence of a shish-kebab structure may serve as a reliable indicator of 

crystallization induced during flow. Under this premise, flow-induced crystallization 

experiments conducted under the short-term flow protocol should lead to oriented crystallization 

with an anisotropic distribution of unit cell and lamellar orientation, reflecting flow-induced 

chain orientation along the flow direction, but not the distinctive morphological features in 

small- and wide-angle x-ray scattering (SAXS and WAXS) patterns traditionally associated with 

shish-kebab morphologies. This hypothesis motivates further flow-induced crystallization studies 

of polymer melts designed to promote crystallization either during or following flow on the same 

polymer. 

An earlier extensional flow-induced crystallization study on high-density polyethylene 

(HDPE) using SAXS and WAXS measurements demonstrated that the polymer crystallizes 
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during flow and results in a shish-kebab morphology.95 In this work, samples were stretched to 

applied Hencky strain (𝜀𝐻) of 3 at various rates to explore the effect of rate on the crystallization 

behavior. The experimental results revealed that the onset strain at which crystallization was 

detected in SAXS and WAXS decreases slightly with increasing extension rate. Over a range of 

extension rates that spans nearly two orders of magnitude, the largest decrease in onset strain was 

found to be ~0.4 Hencky strain units, while the agreement in the onset strain for the first 

detection of crystallinity from SAXS and WAXS data at each extension rate was within 𝜀𝐻 ~ 0.2. 

In HDPE, onset strains were roughly around 2, which is significantly lower than the value of 2.8 

seen in Chapter 5 for LDPE, perhaps reflecting the fact that LDPE is intrinsically more difficult 

to crystallize owing to its branched-chain architecture. 

Using the work by McCready95 as a foundation, here we explore crystallization in HDPE 

subjected to uniaxial extensional flow. In situ x-ray scattering measurements are conducted on 

samples using the same thermal history protocol as employed by McCready and Burghardt to 

ensure repeatability. A range of Hencky strains are applied at a fixed extension rate in an attempt 

to span the onset of crystallization during flow. These results are also compared to those from 

other flow-induced crystallization experiments to gain deeper insight into the range of 

crystallization behavior of a wide variety of semi-crystalline polymers subjected to extensional 

flow. 

 

6.2 Experimental Methods 

The material used in this work is an HDPE, grade AL55, donated by ExxonMobil. This 

polymer was previously studied in our group and demonstrated the capability to crystallize 
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during uniaxial elongation. 95 For extensional flow-induced crystallization studies, pellets were 

compression molded into thin sheets at 180 ℃ for 10 minutes, then cut into rectangular strips of 

approximately 22 mm in length, 11 mm in width, and 0.7 mm in thickness. The linear 

viscoelasticity is characterized by a broad spectrum of relaxation times, reflecting the high 

polydispersity in the sample (data presented in Figure 7.1 of McCready Thesis95). The peak 

melting temperature (Tm) is 144 ℃, as determined from a Mettler Toledo 882e differential 

scanning calorimeter at a heating rate of 40 ℃/min.  

In situ synchrotron studies were conducted using a custom instrument that has been used 

for a number of similar flow-induced crystallization experiments. The test platform consists of a 

convection oven with windows that allows x-ray access and an SER encased in the oven for 

applying uniaxial extensional flow. The fixture is driven by a stepper motor and is also attached 

to a torque transducer that collects the torque response from the material during extension, which 

can be related to the tensile stress in the deforming filament, and, in turn, transient extensional 

viscosity. For simultaneous measurement of extensional viscosity and collection of 

SAXS/WAXS images, this instrument was installed at the beamline at DND-CAT Sector 5ID-D 

of the Advanced Photon Source at Argonne National Laboratory. The energy of the incident x-

ray beam was set to 17 keV, corresponding to a wavelength (𝜆) of 0.729 Å. Scattered x-rays 

were collected on Rayonix WAXS and SAXS detectors placed at a sample-to-detector distance 

of 0.21 m and 8.5 m, respectively. The detectors have a full resolution of 1920 x 3840 pixels 

(WAXS) and 3840 x 3840 pixels (SAXS), but a 2 x 2 (slow mode) or 6 x 6 binning (fast mode) 

was used to reduce the image size and readout time as well as to improve the signal-to-noise 

ratio. In the slow mode setting, 24, 18, 12, and 10 scattering images were collected at intervals of 
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5, 20, 60, and 120 s per frame, respectively. This operation mode was used to monitor the 

transient crystallization behavior in the sample following deformation, mainly in short-term flow 

experiments where the polymer did not crystallize during the application of flow, but also in 

some experiments to probe the structural evolution at extended times in samples that crystallized 

during flow. The exposure time was set to 0.25 s in these experiments. For samples that 

crystallized during the application of flow, a faster data acquisition was necessary to resolve the 

rapid phase transformation. To accommodate this, an exposure time of 60 ms was selected to 

acquire x-ray scattering patterns 2 s prior to, during, and 2 s following flow at a rate of 10 frames 

per second. 

Short-term and continuous flow protocols were employed in this study. In both protocols, 

a strip of polymer was loaded onto the SER and heated to 180 ℃, well above its Tm to melt 

crystallites and erase prior processing history. Then the sample was cooled to and equilibrated at 

a crystallization temperature (Tc) of 127. 5 ℃, after which flow was applied. This temperature 

was found to yield behavior in continuous flow experiments conducted out to a strain of 3 that 

was comparable to behavior found by McCready at Tc = 128. 5 ℃.95  We speculate that small 

errors and differences in oven temperature calibration between these experiments—conducted 3 

years apart—account for this difference. In short-term flow experiments, a brief pulse of 

extension was imposed to the undercooled melt, and subsequent crystallization was monitored 

using SAXS/WAXS measurements. Continuous flow experiments involved the acquisition of 

SAXS/WAXS patterns primarily during the application flow as the sample crystallized, in 

addition to before and after flow. In all experiments, flow was applied at an extension rate of 1 s-

1 to various Hencky strains up to 3. 
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6.3 Results 

6.3.1 Transient Extensional Viscosity 

Figure 6.1 presents transient extensional viscosity measurements obtained during flow-

induced crystallization experiments. The elongational viscosity under all strains overlap very 

well with each other, as expected for experiments conducted at the same extension rate of 1 s-1. 

Some deviation is observed at very short times (as is often the case) in one experiment, which 

may be due to imperfections in sample loading or sag resulting from the long thermal history, but 

the data agree well after 1 s into the application of flow. Viscosity measurements from 

experiments at higher applied strains of 2.3 and 3 show strong strain hardening behavior that 

may be observed in linear, polydisperse polyolefins.26,43,47,63 In some studies, the upturn in 

extensional viscosity has been used as an indicator for the onset of crystallization. While there is 

evidence that the viscosity upturn may indicate crystallization onset, McCready and Burghardt 

used simultaneous in situ structural characterization to demonstrate that the crystallization onset 

time must be assigned with caution, as extensional viscosity measurements may be complicated 

by nonidealities and possible experimental artifacts. 95 They did, however, document that the 

extent of strain hardening found in the presence of continuous flow-induced crystallization is 

higher than that found under dynamically equivalent testing (e.g. identical Weissenberg number, 

after time-temperature shifting) performed in the melt at higher temperatures. 

 

6.3.2 SAXS/WAXS Image Analysis 

Flow-induced crystallization experiments conducted at Tc = 127.5 ℃, 𝜀̇ = 1 s-1, and 𝜀𝐻 = 

3 reveal that crystallization during flow leads to a shish-kebab morphology. Figure 6.2 presents a  
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Figure 6.1: Extensional viscosity as a function of time for experiments conducted at Tc = 

127.5 °C, 𝜀̇ = 1 s-1 and various Hencky strains (dotted and dashed lines indicate repeated 

experiments at the same flow condition) 
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series of representative SAXS patterns (corrected for background scattering using the method 

described in Chapter 5), where the first sign of a streak perpendicular to flow occurs at t = 2.01 s 

(t = 0 is defined here as the beginning of flow) and continues to grow both during and after the 

remaining flow. Such streaks in SAXS patterns are attributed to “shish” features. By ~2 s after 

flow (t = 5.11 s), the SAXS pattern also shows clear evidence of peaks along the stretching 

direction indicative of “kebabs” nucleated off of the shish structures. McCready found that the 

growth of this peak intensity actually begins nearly simultaneously with the growth of the streak 

transverse to flow.95 The progression of SAXS patterns in Figure 2 is in qualitative agreement 

with those from previous continuous flow-induced crystallization experiments on the same 

material. In particular, the onset of crystallization at an applied strain of 𝜀𝐻 ~ 2, agrees with the 

earlier study, although it is significantly earlier than found in LDPE, described in the preceding 

chapter. 

For experiments conducted at lower strains, below 𝜀𝐻 ~ 2, no crystallization is observed 

in the immediate aftermath of flow, so it is necessary to study behavior at longer times to explore 

the nature of crystallization under weaker flow conditions. Evidence of oriented crystallization 

due to the application of flow under various applied strains is demonstrated in SAXS and WAXS 

images collected towards the end (~38 min) of experiments at Tc = 127.5 ℃ (Figure 6.3). Under 

quiescent conditions, SAXS and WAXS intensities show a perfectly isotropic distribution, 

indicating the growth of crystalline lamellae and c-axis of the unit cell in all directions, 

respectively. Compared with patterns obtained after application of flow, the extent of 

crystallization is rather low. At the lowest applied strain of 𝜀𝐻 = 1.5, strong equatorial SAXS 

peaks reveal the formation of lamellae with normal directions pointing along the direction of  
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Figure 6.2: Representative SAXS patterns during and following flow at Tc = 127.5 °C, 𝜀̇ = 1 

s-1, and 𝜀𝐻 = 3. The beginning of flow is defined as t = 0 s. Flow direction is horizontal. 
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extension. This is consistent with the corresponding WAXS pattern where the diffraction from 

the (110) crystalline peak is more intense in the transverse direction, indicating that the c-axis of 

the unit cell is preferentially oriented in the flow direction. Increasing the Hencky strain to 1.7 

leads to similar diffraction patterns in WAXS, but the SAXS image shows peaks along the flow 

direction as well as a very faint streak orthogonal to flow, conceivably suggesting the presence of 

a shish-kebab structure; however, the corresponding WAXS pattern does not show the highly 

oriented (110) peak perpendicular to flow that also accompanies shish-kebab morphologies. 

Scattering features associated with this extreme morphology are, however, clearly seen in 

experiments conducted at higher applied strains of 𝜀𝐻 = 2.3 and 3, as expected for strong flow 

conditions involving applied strains of 𝜀𝐻 > 2. In these experiments, the SAXS patterns display 

distinct streaks perpendicular to flow and concentrated lobes of intensities parallel to flow. In 

WAXS, the (110) and (220) are strongly concentrated along the meridian, indicating a very 

strong preferential alignment of the c-axis along the flow. These scattering patterns are in 

qualitative agreement with traditional shish-kebab SAXS and WAXS features. Comparison of 

images in experiments conducted to 𝜀𝐻 = 3 in Figure 6.2 and Figure 6.3 shows that, although 

substantial additional crystallization occurs in the 38 minutes following flow, the characteristic 

shish-kebab features remain. 

In selected flow conditions, ex situ x-ray scattering images were collected on quenched 

samples after opening the oven to cool the melt-crystallized sample that was characterized using 

in situ SAXS/WAXS for ~38 min after flow. Figure 6.4a presents SAXS patterns of quenched 

samples from experiments at 𝜀𝐻 = 1.7 and 3 that reveal the emergence of SAXS peaks at a higher 

scattering vector (q) upon cooling. In both applied strains, the SAXS images show clear  
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Figure 6.3: Representative SAXS and WAXS patterns from experiments at Tc = 127.5 °C at 𝜀̇ 
= 1 s-1 under various applied Hencky strains ~38 min after flow is applied. Flow direction is 

horizontal. 
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indication of “new” crystallites formed during the quench, together with the “old” formed at 

lower q during the preceding isothermal crystallization. The “new” peaks upon cooling dominate 

the over the intensity of peaks formed during isothermal crystallization at Tc = 127.5 ℃ (Figure 

6.4b); even after 38 minutes in the melt, there clearly was plenty of polymer melt still available 

to crystallize upon quenching. The fact that crystallization produced by quenching leads to peaks 

at substantially higher q is consistent with expectations that thinner crystalline lamellae should 

grow during rapid crystallization under conditions of higher undercooling. The SAXS patterns of 

the quenched samples show that the new crystals continue to adopt the high orientation of the 

flow-induced crystals formed isothermally during/after the extensional flow, indicating that they 

were likely nucleated from the existing crystallites. 

 

6.4 Discussion 

While the series of scattering patterns in Figure 6.3 demonstrate a transition in the 

lamellar scale morphology with increasing applied strain—lamellae with normal direction along 

the flow direction at lower strains to shish-kebab morphology at higher strains—the main 

question of whether this is dictated by the absence/presence of crystallinity induced during flow 

remains ambiguous. Experiments at 𝜀𝐻 = 1.7 and of 𝜀𝐻 = 2.3 both seem to produce SAXS 

patterns corresponding to a shish-kebab structure towards the end of the observation window 

(Figure 6.3), but no signs of crystallization were detected during and immediately after flow in 

the former flow condition (Figure 6.5a), while a shish feature was apparent in the SAXS image 

immediately following flow in the latter (Figure 6.5b). Based on observations from Figure 6.2 

that the onset of shish occurs at applied strains above 2, it is plausible that the sample stretched  
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Figure 6.4: Ex situ SAXS patterns from experiments subjected to extensional flow at 1 s-1 to 

strains 𝜀𝐻 = 1.7 and 3, and then quenched to room temperature 38 min after flow. (b) 

Azimuthally averaged intensity profiles of isothermally crystallized samples prior to 

quenching (solid lines) and after the quench (dotted lines) samples.  
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to 𝜀𝐻 = 2.3 crystallized towards the end flow in the experiment, resulting in a SAXS pattern with 

a clear streak perpendicular to flow and peaks concentrated parallel to flow as crystallization 

proceeded. Contrary to this observation, the final SAXS pattern at 𝜀𝐻 = 1.7 may suggest the 

presence of shish-like structures that formed after the application of flow. However, the 

scattering feature is rather diffuse compared to that at higher applied strains and is dominated by 

the intensity concentrated along the flow direction, making it difficult to confirm the existence of 

a shish-kebab structure. 

Although questions of detail remain unanswered, we notice a certain trend in the 

crystallization behavior. The scattering patterns from experiments in which crystallization 

occurred following flow (Figure 6.3; 𝜀𝐻 = 1.5 and 1.7) suggest that the absence of crystallinity 

during flow leads to oriented crystallization with lamellae normal pointing in the flow direction. 

On the other hand, if crystallization is induced during flow (Figure 6.3; 𝜀𝐻 = 2.3 and 3), the 

resulting structure is always a shish-kebab superstructure with shish and lamellar normal along 

the flow direction. In fact, this observation is in agreement with studies from the literature that 

utilize in situ synchrotron x-ray scattering to characterize extensional flow-induced 

crystallization. Liu and colleagues performed simultaneous in situ SAXS/WAXS measurements 

and extensional rheometry on a lightly cross-linked HDPE subjected to similar thermal histories 

used in our experiments.68,69 In step strain experiments where samples were stretched to Hencky 

strains up to 2.5 under large extension rates of 10 s-1, the authors monitored the structural 

evolution immediately following deformation and demonstrated that samples stretched to low 

strains (𝜀𝐻 < 1.25) resulted in oriented crystallization at the end of crystallization (~6900 s after 

extension).68 The final SAXS pattern is depicted by an anisotropic intensity distribution that is  
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Figure 6.5: SAXS images collected immediately after flow from experiments at 𝜀𝐻 = 1.7 (a) 

and 𝜀𝐻 = 2.3 (b). 
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concentrated parallel to the direction of extension, indicating lamellar normal pointing along the 

flow direction. Experiments under higher strains (𝜀𝐻 > 2), corresponding to the regime that 

resulted in strain hardening in the mechanical response, produced SAXS patterns associated with 

a traditional shish-kebab morphology. This work was followed by in situ structural 

characterization of the same material during extension at a strain rate of 0.02 s-1 and a Hencky 

strain of 2.8.69 Experimental results verified that shish induced during flow as reflected in SAXS 

patterns was accompanied by strongly aligned (110) and (220) peaks along the meridian in 

WAXS images. 

From a broader perspective, these overall observations agree with the robust trend seen 

across our flow-induced crystallization studies on various semi-crystalline polymers, 

summarized in Figure 6.6a.  Short-term flow-induced crystallization experiments on PLA, iPB, 

and LDPE consistently led to induced anisotropy in SAXS patterns that indicated oriented 

crystallization with lamellar normal oriented in a preferential direction (Figure 6.6a). The 

corresponding WAXS images also showed anisotropic distribution in the diffraction peak 

intensities. While a range of lamellar scale morphologies were observed under various flow 

conditions, the characteristic signatures of shish-kebab morphology—SAXS streak perpendicular 

to flow, extremely anisotropic WAXS peaks—were not found. In continuous flow-induced 

crystallization experiments of LDPE where the applied flow was sufficiently strong to induce 

crystallization during extension, oriented SAXS patterns reflected the presence of a shish-kebab 

morphology (Figure 6.6b). These were complemented by WAXS patterns that showed a sharp 

diffraction peak perpendicular to flow, indicating strong alignment of the c-axis of the polymer 

crystal unit cell parallel to the direction of extension. Having studied a number of semi-



 

 

 

171 

crystalline polymers, the wide range of morphologies and phenomena observed across different 

materials is unexpected based on conventional viewpoints in flow-induced crystallization of coil-

stretch transition or stretched network formation. In fact, neither of these ideas is invoked in 

flow-induced crystallization models that would anticipate such a broad and dissimilar behavior 

across different semi-crystalline polymers.  

 

6.5 Conclusion 

The morphology of melt-crystallized HDPE is strongly influenced by the 

absence/presence of crystallinity during flow. Short-term flow experiments in which 

crystallization proceeded following the application of flow demonstrated that the applied 

deformation leads to oriented lamellae with normal direction preferentially aligned parallel to 

flow. When the applied strain exceeds a Hencky strain of 2, we notice the onset of shish that 

serves as an indicator of crystallization developing during flow. SAXS patterns from 

experiments at 𝜀𝐻 = 2.3 and 3 reveal features associated with a shish-kebab morphology. This 

observation is consistent with the overall trend seen in other flow-induced crystallization studies 

of on PLA (Chapter 3), iPB (Chapter 4), and LDPE (Chapter 5). 
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Figure 6.6: Summary of crystallization behavior observed in short-term (a) and continuous 

(b) flow experiments from various semi-crystalline polymers. 
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Chapter 7  

Concluding Remarks 

 

The work presented in this thesis was aimed to gain molecular insights into flow-induced 

crystallization (FIC) of polymer melts under extensional flow by capitalizing on in situ x-ray 

scattering techniques. A novel instrument was utilized to characterize the range of structures and 

morphologies induced by extension in a wide selection of semi-crystalline polymers, including 

polyolefins and bio-based polyesters. Time-resolved synchrotron-based x-ray scattering 

measurements provided direct information on the crystallization kinetics, developing 

crystallinity, and the evolving orientation distribution of crystallites. Coordinated studies of 

experiments and computational modeling directly tested a central assumption that underlie in 

flow-induced crystallization models and demonstrated the possibility of extending this general 

approach to different types of flow. These studies as a whole have provided an improved 

fundamental understanding of the phenomenon in polymers under extensional flow that has 

tremendous value and potential on the rational design of polymer processing and applications. 

In Chapter 3, we have examined crystallization in a branched poly(lactic acid) (PLA) 

subjected to uniaxial extensional flow. This study has shown significant new contribution to the 

body of PLA crystallization literature, in which the crystallization behavior of PLA melt under 

extensional flow has never been reported. In general, small- and wide-angle x-ray scattering 

(SAXS and WAXS, respectively) data delivered consistent results for both the extent of 

crystallization and the degree of crystallite orientation. Increasing the extension rate at a constant 

applied Hencky strain generally led to faster crystallization kinetics as well as higher degrees of 
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crystallite orientation. Similar qualitative behavior was observed with increasing the applied 

strain at a fixed extension rate. Unusual behavior in the crystallization kinetics and crystallite 

morphology was observed at intermediate extension rates and strain, which may be attributed to 

the complicated deformation history induced on a nonuniform sample. Overall, experimental 

results confirmed that accelerated crystallization kinetics is associated with higher degrees of 

orientation.  

Chapter 4 presented designed strategies of flow-induced crystallization experiments 

guided by computational models. In this work, the underlying hypothesis that molecular 

orientation/stretching induced by flow leads to enhanced nucleation was interrogated by 

subjecting isotactic poly(1-butene) (iPB) to combinations of extension rates and Hencky strains 

that produced similar enhancements in nucleation. Experiments were designed using the model 

developed by Roozemond and Peters,90 where the number density of flow-induced nuclei was 

calculated from the molecular stretch parameter during flow inception and following cessation, 

using predictions from a simplified Rolie-Poly model. Scattering data revealed accelerated 

crystallization kinetics and higher final degrees of orientation with increasing extension rate at a 

fixed Hencky strain. For experimental conditions that were expected to result in similar degree 

and kinetics of crystallization, discrepancy in both the kinetics and final orientation states among 

experiments was observed. The discrepancy between experimental data and modeling 

predictions do not necessarily imply that the model formulation is incorrect, considering the 

assumptions and simplifications applied to describe the complexities of flow-induced 

crystallization. Rather, this general experimental design strategy has shown great promise to be 
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easily adopted to design flow-induced crystallization experiments employing different flow types 

that would lead to similar flow-enhanced nucleation. 

In Chapter 5, short-term and continuous flow protocols were applied to low-density 

polyethylene (LDPE) to explore the different crystallization behavior when the material 

crystallizes isothermally after the application of flow compared to during applied deformation. 

WAXS patterns were generally consistent with each other and indicated alignment of the c-axes 

of unit cells along the flow direction in both short-term and continuous flows. SAXS images 

under short-term flow showed diverse and complex evolutions in the lamellar-scale 

morphologies; those under continuous flow revealed distinct features of shish-kebab 

morphology. These dramatic differences in morphology were manifested based on only moderate 

changes in temperature and applied strain. Based on a direct comparison between the quantitative 

results from continuous and short-term flow experiments, the extent of crystallization produced 

in the former was significantly higher than that from the latter at comparable times. Further, the 

absence of crystallinity during applied deformation led to a zoology of unusual lamellar-scale 

microstructures that are quite different from traditional stacked lamellae associated with oriented 

crystallization. Based on overall observations, we postulated that the formation of shish-kebab 

morphology hinges on crystallization induced during flow inception and thus may serve as an 

indicator of crystallinity detected during flow. 

Finally, in Chapter 6, the hypothesis posed in Chapter 5 was further explored by studying 

the crystallization in high-density polyethylene (HDPE). This study confirmed that the structure 

and morphology of the isothermally crystallized polymer is strongly dependent on the 

presence/absence of crystallinity during flow, particularly as a function of applied strain. 
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Comparison across all flow-induced crystallization experiments on the polymers presented in 

Chapters 3 – 6 corroborates the recurring observations in these studies: (1) different semi-

crystalline polymers exhibit a wide array of lamellar-scale morphologies that is not anticipated 

based on conventional flow-induced crystallization viewpoints and (2) crystallization detected 

during flow always leads SAXS patterns reflecting a shish-kebab morphology (characterized by 

a sharp streak perpendicular to flow and concentrated intensities parallel to flow) and WAXS 

patterns that show highly concentrated diffraction peaks that indicate extreme alignment of the c-

axis along the direction of flow. 

This thesis primarily features experimental studies of flow-induced crystallization with a 

heavy emphasis on quantifying the extent of crystallization and orientation state of 

microstructures on an absolute intensity scale. For studies employing scattering techniques (x-

ray, light, or neutron), these quantitative analyses can be readily applied to provide a 

comprehensive description of the structural information in 3D reciprocal space when paired with 

the qualitative study of 2D scattering images. This is highly applicable to the study of anisotropic 

systems, which is directly relevant to flow-induced crystallization in which crystallites are highly 

oriented.  

While the research presented here is at the forefront of flow-induced crystallization 

studies by exploiting in situ x-ray scattering methodologies under a well-defined uniaxial 

extensional flow, further work in this field can be pursued in multiple directions. One important 

avenue that deserves more attention is coordinating experimental studies with computational 

modeling, as demonstrated in Chapter 4. This is motivated by the challenges associated with 

verifying complete flow-induced crystallization models, as they require formulation in great 
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detail as well as full-scale simulations spanning extremely long time scales. To alleviate some of 

these problems, it would be prudent to test existing flow-induced crystallization models of 

various descriptions using the strategy outlined in Chapter 4. This strategy not only pertains to 

molecularly-based constitutive equations used in the Eindhoven models, but is also applicable to 

other constitutive equations. In fact, regardless of the choice of the specific constitutive model, 

the main advantage of this test strategy is that the effect of flow on enhanced nucleation can be 

readily tested without having to formulate and simulate the entire crystallization process. This 

general approach allows researchers to explore various macroscopic parameters (e.g. 

deformation rate, strain, stress) and test comprehensive FIC models in great detail by designing 

flow protocols that would lead to similar enhanced nucleation and monitoring crystallization via 

in situ techniques. The strategy can be revisited as necessary with refined experimental 

conditions without any demand for computationally expensive, full-scale simulations. 

Additionally, in situ structural studies on the extensional flow-induced crystallization 

behavior of a wider variety of semi-crystalline polymers (e.g. poly(ethylene terephthalate) or 

polycaprolactone) would add great value to the existing body of FIC literature. Further 

experimental efforts pursued along these lines would allow opportunities to revisit the hypothesis 

discussed in Chapter 6 and test the extent to which it is applicable. Exploring a fuller range of 

kinematics experienced by polymers under both shear and extension as well as expanding the 

range of parameter space (i.e., crystallization temperature, extension rate, Hencky strain) beyond 

the conditions explored in this work would also contribute to an improved understanding of the 

complicated phenomenon. These advances and future steps have the potential to more positively 

impact the rational basis for designing polymer processes. 
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Appendix A  

In Situ X-ray Scattering Studies of Flow-Induced Crystallization in 

Poly(1-butene) under Shear Flow 

 

A.1 Introduction 

The rheology of polymers under shear is well-understood as shearing flows are relatively 

easy to generate by means of pressure-driven flow through a capillary channel or homogeneous 

shear using cone and plate geometries. The rheological behavior of polymers subjected to shear 

flow has also been extensively studied owing to its industrial relevance to polymer processing 

operations such as injection molding that primarily involves shearing flows. In this process, 

polymer resins are fed into a heated barrel through a hopper, and molten polymers are delivered 

to the mold by a screw.3 The high shear rates experienced by the polymer melt lead to shear 

thinning, which allows the material to flow more easily due to its lowered melt viscosity. The 

application of flow has other consequences, in which the crystallization kinetics may be 

accelerated by orders of magnitude and the induced molecular orientation affects the final 

properties of the polymer product. This phenomenon, known as flow-induced crystallization 

(FIC), therefore is of significant industrial and scientific interest. 

While shear flow is a dominant flow field in polymer manufacturing processes such as 

extrusion and injection molding, the kinematically stronger extensional flow dominates 

processing applications such as film blowing and blow molding. To gain a comprehensive 

understanding of FIC experienced by polymers during various processing applications, the effect 
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of both shear and extensional flow on the subsequent crystallization behavior in semi-crystalline 

polymers has received tremendous attention over the past decades. Particular interest lies in 

gaining molecular/microstructural insight into the impact of alignment in polymer chains 

induced by the different types of flow on the crystallization process. 

As reviewed in Section 2.1, x-ray scattering methods are powerful tools to probe the 

microstructural response to flow, especially in semi-crystalline polymers. The study presented in 

this Appendix section capitalizes on our experimental capability to perform in situ structural 

characterization under shear using x-ray scattering techniques141–143 in order to characterize the 

flow-induced crystallization behavior in poly(1-butene) subjected to shear. Preliminary in situ x-

ray scattering studies of shear-induced crystallization on this polymer demonstrated the 

feasibility of conducting such experiments.144 This work is also largely motivated by the 

complementary FIC study employing uniaxial extensional flow on the same polymer of a 

different grade95 to gain a broader understanding of the phenomenon in shear and extension.  

This section presents time-resolved in situ small- and wide-angle x-ray scattering (SAXS 

and WAXS, respectively) measurements of shear-induced crystallization in poly(1-butene). A 

well-defined shear flow is applied using a modified Linkam shear cell. A short-term flow 

protocol is employed to explore the effects of shear rate and strain. The collected x-ray data are 

used to quantify the orientation distribution of crystallites and the extent of crystallization. A 

self-consistent method to calculate the volume fraction of crystallinity induced in the polymer 

during isothermal crystallization is presented. The quantitative analyses performed in this FIC 

study under shear has laid the foundation for applying these established methods to FIC studies 

under extensional flow, as presented in Chapters 3 – 6. 
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A.2 Material and Experimental Methods 

The polymer studied in this work is an isotactic poly(1-butene), grade PB0300, donated 

by LyondellBasell. For linear viscoelastic (LVE) characterization, pellets were compression 

molded at 180 ℃ for 10 min into 1.5 mm disks that were loaded in 25 mm parallel plate fixtures 

in an ARES (Rheometrics Scientific) controlled-strain rotational rheometer. The melt rheology 

of the polymer is characterized by a broad distribution of relaxation times typical of a 

polydisperse polymer melt (LVE data presented elsewhere144). Based on molecular properties of 

the polymer obtained from literature,90,124 the weight-averaged and entanglement molecular 

weights (Mw and Me, respectively) were used to estimate the number of entanglements for this 

material (Table A.1). In addition to estimating the average relaxation time (𝜆𝑎𝑣𝑔) determined 

from the relaxation spectrum obtained from a generalized Maxwell model fit to the LVE data,144 

the reptation (𝜆𝑟𝑒𝑝) and Rouse times (𝜆𝑅) were estimated using the approach described by 

Roozemond and Peters90 who attribute the slowest relaxation time to 𝜆𝑟𝑒𝑝 and calculate 𝜆𝑅 using  

Eq. (1.6) (see Section 4.2.1). The estimated relaxation times were shifted to the experimental 

temperature (Tc) of 106 ℃ using the a time-temperature shift factor of 7.1 determined from an 

Arrhenius relation based on the melt rheology data at reference temperature (Tref) of 160 ℃.144 

The Weissenberg number (Wi), defined as the product of deformation rate and relaxation time, 

was estimated based on these relaxation times to characterize the strength of the flow (Table 

A.2). The estimated Weissenberg numbers indicate that the shear rates of 𝛾̇ = 1 s-1, 2 s-1, and 4 s-1 

employed in the flow-induced crystallization experiments are strong flow conditions that lead to 

both alignment and stretching of polymer chains and are expected to lead to oriented flow-

induced crystallization. 
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Table A.1: Molecular properties of isotactic poly(1-butene) used in calculating the Rouse 

time from the estimated reptation time. Mw is the weight average molecular weight,124 Me is 

the molecular weight between entanglements,90 and Z is the number of entanglements per 

chain. 

Mw (kg/mol)  Me (kg/mol) Z = Mw/Me 

347 18 19 

 

 

Table A.2: Range of Weissenberg number based on estimated average relaxation time, 

reptation time, and Rouse time at 106 °C. The relaxation times obtained from LVE data at 

160 °C are shifted to 106 °C using a shift factor of 7.1 extrapolated from an Arrhenius 

relationship.144 

Relaxation Time (s) Tref = 160 °C Tc = 106 °C 
Wi Range at Tc 

(𝛾̇ = 1 – 4 s-1) 

𝜆𝑎𝑣𝑔 1.6 11 11 – 46 

𝜆𝑟𝑒𝑝 6.9 49 49 – 196 

𝜆𝑅 0.12 0.85 0.85 – 3.4 
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In situ x-ray scattering measurements were performed using a Linkam CSS-450 shearing 

stage that was modified to facilitate x-ray access (Figure A.1a). In this equipment, the polymer 

sample was contained between a pair of stainless steel inserts, and Kapton® was glued onto the 

inserts to provide windows that allow access for incoming and scattered x-rays (Figure A.1b). 

The instrument was integrated into the beam line at Sector 5ID-D of the Advanced Photon 

Source at Argonne National Laboratory and configured in a way that the incident x-ray beam 

traveled in the gradient direction of the shear flow field (Figure A.1c). A short-term flow 

protocol (Figure 2.6a) was employed to isolate the effect of flow on subsequent crystallization. 

The sample was first heated to an elevated temperature (180 ℃), well above its melting 

temperature to clear its thermal history, and then cooled to Tc = 106 ℃. Shear flow was initiated 

1 minute after the sample was equilibrated at this temperature. Subsequent isothermal 

crystallization was monitored using in situ SAXS/WAXS measurements using an incident beam 

energy of 17 keV. No crystallization was detected in the image immediately following flow. 

Scattered x-rays were collected on Rayonix detectors with a resolution of 1920 x 3840 pixels 

(WAXS) and 3840 x 3840 pixels (SAXS) and with a 2 x 2 binning, positioned at a sample-to-

detector distance of 0.21 m and 8.5 m, respectively. The first 45 images were collected at a 15 s 

interval between each frame. As the crystallization kinetics slowed down at later times, the 

intervals were increased to 60 s and then to 120 s, characterizing the structural evolution for a 

total of ~45 min after the application of flow. An exposure time of 0.5 s was selected. The 

applied shear strain ranged from 𝛾 = 4 to 16 and the shear rates from 𝛾̇ = 1 s-1 to 4 s-1 to explore 

both the effects of rate and strain on subsequent crystallization behavior. 
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Figure A.1: Experimental instrumentation and setp for in situ x-ray scattering measurements 

under shear flow. (a) Photograph of the modified Linkam CS-450 shearing stage. (b) 

Schematic of the shear cell operation that facilitates x-ray scattering measurements. (c) 

Schematic illustrating the x-ray beam (red arrow) passing through the gradient direction. 
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A.3 Results and Discussion 

A.3.1 SAXS/WAXS Image Analysis 

Figure A.2 presents SAXS and WAXS patterns collected from an experiment conducted 

at Tc = 106 ℃, 𝛾̇ = 4 s-1, and 𝛾 = 16. Here, the image immediately after flow is defined as the 

time at which t = 0 min. In SAXS, the image at t = 0 min displays an isotropic intensity 

distribution, suggesting that there are no signs of crystallinity detected immediately following 

flow cessation. As time progresses, the patterns show a growth of anisotropically distributed 

SAXS intensity that is concentrated in the direction of flow. The data also show a peak intensity 

as a function of scattering angle, arising from the periodicity in lamellar structure. At t = 40 min, 

the concentrated lobes of intensities along the flow direction in SAXS indicate that the lamellae 

normals are preferentially oriented along the shearing direction. In WAXS, the image at t = 0 

min shows no signs of crystallinity, which is consistent with the observation in the initial SAXS 

pattern. Over time, diffraction from the crystalline peaks appear and become more intense in the 

subsequent WAXS images. Towards the end of the monitoring window at t = 40 min, the 

diffraction from the (200) peak is strongly concentrated in the direction orthogonal to flow, 

indicating that the c-axis of the unit cell is preferentially aligned parallel to flow. The 

observations in SAXS and WAXS are consistent with the fact that the polymer chains aligning 

during flow lead to subsequent orientation of crystallites. 
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Figure A.2: Representative SAXS and WAXS images from an experiment at Tc = 106 ℃, 𝛾̇ = 

4 s-1, and 𝛾 = 16. 
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A.3.2 Data Treatment for Quantitative Analysis 

To allow quantitative comparisons across all experiments, the x-ray scattering data are 

converted to an absolute intensity scale. The data analysis procedures described in Chapter 2 

require extrapolating the intensity from the two-dimensional (2D) patterns to three-dimensional 

(3D) scattering intensity distributions in reciprocal space. As in the body of the thesis, uniaxial 

symmetry is assumed about the flow axis. Since shear flow fundamentally does not promote 

uniaxially symmetric distributions of orientation, it must be recognized that this assumption is 

not appropriate; however, it is necessary to make any further quantitative progress, since 

otherwise 2D scattering patterns do not contain sufficient information to construct a 

representation of the growth and orientation of crystallites in 3D space. This assumption will be 

most suspect for weaker flow conditions (low rate and/or strain) in which the principal axis of 

molecular stretching will be rotated away from the flow direction towards the velocity gradient, 

but should become more appropriate at higher rates and strain where molecular stretching will 

increasingly align along the flow direction. In addition to assuming axial symmetry, a geometric 

correction for the curvature of the Ewald sphere is performed on the WAXS data (while it is 

negligible for SAXS data), as described in Section 2.1.  

Under these necessary assumptions and corrections outlined in Section 2.4.1, the raw 

intensity from each of the 2D scattering image is extracted as a function of scattering vector q 

and apparent azimuthal angle 𝜑′ (true polar angle is 𝜑), with an azimuthal binning of 1° 

increments (Figure A.3 and Figure A.4). A background subtraction is performed to isolate the 

scattering intensity contribution only from crystallization. The background correction process for 

SAXS is illustrated in Figure A.3a, in which the image immediate after flow (t = 0 min) is 
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subtracted from all subsequent images. The resulting intensity after the background subtraction is 

shown in Figure A.3b, where the SAXS intensity shows a peak at q = 0.011 Å-1. Based on the 

considerations described in Section 2.4.2.1, a q-range of 0.005 Å-1 to 0.04 Å-1 is selected for 

further analyses of scattering invariant and Hermans orientation factor, where the lower limit is 

selected to avoid any contributions from parasitic scattering near the beam stop, and the upper 

limit is selected such that the SAXS intensity approaches 0. 

Unlike the SAXS background intensity that remains unchanged, the amorphous 

background in WAXS decreases as subsequent crystallization proceeds over time (Figure A.4a). 

Therefore, a polynomial is fit to the amorphous background in each image over the q-range 

spanning the primary peak is subtracted from the total intensity (Figure A.4b). Using this 

method, the intensity corresponding to the (200) peak is extracted from a q-range of q1 = 0.775 

Å-1 and q2 = 0.9 Å-1. 

 

A.3.3 Quantifying the Crystallite Orientation Distribution 

While recognizing that the applied flow does not fundamentally lead to a uniaxially 

symmetric orientation distribution, the orientation of crystallites is characterized from the 2D 

patterns using the Hermans order parameter 〈𝑃2〉 assuming uniaxial symmetry: 

 
〈𝑃2〉 =

3⟨cos2 𝜑⟩ − 1

2
. 

(2.14) 

In the expression above, ⟨cos2 𝜑⟩ is the average of cos2 𝜑 weighted by the azimuthal intensity 

distribution 𝐼(𝜑), which can be obtained by radially integrating the SAXS and WAXS absolute 

intensities over the specified q-range determined earlier, and given as 
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Figure A.3: Illustration of background subtraction process in SAXS. (a) The scattering 

intensity from the image immediately following flow (t = 0 min) is subtracted from 

intensities from the subsequent images. (b) The resulting intensity after the background 

correction. Flow direction is horizontal in the inset SAXS image. 
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Figure A.4: (a) Change in WAXS intensity over time, highlighting the decreasing amorphous 

background in intensity. (b) Illustration of the background subtraction process involving the 

polynomial fitting to the amorphous background (black shaded area) to extract the intensity 

from the primary peak (blue shaded area) from the total intensity (red). Flow direction is 

horizontal in the inset WAXS image. 
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⟨cos2 𝜑⟩ =

∫ 𝐼(𝜑) cos2 𝜑 sin 𝜑 𝑑𝜑
𝜋

0

∫ 𝐼(𝜑) sin 𝜑  𝑑𝜑
𝜋

0

 . (2.15) 

As described in Section 2.4.3, the values of 〈𝑃2〉 are normalized by the value about the angle of 

perfect alignment, such that 〈𝑃2〉 always ranges between -0.5 to 1 and is analyzed with respect to 

the flow direction. 

The degree of crystallite orientation is characterized from experiments at a fixed shear 

rate of 𝛾̇ = 4 s-1 (Figure A.5a) and from those at a fixed shear strain of 𝛾 = 16 (Figure A.5b). In 

both cases, SAXS and WAXS data show qualitatively similar trends in the evolution of 〈𝑃2〉. In 

fact, the initial microstructures that crystallize are highly aligned, as reflected in the values of 

〈𝑃2〉 closer to 1 in both SAXS and WAXS at early times. As subsequent crystallization proceeds, 

the overall 〈𝑃2〉 values decrease and reach constant values. Focusing in the final values of 〈𝑃2〉, 

we notice that the final degrees of lamellar and crystal unit cell orientation are somewhat higher 

for higher applied strains; however, this strain dependence is rather weak (Figure A.5a; inset). 

Almost no rate dependence is observed in the final 〈𝑃2〉 values from experiments at a fixed strain 

(Figure A.5b; inset). In general, little obvious rate or strain dependence is observed in both 

lamellar and unit cell orientations. 

 

A.3.4 Quantifying the Extent of Crystallization 

In SAXS, the volume-weighted SAXS invariant (Q/V) serves as an indicator of the extent 

of crystallization as it is defined as the total scattering power in all reciprocal space. The 

integration in Eq. (2.12) is performed over 0.005 Å-1 to 0.04 Å-1 as determined earlier. The extent  
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Figure A.5: Hermans order parameter from experiments at Tc = 106 ℃ at (a) 𝛾̇ = 4 s-1 under 

various strains and (b) 𝛾 = 16 under various rates. Open and closed symbols denote 〈𝑃2〉 
values obtained from SAXS and WAXS data, respectively. Inset figures show the final 〈𝑃2〉 
value plotted as a function of strain (a) and rate (b). 
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of crystallization from WAXS data is calculated from the intensity contribution only from the 

(200) peak as the following: 

 
𝐴200 = ∫ ∫ 𝐼200(𝑞, 𝜑)

𝑞2

𝑞1

𝑞2 sin 𝜑 𝑑𝑞
𝜋

0

𝑑𝜑 (A.1) 

where q1 = 0.775 Å-1 and q2 = 0.9 Å-1. Figure A.6 presents a comprehensive summary of the 

extent of crystallization calculated from SAXS and WAXS data from all experiments. At a fixed 

rate of 𝛾̇ = 4 s-1, the SAXS and WAXS measurements exhibit strong strain dependence, in which 

the crystallization kinetics is accelerated with increasing applied strain. We notice that both Q/V 

(Figure A.6a) and 𝐴200 (Figure A.6b) reach similar plateau values towards the end of the 

crystallization process. Calculations from SAXS and WAXS data are in good qualitative 

agreement with each other. Similar behavior is seen in experiments under different rates at a 

fixed shear strain, where crystallization kinetics is enhanced with increasing rate in both SAXS 

and WAXS calculations and similar trends in their growth are observed. However, both Q/V 

(Figure A.6c) and 𝐴200 (Figure A.6d) do not reach similar final values at the lowest shear rate of 

1 s-1; it appears crystallization has not yet been completed in the time over which crystallization 

was monitored. 

The qualitative resemblance between the extent of crystallization calculated from SAXS 

and WAXS, particularly when varying strains, is quite clear. This raises an interesting question 

of how Q/V and 𝐴200 relate to the fractional degree of crystallinity 𝜙𝑐, a more practical quantity, 

that is embedded in both of the calculated values. Although formulated differently, these 

indicators of the extent of crystallization should both reflect the same fundamental quantity—the  
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Figure A.6: Extent of crystallization from experiments at Tc = 106 ℃ at (a, b) 𝛾̇ = 4 s-1 under 

various strains and (c, d) 𝛾 = 16 under various rates. Open and closed symbols denote values 

of Q/V and 𝐴200 obtained from SAXS and WAXS data, respectively. 
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increasing amount of crystalline mass in the sample. This suggests that it would be possible to 

self-consistently determine the degree of crystallinity from SAXS and WAXS data by optimizing 

the consistency between the two, as described below. 

In an ideal two-phase model, the SAXS invariant is related to 𝜙𝑐 through: 

 𝑄/𝑉 = (Δ𝜌)2𝜙𝑐(1 − 𝜙𝑐) (A.2) 

where Δ𝜌 is the electron density difference between the crystalline and amorphous phases.96 

Based on the fact that the SAXS invariants reach similar plateau values towards the end of the 

experiment, the “plateau” Q/V values averaged from all experiments can be used to represent the 

final degree of crystallinity 𝜙𝑐,final. In addition, since the invariant data in Figure A.6 do not pass 

through a maximum, 𝜙𝑐 must be less than 0.5 since Eq. (A.2) is symmetric about 𝜙𝑐 = 0.5. Using 

a range of possible 𝜙𝑐,final values between 0 and 0.5, a corresponding range of (Δ𝜌)2 can be 

evaluated from Eq. (A.2). Each (Δ𝜌)2 value can then be substituted into Eq. (A.2) to calculate 

the evolution of 𝜙𝑐 over time, or 𝜙𝑐,SAXS(𝑡). 

In WAXS, 𝐴200 is directly proportional to the degree of crystallinity: 

 𝐴200 = 𝐶𝜙𝑐 (A.3) 

where C is a scaling factor. This implies that an error function (E) between 𝜙𝑐,SAXS(𝑡) and 

WAXS in Eq. (A.3) (in the form of 𝜙𝑐,WAXS(𝑡) = 𝐴200(𝑡)/𝐶) can be defined as: 

 
𝐸 =  

∑[𝜙𝑐,SAXS(𝑡) − 𝜙𝑐,WAXS(𝑡)]
2

∑[𝜙𝑐,SAXS(𝑡)]
2  (A.4) 

where the objective is to minimize E by changing C. This process (Figure A.7a) can be iterated 

with the updated C to “guess” what the final 𝜙𝑐 would be for a range of 𝜙𝑐, until determining a 

𝜙𝑐 value that produces the minimum in E (Figure A.7b).  
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Figure A.7: (a) Optimization algorithm to self-consistently determine the fractional degree of 

crystallinity from SAXS and WAXS data. (b) Error minimization between the final degree of 

crystallinity (obtained from Q/V) and scaled 𝐴200 for a range of possible final degrees of 

crystallinity. 
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Figure A.8 presents the calculated degree of crystallinity via optimization strategy that 

seeks self-consistency between SAXS and WAXS. We notice that the method produces good 

overall agreement in the calculated fractional degrees of crystallinity, except at the slowest shear 

rate. This may be due to the fact that the largest errors associated with deviations from the 

assumed uniaxial symmetry around the flow direction are expected under weak flow conditions. 

SAXS and WAXS features are concentrated in different directions in reciprocal space (along and 

perpendicular to the molecular orientation direction, respectively), and hence would be affected 

differently by deviations from the uniaxial symmetry. The final degree of crystallinity of ~20% 

seems lower than what would be expected from a semi-crystalline polymer. One could speculate 

that this may be due to the failure in the ideal two-phase model that was used to calculate 𝜙𝑐 

from the SAXS invariant. It is also possible that further crystallization will occur upon cooling 

the sample to room temperature, to reach the higher values that are typically quoted. A somewhat 

different approach to try to self-consistently extract 𝜙𝑐 from SAXS and WAXS data for a similar 

study of poly(1-butene) flow-induced crystallization following uniaxial extensional flow yielded 

similar values for the final degree of crystallinity.95 

 

A.4 Conclusion 

In this work, the flow-induced crystallization of poly(1-butene) under shear flow has 

been characterized using in situ x-ray scattering techniques. Simultaneous SAXS and WAXS 

measurements demonstrate that no obvious rate or strain dependence is observed in both lamellar 

and unit cell orientations. However, accelerated crystallization kinetics is observed with 

increasing deformation rate as well as total applied strain. An optimization strategy was proposed  
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Figure A.8: Calculated fractional degrees of crystallinity from SAXS and WAXS data using 

the optimization strategy illustrated in Figure A.7. (a) Experiments conducted 𝛾̇ = 4 s-1 under 

various strains; (b) 𝛾 = 16 under various rates. Open and closed symbols denote SAXS and 

WAXS data, respectively. 
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to determine the crystalline volume fraction calculated from SAXS and WAXS self-consistently, 

which led to good agreement in the evolving crystallinity probed at the lamellar scale and unit 

cell level. 
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Appendix B  

X-ray Photon Correlation Spectroscopy Studies of Structural 

Irreversibility in a Colloidal Gel under Oscillatory Shear Flow 

 

B.1 Introduction 

Soft solids exhibit solid-like elastic deformation under applied stress below the yield 

limit, or complex and nonlinear flow behavior under large deformations. These interesting 

mechanical properties arise from changes in their internal structure on mesoscopic length scales 

(10 – 1000 nm). However, in disordered soft materials, the lack of well-defined crystalline order 

on these small length scales makes it challenging to identify the microstructural features that give 

rise to such complex and nonlinear rheological behavior. This has naturally led to efforts to 

accurately probe the microscopic dynamics of amorphous solids to understand the connection 

between their microscopic structures and macroscopic mechanical properties. 

In recent years, x-ray photon correlation spectroscopy (XPCS) has emerged as a powerful 

technique to probe the structural dynamics of soft materials including glasses, polymers, and 

gels. Similar in principle to dynamic light scattering which uses visible light, XPCS monitors 

speckle x-ray scattering patterns resulting from a partially coherent x-ray beam incident on a 

material.145 The speckle patterns reflect the detailed instantaneous electron density distribution 

within the sample, while time-dependent fluctuations in the speckles contain information about 

its change in response to microscopic motions within the sample. Owing to the shorter 

wavelength of x-rays, XPCS is particularly suitable for studying materials in which the structural 
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dynamics of interest lie within the range of length scales typically probed in the small-angle 

scattering regime. This provides XPCS the advantage of measuring dynamic processes on 

nanometer length scales and times scales of 0.01 – 100 s, which are length and time scales that 

coincide with the typical ranges that are relevant to the rheology of soft materials. 

Motivated by this complementarity between XPCS and rheology, recent studies report 

XPCS measurements on soft materials subjected to shear flow. However, such measurements are 

not trivial to perform as the applied shear directly affects the measured intensity autocorrelation 

function, in which the change in microscopic dynamics in response to flow is manifested. Chung 

et al. decoupled the dominant effects associated with the applied shear from the autocorrelation 

function by inducing structural changes through pre-shearing and using XPCS following flow 

cessation to monitor the evolution of the dynamics of a depletion gel over an extended period.146 

While it was appropriate to impose a strong flow history on a sample with slow dynamics, the 

flow was poorly-defined as the sample was mixed and extruded into a chamber. Fluerasu and co-

workers performed in situ XPCS measurements during shear and demonstrated that it was 

possible to measure the diffusive dynamics in the sample isolated from the effects of shear under 

specific conditions.147–149 However, XPCS was applied under inhomogeneous shear (pressure-

driven flows). As it is preferable to employ shear flow in which the velocity gradient is spatially 

uniform, Burghardt et al. explored the application of XPCS during homogeneous shear.150  

Recent studies have proposed and demonstrated a strategy to apply oscillatory shear flow 

to a material that exhibits no internal structural dynamics and use XPCS to monitor the temporal 

evolution of the autocorrelation function dominated by shear. This concept relies on the fact that 

under small-amplitude oscillations, perfectly reversible deformation in the structure leads to 



 

 

 

215 

“echoes” in the autocorrelation function that return to its initial value once every strain cycle. On 

the contrary, at large applied strains, irreversibility in structural dynamics contributes to decay in 

the echoes of the autocorrelation function. Laurati et al. adopted this principle to investigate the 

yielding behavior and plastic rearrangements of colloidal gels subjected to oscillatory shear flow 

by tracking the correlation function using diffusing wave spectroscopy—a light scattering 

analogue to XPCS.151 A similar approach was employed by Rogers et al. who reported in situ 

XPCS echo peak measurements (as opposed to the entire waveform) on a colloidal gel under 

oscillatory shear that revealed a threshold strain beyond which irreversible particle 

rearrangements occur.152 The study showed evidence of reversible microscopic dynamics at 

small strains below this threshold while the rheological mechanical response was nonlinear. In 

this Appendix section, we explore the application of simultaneous in situ XPCS and rheometry 

under oscillatory shear flow, thereby providing a comprehensive insight into the microscopic 

origins of structural irreversibility in a colloidal gel underlying its nonlinear rheological 

response. 

 

B.2 Background 

The theoretical and technical aspects relevant to XPCS are provided in detail in other 

works147–149,153,154 Here, we present a brief overview of XPCS during homogeneous shear 

described in our previous work150 and expand upon this to XPCS during oscillatory shear flow. 

In XPCS, temporal fluctuations of the scattering intensity are measured and expressed as the 

intensity autocorrelation function: 
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𝑔2(𝒒, 𝑡) =

⟨𝐼(𝒒, 𝑡0)𝐼(𝒒, 𝑡0 + 𝑡)⟩𝑡0

⟨𝐼(𝒒, 𝑡0)⟩𝑡0

2 , (B.1) 

where q is the scattering wave vector, t is time, and angled brackets indicate ensemble averages 

over points t0 in the time series. The intensity autocorrelation function can also be written in 

terms of the intermediate scattering function 𝑔1(𝒒, 𝑡) through the Siegert relation 

 𝑔2(𝒒, 𝑡) = 1 + 𝛽|𝑔1(𝒒, 𝑡)|2 (B.2) 

where 𝛽 is a contrast factor that varies between 0 and 1 depending on the beam coherence 

properties and scattering geometry. The intermediate scattering function contains details about 

particle-particle movement correlations and thus is a key quantity that describes the underlying 

dynamics of a sample.  

For colloidal suspensions subjected to shear flow, Fluerasu et al.147 showed that the 

intermediate scattering function measured by homodyne XPCS can be described as  

 |𝑔1(𝒒, 𝑡)|2 = |𝑔1,𝐷(𝒒, 𝑡)|
2

|𝑔1,𝑇(𝒒, 𝑡)|
2

|𝑔1,𝑆(𝒒, 𝑡)|
2
, (B.3) 

reflecting contributions from diffusive motion (D) of particles, from particle transit (T) through 

the scattering volume, and from shear deformation (S). In the absence of flow, the diffusive 

dynamics of the system governs the form of the intermediate scattering function since transit and 

shear terms do not come into play. For a sample that undergoes simple Brownian dynamics, the 

intermediate scattering function is then an exponential decay that involves a characteristic time 

𝜏𝐷 ~ 1 (𝐷0𝑞2)⁄  determined by diffusivity 𝐷0 and the scattering vector. Conversely, diffusion 

effects can be neglected for samples that show slow structural relaxation (i.e. 𝜏𝐷 ≫ 1) within the 

relevant time scales, as is the case in this work.  
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In the presence of flow, the intermediate scattering function is determined by the transit 

and/or shear terms as some particles leave the scattering volume while other particles enter the 

path of the beam. The transit time effect arises when particles that move in and out of the 

scattering volume result in a loss of correlation, causing the intermediate scattering function to 

decay. This process involves a characteristic time scale 𝜏𝑇 ~ 𝑤 𝑉⁄  determined by the width of 

the beam (w) and characteristic flow velocity (V) that is taken as the moving plate velocity. In 

other words, the particle transit contribution to the intermediate scattering function is determined 

by the flow condition, while its detailed functional form depends on the beam profile.147 Under 

the experimental conditions used in this work, transit time effects are expected to be negligible.  

The shear term can be determined given the velocity profile over the scattering volume. 

This process involves a characteristic time scale 𝜏𝑆 ~ 1 (𝑞∥𝐻𝛾̇)⁄ , where 𝑞∥ is the component of 

the scattering vector parallel to the flow direction, H is the sample thickness, and 𝛾̇ = 𝑉 𝐻⁄  is the 

shear rate. While the characteristic time for shear is shorter than that for transit in this work, 

transit time effects cannot be neglected at applied shear strains comparable to and above the 

characteristic strain for transit as the loss of correlation is driven by applied strain. Thus, it is 

important to note that the effect of shear can be isolated only when the sample exhibits no 

internal structural dynamics and is subjected to small deformations. 

Burghardt et al.150 showed that the intermediate scattering function measured under 

unidirectional shear flow, while neglecting the diffusion and transit terms, is given by 

 
|𝑔1,𝑆(𝒒, 𝑡)|

2
=

sin2(𝑞∥𝐻𝛾̇𝑡 2⁄ )

(𝑞∥𝐻𝛾̇𝑡 2⁄ )2
. (B.4) 
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The intermediate scattering function under oscillatory shear can then be predicted by replacing 

the applied strain 𝛾(𝑡) = 𝛾̇𝑡 with 𝛾(𝑡) = 𝛾0 sin(𝜔𝑡) such that 

 
|𝑔1(𝒒, 𝑡)|2 =

〈sin2[𝑞∥𝐻𝛾0 sin(𝜔𝑡) 2⁄ ]〉𝜙 

〈[𝑞∥𝐻𝛾0 sin(𝜔𝑡) 2⁄ ]2〉𝜙 
, (B.5) 

where 𝛾0 and 𝜔 respectively are the magnitude and frequency of the oscillation, and angled 

brackets denote averaging over all phase 𝜙. Figure B.1 illustrates the waveform of the 

intermediate scattering function as predicted by Eq. (B.5) using H = 0.2 mm and q|| = 0.00116 Å-

1, demonstrating that the scattering function is periodic and returns to its initial value at every 

strain period. It is also clear that only a small amount of shear strain is required to decorrelate the 

speckle patterns. The predicted waveform serves as a basis for comparison at smaller strains 

(where reversible dynamics are expected to result in measured autocorrelation functions 

qualitatively similar to Figure B.1) and at larger strains (where echo peaks are expected to decay 

with increasing applied strain and oscillation cycles). 

 

B.3 Experimental Methods 

A colloidal gel was prepared from a suspension of silica nanoparticles with diameters of 

~32 nm dispersed in decalin with added polystyrene of molecular weight ~1300 g/mol. In the 

presence of a nonabsorbing polymer, the nanoparticles experience a depletion attraction to form 

a gel with final conditions of a colloidal volume fraction of 0.35 and polymer concentration of 

𝑐𝑝 𝑐𝑝
∗⁄  = 0.194, where 𝑐𝑝

∗  is the overlap concentration. The depletion gel shows rheological 

properties typical of soft disordered solids: solid-like elastic properties where the storage 

modulus (G’) dominates over the loss modulus (G”) at low strains (Figure B.2a), and nonlinear  
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Figure B.1: Prediction of the intermediate scattering function subjected to small amplitude 

oscillatory shear in the absence of diffusive dynamics, using Eq. (B.5), H = 0.2 mm, and q|| = 

0.00116 Å-1. At small strains, g1(q,t) periodically returns to its initial value every strain 

period (𝑇), reflecting reversible dynamics at small deformations. Applied strains: 0.1% (), 

0.2% (), 0.5% (), 1.0% (), 2.0% (). 
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viscoelastic properties (decreasing G’ that eventually crosses G”) at larger strains (Figure B.2b). 

The onset of nonlinear rheology in the mechanical response is at an applied strain of 0.1%. 

 Simultaneous in situ XPCS measurements and rheometry were conducted to study the 

onset of microscopic yielding process in the colloidal gel that is expected to correspond to its 

transition to the nonlinear rheological behavior. Small-angle XPCS measurements were 

performed at beamline 8ID-I of the Advanced Photon Source at Argonne National Laboratory, 

using a 20 x 20 𝜇m x-ray beam of energy 7.35 keV. Data were collected using an SMD charge-

coupled device (CCD) detector at a rate of approximately 200 frames/s in a series of 8000 data 

frames. Scattering intensity was measured over a 256 x 512-pixel region of interest to facilitate 

rapid data acquisition, but only a portion of these data were useable due to beam damage on the 

detector. Data collected under flow were analyzed using a series of smaller “bins” to compute 

autocorrelation functions using well-defined values of 𝑞∥. Data presented here used q|| = 0.00116 

Å-1. 

Shear flow was applied using an Anton Paar MCR 301 rheometer. The colloidal gel was 

loaded in a polycarbonate Couette fixture consisting of a “cup and bob” with diameters of 19.9 

mm and 19.5 mm, respectively, resulting in a sample thickness H of 0.2 mm (Figure B.3a). 

Oscillatory shear flow was driven by rotating the “bob” at 2.013 Hz to minimize the phase 

difference between the data collection rate (201.27 frames/s) and the oscillation frequency. A 

series of oscillatory shear flow was applied at strains ranging from 0.1% to 50%, with at least 

three selected strains per decade. The experimental setup is identical to performing a strain 

sweep experiment over an extended period of time, as illustrated in Figure B.3b. At each applied 

strain, the sample was exposed to two sequences of XPCS scans, in which the x-ray beam  
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Figure B.2: Storage () and loss () moduli measured at 0.01 % strain as a function of 

angular frequency (a) and at 10 rad/s as a function of strain amplitude (b). Colloidal gel 

shows elastic response at low strains, while transition from linear to nonlinear rheology starts 

to occur at 𝛾 ≥ 0.1%. 
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traveled in the gradient direction through the center of the Couette cell. The series of experiments 

were repeated at various sample locations by changing the vertical position of the x-ray beam 

while its path remained in the gradient direction.  

 

B.4 Results and Discussion 

Figure B.4a presents small-angle x-ray scattering (SAXS) data under quiescent 

conditions and reveals the limited q-range explored in this experiment. Within this narrow range, 

XPCS data were measured at q|| = 0.00116 Å-1where the sample scattered strongly enough to 

obtain reasonable data given the extremely short exposure times. XPCS experiments were also 

restricted to this low q value to ensure that the echoes in the intensity autocorrelation function 

were measurable, as Eq. (B.5) predicts that peaks become narrower with increasing q, leading to 

a possibility of the peak measurements being too narrow to resolve. Figure B.4b presents an 

XPCS scan of the sample under quiescent conditions, demonstrating that the colloidal gel does 

not undergo any structural relaxation over the experimental time of ~40 seconds. As discussed 

above, a sample with a long relaxation time is desirable as any change in 𝑔2(𝐪, 𝑡) waveform 

behavior can then be assumed to directly reflect the change in response to microscopic motion 

due to flow. 

Under small deformations of 0.1% ≤ 𝛾 ≤ 2.0% (Figure B.5), the sample exhibits 

reversible dynamics and the shape of the correlation function is in qualitative agreement with the 

waveform described by Eq. (B.5). As the applied strain increases, the measured correlation 

functions reach a lower minimum value and the peaks get narrower while returning to the same  
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Figure B.3: (a) Overview of the experimental setup for simultaneous in situ XPCS and 

rheometry. Red arrow denotes the x-ray beam. (b) Storage () and loss () moduli were 

measured under oscillations at 2.013 Hz over applied strains () ranging from 0.1% to 50%. 

At each strain, XPCS data were collected to capture the microscopic structural response 

while mechanical data were being measured simultaneously. 
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Figure B.4: Dynamics of the colloidal depletion gel in the absence of flow. (a) Static SAXS 

intensity was measured over a limited q-range due to damages on the CCD detector. This led 

to collecting XPCS data at q|| = 0.00116 Å-1 where the sample scattered strongly and 

exhibited slow dynamics. (b) XPCS scan under quiescent conditions shows that g2(q,t) 

remains constant for ~40 s, indicating no signs of intrinsic microscopic motion over the 

experimental time scale. 
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initial value every oscillation cycle, consistent with the predictions of Eq. (B.5). This qualitative 

behavior is observed at short times (Figure B.5a) and persists through long times (Figure B.5b). 

Figure B.5c demonstrates how structural reversibility is manifested in eight different sample 

locations, but it is evident that quantitative differences exist based on the dissimilar shapes of the 

waveform in detail. At a strain of 2.0%, the minimum of each measured correlation function falls 

short of the value of 1 by varying amounts, unlike the predicted waveform that reaches this 

minimum value at this applied strain. The primary assumption that leads to the waveform shapes 

predicted in Figure B.1 is that the velocity gradient in the shearing deformation is uniform; all 

other factors that influence this behavior are known and fixed. In the earlier study on a simpler 

material (dilute colloidal dispersion in steady shear flow), these same assumptions led to 

quantitative prediction of the autocorrelation function. The variability seen in Figure B.5c, and 

lack of detailed agreement with predictions of Figure B.1, thus suggests that the velocity gradient 

in these experiments may not, in fact, be uniform. Such heterogeneity would not be unexpected 

in a sample with complex microscopic structure like a colloidal gel, where local fluctuations in 

structure or particle density could lead to deviations from the assumed smooth and uniform 

deformation gradient (e.g., microscopic deviations from affine deformation). However, although 

spatial inhomogeneity in the details of the waveform is present across different detecting regions, 

the “echoes” reliably return to their starting value over the full duration of the experiment, 

indicating that the microscopic structural deformation, while probably complicated in detail, is 

still fully reversible.  

Application of oscillatory shear at larger strains (𝛾 > 2.0%) causes the microscopic 

structural dynamics in the colloidal gel to become irreversible. Figure B.6a shows that decay in  
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Figure B.5: Intensity autocorrelation functions measured at q|| = 0.00116 Å-1 in colloidal gel 

under small amplitude oscillatory shear flow. Applied strains: 0.1% (), 0.2% (), 0.5% 

(), 1.0% (), 2.0% (). Under small deformations, reversible dynamics at short times (a) 

continue through long times (b), and waveforms measured at different vertical scanning 

positions show quantitative differences but qualitative agreement (c). 
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the measured autocorrelation functions is immediate after one or two oscillation cycles. Shortly 

after two periods, the echo peak values decrease with increasing strain. Structural irreversibility 

observed at short times continues through long times, as peaks no longer return to the initial 

value (Figure B.6b).  

Manifestations of such microscopic irreversibility across different sample locations can be 

observed by tracking the echo peak value at each oscillation cycle as a function of the cycle 

number (Figure B.7). At small strains (0.5% and 2.0%), the maximum peak values remain 

constant throughout the entire experiment over all scanning regions. Decay in the echoes starts to 

occur at 5.0% strain across all locations except in one experiment. At applied strains above 5.0%, 

increasing strains accelerate the decay in the correlation function. It is evident that while spatial 

inhomogeneity is present among different scanning regions, the onset of microscopic structural 

irreversibility occurs between applied strains of 2.0 – 10%. Similar to the observations from 

Figure B.5c, experiments vary in detail quantitatively, but consistent qualitative behavior is 

robustly observed. However, comparing the onset strain of microscopic irreversibility to that of 

nonlinear rheological response in the bulk suggests that local deformation does not necessarily 

match the bulk response. The bulk rheology indicates that nonlinearity arises at a rather small 

strain of 0.1% relative to the onset strain of irreversible dynamics observed from XPCS 

measurements (Figure B.8). This suggests that homogenous affine deformation may not be easily 

assumed since local microscopic deformation is more complex. 
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Figure B.6: Intensity autocorrelation functions measured at q|| = 0.00116 Å-1 in colloidal gel 

subjected to large amplitude oscillatory shear. At large applied strains, correlation functions 

decay immediately after two oscillation cycles (a) and irreversible dynamics continue 

through long times (b). 
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Figure B.7: Manifestations of irreversible dynamics in the sample across different scanning 

regions. Onset of structural irreversibility occurs between applied strains of 2.0 – 10%. The 

vertical axis displays g2(q,t) and the horizontal axis is the number of oscillation cycle. 
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Figure B.8: Onset of nonlinear mechanical response in the bulk fluid in comparison to that of 

microscopic irreversibility observed from XPCS measurements. 
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B.5 Conclusion 

Simultaneous XPCS measurements and rheometry under oscillatory shear have been 

successfully applied to study the microscopic origins of structural irreversibility in a colloidal 

gel. At modest applied strains from 0.1% to 2.0%, reversible dynamics were observed from the 

intensity correlation functions returning to the same initial value at each oscillation cycle 

throughout the experimental time scale of 40 s. However, variations in the quantitative response 

across different detecting regions disagree with predictions that assume homogeneous affine 

deformation. XPCS measurements of echo peaks at each oscillation period show that the onset 

microscopic irreversibility occurs at applied strains between 2.0 and 10%. This observation is in 

discrepancy with the bulk rheology, which indicates that macroscopic nonlinear response begins 

at strains above 0.1%. Upon analyzing data measured across different sample locations, it is 

evident that spatial heterogeneity is present as seen in both the details of the reversibility in 

waveforms and the onset of irreversibility. Such microscopic deviation from macroscopic 

deformation suggests that local deformation, although reversible, may be more complicated. 


