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Abstract

The assembly of nanoscale building blocks into larger ensembles with well-defined architecture has the potential to create entirely new classes of designer photonic and plasmonic metamaterials with unique properties not found in nature. Electromagnetic metasurfaces, or 2D metamaterials, operating at optical wavelengths are of particular interest due to ease of integration with current fabrication processes for electronic and optical devices. The fabrication of metasurfaces with nanometer-scale meta-atoms has largely been limited to top-down lithographic processes. However, directed assembly approaches offer an alternative route utilizing colloidal nanoparticles as the meta-atoms, deterministically positioned by a combination of top-down lithography and bottom-up self-assembly. Nanoparticle metasurfaces have the potential for higher performance due to reduced scattering at grain boundaries by utilizing single-crystal nanoparticles. In addition, nanoparticles can be synthesized with complex 3D shapes and compositional engineering (Janus particles, core-shell structures, etc.), providing a large parameter space for metasurface design. Moreover, directed assembly provides the ability to manipulate the short-range forces that drive particle assembly to achieve reconfigurable, stimuli-responsive architectures. In tandem with new patterning and assembly strategies for reconfigurable directed assembly, the development of new tools to analyze the assembly process \textit{in situ} is critical for constructing a detailed and mechanistic understanding of these systems.

While structural tunability has been demonstrated in metamaterials at longer wavelengths, most of these approaches fail at nanometer-length scales due to the increased surface forces and difficulty in addressing the individual meta-atoms. Similarly, self-assembly strategies can produce a range of structures with short- and long-range order, but the degree of architectural control and
ability to register these assemblies for device applications is limited. In this work, the top-down lithographic control provided by electron beam lithography (EBL) is combined with a bottom-up assembly strategy using DNA hybridization. DNA-functionalized substrates are modified by grayscale EBL patterning (DNA-EBL) to achieve local control over the surface density of the DNA to modulate interactions with complementary DNA-grafted colloidal gold nanoparticles. By this approach, the thermodynamics and kinetics of nanoparticle binding can be manipulated to achieve nanoparticle configurations that change as a function of temperature. First, the DNA-EBL process is described and characterized, demonstrating patterning of DNA density with high spatial resolution to direct nanoparticle assembly at the single-particle length scale. Second, the DNA-EBL approach is utilized to drive temperature-dependent size-selective nanoparticle assembly from a bimodal suspension of spherical gold nanoparticles. Third, this patterning strategy is extended to drive temperature-dependent ordering, alignment and positioning of both gold nanorods and spherical gold nanoparticles in 2D arrays. Finally, the ability to image these processes in situ is explored by the development of a liquid-cell platform based on microelectromechanical systems (MEMS) technology compatible with scanning electron microscopy (SEM), transmission electron microscopy (TEM) and correlative techniques.
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Chapter 1: Nanoparticle Directed Assembly and In Situ Characterization

1.1 Chapter Summary

The development of nanoparticle assembly strategies has been an active area of research for the better part of two decades. Nevertheless, the ability to precisely position nanoparticles with control over particle orientation and both short- and long-range order remains a challenging task. A large number of strategies have been developed for assembling a range of different types of nanoparticles in solution as well as strategies for synthesizing nanostructures on patterned surfaces. However, this section will be limited to a review of approaches designed to deterministically position nanoparticles from colloidal suspensions on planar substrates. In addition, the discussion will be largely limited to gold nanoparticle assembly, as the vast majority of such techniques have focused on gold nanoparticles due to the facile synthesis of a wide range of shapes and sizes as well as the ease of surface functionalization. The general strategy for directed assembly in this context combines top-down patterning to define the nanoparticle arrangement with bottom-up assembly to control the short-range forces that drive the immobilization process. These directed assembly processes can be categorized based on the primary forces involved in particle positioning and immobilization: capillary, electrostatic and intermolecular. The first section (1.2) will focus on a brief theoretical description of these forces and specific applications of each in the directed assembly of nanoparticles on surfaces. The second section (1.3) will describe DNA-based methods for nanoparticle assembly. The third section (1.4) will review the various approaches for in situ characterization of nanoparticle assembly processes.
1.2 Overview of Nanoparticle Directed Assembly Strategies

The forces acting on nanoparticles during self- and directed-assembly processes are legion and relate to particle-particle, particle-solvent and particle-surface interactions as well as potential interactions between particles and external stimuli (e.g. electric fields, magnetic fields, light). The ultimate configuration in a given assembly process results from the complex interplay between these competing forces and the resulting kinetic and thermodynamic interactions. The fundamental criterion for successful directed assembly is that the assembly forces are large enough to overcome the thermal energy \((k_B T)\) of the particles. The overall architecture is then dependent on the free energy landscape of the system, which can result in metastable, kinetic or thermodynamic equilibrium structures, as illustrated in Figure 1.1. As the focus of this dissertation is reconfigurable assemblies, it is ultimately the switching between these different local and global

![Figure 1.1 Schematic illustration of free-energy landscape for nanoparticle assembly indicating energy barriers (e.g. ΔG₁) and energy gaps (e.g. ΔG₂) between metastable or kinetically trapped states (1 and 2) and the thermodynamic equilibrium state (3).³,⁴](image)
energy minima that will drive the range of possible structures. In addition, it is possible to maintain dissipative non-equilibrium states provided a constant energy input. Such dynamic assemblies are not explicitly considered here, but there is significant potential in their application for reconfigurable assembly, which may benefit from the strategies and characterization tools developed herein.

While a large number of different forces are important for colloidal stability and can play an important role in particle assembly such as depletion/solvation forces, van der Waals forces, hydrophobic forces and steric effects, this section will be limited to those forces that dominate in terms of achieving positioning control and high yield in directed assembly. In fact, there is often a balance between positioning precision and yield, which is directly related to the balance between the substrate patterning (top-down) and the stochastic nature of nanoparticle assembly (bottom-up). This section will focus on the application of three generalized sets of forces most commonly applied for directed assembly of nanoparticles: capillary forces, electrostatic forces and intermolecular forces (chemical bonding).

1.2.1 Capillary Force Directed Assembly

Capillary forces, which can be described as the set of interactions between particles and fluid interfaces have been defined in literature and are summarized below. For the purposes of directed assembly on substrates, the primary capillary forces of interest are lateral capillary forces that act on particles in the presence of a liquid meniscus as illustrated in Figure 1.2a. For example, the capillary force \( F_c \) between two particles (with small separation distance) can be described as:

\[
F_c = -\frac{2\pi \sigma Q_1 Q_2}{L} \quad r_k \ll L \ll q^{-1}
\]
where

\[ Q_i = r_i \sin \psi_i \quad (i = 1, 2). \quad (2) \]

The magnitude of the force is driven by the surface tension (\(\sigma\)), the center-to-center distance (\(L\)), and the capillary charge (\(Q\)), which is a function of the radii (\(r\)) of the contact lines and angles (\(\psi\)) of the menisci. Depending on the menisci angles, this force can be either attractive or repulsive and hence depends on the hydrophilicity of the particle surface. These forces act within a characteristic capillary length (\(q^{-1}\)), which depends on the particular liquid-fluid interface and the liquid film thickness. This length is on the order of 2.7 mm for the water-air interface with thick films, but can be less than 1 \(\mu\)m for nanometer-scale liquid films.\(^1\) A similar description can be derived for the force between a particle and a fixed wall, in which the wall produces a capillary “image” charge and results in either attractive or repulsive forces depending on the wetting characteristics of the wall. In addition, most applications of capillary forces for nanoparticle assembly processes rely on evaporation-induced hydrodynamic drag forces (\(F_D\)) driven by a hydrodynamic flux (\(J_W\)) to supply particles to the thin liquid layers where capillary forces are

![Figure 1.2](image-url) **Figure 1.2** Illustration of a) lateral capillary forces and b) hydrodynamic drag forces acting on colloidal particles during convective assembly.\(^1,2\)
present (Figure 1.2b). In general, these capillary and convective assembly processes rely on careful engineering of the shape of the solid-liquid interfaces and the evaporation rates.

In the absence of any surface patterns, capillary forces can drive 2D and 3D crystallization of nanoparticle films. Early work on micron-size latex particles\textsuperscript{18,19} was later extended to gold nanoparticle assembly on unpatterned substrates.\textsuperscript{20-23} One application of capillary forces for nanoparticle assembly involves the use of surfaces with patterned wettability.\textsuperscript{24,25} These techniques typically involve the patterning of hydrophobic and hydrophilic regions on a substrate by microcontact printing and selective wetting of the hydrophilic regions by a colloidal suspension followed by controlled drying. This approach has also been extended to allow some degree of orientation control in assembly of Pd nanorods.\textsuperscript{26} Another approach for directed assembly using capillary forces involves the fabrication of substrates with topographical templates, which provide local control over particle position as the liquid contact line moves across the surface. Cui, \textit{et al.} demonstrated some of the first template-assisted assembly of nanoparticles by patterning trenches in PMMA by EBL and exploiting capillary forces during controlled solvent evaporation.\textsuperscript{27} Similar techniques using different lithographic methods were subsequently developed in other groups with EUV lithography\textsuperscript{28} and interference lithography.\textsuperscript{29} Malaquin, \textit{et al.} used PDMS templates along with a motorized assembly to drag the liquid meniscus across the surface to provide further control of the solvent evaporation.\textsuperscript{30} This approach was successful in positioning spherical gold nanoparticles in trap structures by tuning the substrate temperature (evaporation rate), contact angle (surface energy) and particle concentration. A similar process was used to load nanoparticles onto a printing plate with patterned topographical features, which was then used to transfer the particles to plain substrates.\textsuperscript{31} Flauraud, \textit{et al.} recently refined this approach by the fabrication of
surfaces with more complex “funnel traps,” which allow both high filling fractions and superb orientation control.32

1.2.2 Electrostatic Force Directed Assembly

Electrostatic forces are attractive for nanoparticle assembly due to their long-range interactions and potential for broad application with multiple material systems. In this section, the discussion will focus on approaches that rely on patterning surface potential to drive assembly, rather than the use of external electric fields. The electrostatic assembly of nanoparticles on a charged surface is driven by a combination of dielectrophoretic and electrophoretic forces as illustrated in Figure 1.3.33-35 The electrophoretic force is described by

$$F_{EP} = Q_{ef}E$$

where the effective charge of the particles $Q_{ef}$ is

$$Q_{ef} = 4\pi \xi \varepsilon_1 \varepsilon_0 r$$

where $\xi$ is the zeta potential of the colloidal suspension, $\varepsilon_1$ is the solvent relative permittivity, $\varepsilon_0$ is the vacuum permittivity and $r$ is the particle radius. For the dielectrophoretic case, the patterning of patches of charge on a surface present a non-uniform electric field $E$ to particles in solution, which induces a dipole moment $p$. This results in a dielectrophoretic force $F_{DEP}$ on the particles, which can be either attractive or repulsive, depending on their permittivity $\varepsilon_2$ (for dielectric particles) or conductivity $\sigma_2$ (for conductive particles) relative to the solvent ($\varepsilon_1, \sigma_1$). This force is described by

$$F_{DEP} = p \cdot \nabla E$$

where (for a homogenous spherical particle)
\[ p = 4\pi r^3 \varepsilon_1 \varepsilon_0 K E \]  

The Clausius-Mossotti factor \( K \) defines the magnitude of the dipole moment

\[ K = \frac{\varepsilon_2 - \varepsilon_1}{\varepsilon_2 + 2\varepsilon_1}, \]  

for dielectric particles and

\[ K = \frac{\sigma_2 - \sigma_1}{\sigma_2 + 2\sigma_1}, \]  

for conductive particles. In most cases, the particle/solvent system is designed such that the dielectrophoretic force is attractive (i.e. \( \varepsilon_2 > \varepsilon_1 \) or \( \pi_2 > \pi_1 \)).

**Figure 1.3** Illustration of a) electrophoretic force \( F_{EP} \) on charged particles and b) dielectrophoretic force \( F_{DEP} \) due to induced dipole as a result of surface-charge patterning.

Electrophoretic assembly of 2D lattices from colloidal gold particles was first accomplished 25 years ago. However, site-specific patterning using these forces remains an active area of research and the means of generating high spatial-resolution surface-charge patterns is the major differentiating factor in the various approaches. Fudouzi, *et al.* used electron-beam patterning of an insulating substrate (CaTiO₃) to create persistent charged lines capable of attracting both dielectric and conductive nanoparticles with micrometer-scale fidelity. This approach has also been extended to both electron and ion-beam exposure and has been used to
capture DNA-functionalized gold nanoparticles with nanometer-scale resolution. Electron-beam exposure has also been used to selectively modify nitro groups in a SAM, converting them to amino groups that become protonated under acidic conditions, leading to electrostatic capture of gold nanoparticles. Jacobs, et al. develop a nanoxerography technique using a flexible, electrically conductive stamp to pattern charge in a thin film of PMMA. Particles were then assembled on the charged patterns by direct immersion of the substrate in nanoparticle powder or in a gas or liquid-phase suspension of the particles. This process was later refined by using a nanostructured, thin silicon stamp to create sub-100 nm patterns. AFM-based techniques have also been applied to directly pattern surface charge for directed assembly. One approach takes advantage of the AFM to selectively pattern self-assembled monolayers to present positively charged amino groups, which can immobilize negatively charged gold nanoparticles. Another approach uses AFM to write charge directly into an electret structure followed by particle assembly in solution.

1.2.3 Directed Assembly through Intermolecular Forces

Surface forces based on molecular interactions are attractive for nanoparticle directed assembly due to the rapid development in nanoparticle functionalization capabilities and the robust nature of these interactions. However, since chemical bonds provide short-range interactions, nanoparticle assembly using molecular forces often result in glassy, disordered configurations. This provides one of the major motivations for the use of elongated linkers, such as DNA (see section 1.3), which provide weak, polyvalent interactions which are long-range relative to the particle size. Nevertheless, chemically patterned surfaces have been widely applied for directed nanoparticle assembly via covalent binding, hydrogen bonding or specific biomolecular
interactions. For covalent binding, amide formation is the most common approach and has been applied for amino-functionalized gold nanoparticle assembly by patterning mercaptohexadecanoic acid (MHA) on a substrate by dip-pen nanolithography (DPN) or microcontact printing (µCP). Other approaches use an amino-functionalized substrate patterned by nanoimprint lithography (NIL) and carboxylate-functionalized SiO₂ particles or µCP followed by heterobifunctional dithiocarbamate chemistry to immobilize gold particles. Thiol chemistry has also been applied for selective nanoparticle immobilization using AFM-based patterning and dithiol linkages or thiol-modification of silane monolayers on silicon. Weaker interactions, such as hydrogen bonding, while less robust, have the advantage of being stimuli-responsive (e.g. pH) and have been applied in directed assembly using Hamilton-type receptors. While biomolecular interactions can also be exploited including biotin-streptavidin and antibody-antigen, with the exception of DNA, most of these interactions have been limited to unpatterned thin-film, 3D-templated assembly (e.g. on viruses or proteins), or solution-based assembly/aggregation.

1.3 DNA Nanotechnology for Nanoparticle Assembly

One of the most remarkable developments in nanoscience over the past two decades has been the development of DNA nanotechnology, which utilizes the programmable interactions of synthetic oligonucleotides to build and assemble complex nanostrucutures. The structure of the DNA molecule, which forms the basis for all life, can be engineered to produce highly specific, tunable and reversible linkages through Watson-Crick base-pairing interactions. The field can be divided into two subfields: 1) structural DNA nanotechnology, which takes advantage of these specific interactions to build complex 2D and 3D architectures based on tiling or folding of DNA
and 2) assembly of nanoparticles with densely grafted DNA containing complementary sequences, called programmable atom equivalents. In the structural DNA nanotechnology approach, rigidity and structure are derived from the specific DNA sequences, which produce double-stranded regions with multiple crossovers. The DNA folding (“origami”) approach uses a single large DNA strand, which is folded into a predetermined shape with the use of staple strands. This approach has been utilized for directed assembly of gold nanoparticles by first assembling DNA origami triangles on patterned hydrophilic regions of a substrate. The corners of the DNA triangles were modified to present A₈ or A₃₀ single-stranded DNA (ss-DNA) sequences, which could bind to gold nanoparticles with complementary T₈ or T₃₀ grafted oligonucleotides. In comparison, the tiling approach can produce large-area periodic structures from a small number of different DNA building blocks. Such 2D self-assembled DNA arrays have also been fabricated to present short sequences of ss-DNA to immobilize nanoparticles grafted with a complementary sequence into periodic arrays.

In comparison, nanoparticle assembly using grafted oligonucleotides has a number of advantages for 2D and 3D assembly as the “bond” is a result of the polyvalent interactions of multiple DNA strands. These interactions preserve much of the specificity, tunability and reversibility from native DNA interactions, but demonstrate distinct and rich thermodynamics. Much of the literature on DNA-nanoparticle assembly is related to solution-based assembly of 3D structures and two such approaches are described in Figure 1.4 (one of the nanoparticles can be replaced with a substrate for 2D assembly). In general, the DNA binding occurs either directly between the grafted DNA strands or by using one or more “linker” strands. The relevant general results of the 3D assembly work as well as strategies for assembling nanoparticles into 2D arrays
are summarized in this section. First, to assemble structures from DNA-functionalized nanoparticles it is necessary to achieve sufficiently high grafting density to minimize nonspecific interactions and improve binding kinetics. Gold nanoparticles are functionalized by reaction with an excess of thiolated DNA in buffered solutions with high salt concentration. Typically, the salt concentration is increased gradually through a salt aging process and the high salt concentration screens the negative charge on the phosphate backbone of the DNA allowing higher grafting densities.\textsuperscript{72,73} In addition, due to steric effects, the grafting density is dependent on the particle size\textsuperscript{74} (radius of curvature) and can be tuned by the addition of a spacer (e.g. non-complimentary DNA or PEG).\textsuperscript{75} Alternatives to the salt aging process using a low pH citrate buffer\textsuperscript{76} or an oligoethylene glycol spacer\textsuperscript{77} have also demonstrated high grafting densities.

\begin{figure}[h]
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\caption{Schematic illustration of the various schemes for DNA-linked nanoparticle assembly involving a) direct linkage with self-complementary DNA for A-A assembly, b) direct linkage with non-self-complementary DNA for A-B assembly and the analogous structures utilizing linker DNA strands for c) A-A assembly and d) A-B assembly. Self-assembly in these systems results in the e) FCC structure for A-A assembly and BCC structure for A-B assembly.}
\end{figure}
A number of factors determine the melting (aggregation/disaggregation) properties of DNA-linked gold nanoparticle assemblies. These properties have been most thoroughly evaluated for 3D assembly, but are generally relevant for 2D directed assembly as well. The collective binding due to polyvalent interactions results in a significant increase in melting temperature and a sharper melting transition compared to native DNA. This is due to both energetic effects as a larger number of base-pair interactions are participating and entropic effects as the configurational entropy of the DNA strands increases (even though their translational entropy decreases) as they are able to reversibly explore multiple binding sites. The melting temperature increases with the particle size, the number of base pairs and both the melting temperature and sharpness of the transition increase with DNA grafting density. In addition, with increasing salt concentration, both the melting temperature and the kinetics of aggregation increase. Finally, by increasing the length of the DNA strands through addition of spacers, the melting temperature also increases.

As a consequence of the longer-range interactions and the reversible and programmable binding, DNA-linked nanoparticles can self-assemble into a wide range of superlattice structures with control of crystal structure and habit. Monodisperse spherical colloids have been assembled into a large range of cubic structures (FCC, BCC, HCP) and, recently, a diamond cubic structure by a hybrid nanoparticle/origami assembly strategy. By changing the size of the nanoparticles, the hydrodynamic radius (by varying DNA length) and/or the complementarity (AB vs. AA interactions), a large number of binary crystal structures can be produced (e.g. isostructural with CsCl, AlB₂, Cr₃Si and Cs₆C₆₀). The range of structures and properties can be further expanded by the use of anisotropic nanoparticles. Here, the structures depend not only on size but
also on the particle shape, which controls packing density and the curvature, which controls the number of DNA interactions between particles.\textsuperscript{85,90-92} Due to the reversibility and programmability of the DNA interactions, reconfigurable systems have been constructed that enable switchable lattice parameters, which can provide tunable plasmonic properties.\textsuperscript{93-96}

Various strategies for DNA-directed nanoparticle assembly in 2D have also been developed using patterned planar surfaces grafted with complementary DNA. Early work by Hartmann, \textit{et al.} used UV photolithography to selectively damage DNA in a manner conceptually similar to the electron-beam exposure method described in Chapter 2.\textsuperscript{97} Similarly, micrometer-scale gold patterns were used to selectively adsorb DNA-functionalized nanoparticles by Kannan, \textit{et al.}\textsuperscript{98} Surface patterning has been used to direct surface-driven assembly of superlattices by selective immobilization of a bi-functional linker.\textsuperscript{99} To control assembly at the individual nanoparticle level, EBL has been used to pattern gold “landing sites,” which can then be functionalized with DNA and enable site-specific adsorption.\textsuperscript{100} This approach has been extended to promote the growth of superlattice structures epitaxially from 2D pre-patterned arrays.\textsuperscript{101} One of the challenges in assembling 2D arrays of arbitrary geometry with this approach is the competition between high pattern fidelity in the assembled array and high occupancy of surface sites.\textsuperscript{102} In general, smaller landing sites and higher immobilization temperatures increase pattern fidelity, but both of these also decrease occupancy. This has been addressed to some degree by creating landing sites within trenches, providing better alignment of the particle with the landing site.\textsuperscript{103} This approach allows high enough precision to exploit plasmonic lattice modes and exhibits tunable optical absorption by changing solvent polarity, which controls the particle-particle separation.\textsuperscript{104} A similar approach uses tunable plasmonic coupling between DNA-functionalized
colloidal nanorods and EBL-patterned nanorods to achieve electromagnetically-induced transparency.\textsuperscript{105}

1.4 Methods for \textit{In Situ} Characterization of Nanoparticle Assembly

The development of a mechanistic understanding of nanoparticle assembly requires the development of tools for the direct visualization and analysis of the assembly process \textit{in situ}. This is particularly critical for reconfigurable assembly where one is interested in switching between different equilibrium configurations in addition to metastable and kinetically trapped configurations. In addition to optical techniques such as spectrophotometry, which provide ensemble information, tools are needed to probe structural changes at the single-particle level. These can be divided into techniques that provide structural information based on scattering (x-ray, neutron) through reciprocal-space analysis and microscopic techniques (electron, scanning probe) that provide real-space information. In general, these approaches are complimentary, probing different interactions with different spatial and temporal resolution and correlative techniques are key to building a complete understanding of a given system.\textsuperscript{106}

1.4.1 \textit{In Situ} Scattering Techniques

X-ray scattering techniques are among the most widely applied and useful methods for \textit{in situ} characterization of nanoparticle assembly processes. Synchrotron-based x-ray transmission and reflectance measurements using small-angle x-ray scattering (SAXS) and wide-angle x-ray scattering (WAXS) have been widely applied in this area.\textsuperscript{107} SAXS provides information about the average nanoparticle size and shape (form factor) as well as the positional correlation of particle assemblies (structure factor). SAXS analysis can be used to determine a nanoparticle superlattice crystal structure (unit cell) in a manner similar to atomic x-ray diffraction.\textsuperscript{87,88} This technique can
also be extended to evaluate the crystal quality (grain size and microstrain) as a function of the DNA-nanoparticle system design and assembly conditions.\textsuperscript{91,108} For 2D assemblies, this is typically carried out with grazing-incidence (GISAXS or GIWAXS) and can provide information about the nanoparticle-substrate distance as well as in-plane and out-of-plane ordering. For example, this approach has been used to characterize the dehydration and rehydration of monolayer and multilayer superlattice DNA-linked nanoparticle films.\textsuperscript{109} GIWAXS can provide complementary information about orientational ordering within the lattice.\textsuperscript{110} Small-angle neutron scattering (SANS) often provides complementary information to SAXS as well. For example, SAXS can be used to probe the average nanoparticle size while SANS provides the size of the nanoparticle and a surrounding surfactant layer.\textsuperscript{111}

\textit{In situ} x-ray scattering techniques can provide information about the dynamics of nanoparticle assembly and response of assembled structures to various stimuli. Synchrotron sources provide high flux, enabling time-resolved studies with temporal resolution at the picosecond time-scale and can be coupled to a range of different spectroscopic techniques (Raman, UV-Vis, mass spectrometry, etc.).\textsuperscript{107} Experimental setups have been designed for \textit{in situ} fluidic studies of nanoparticle synthesis by simultaneous SAXS/WAXS.\textsuperscript{112} Vapor-pressure controlled cells have been built specifically for the \textit{in situ} study of solvent-mediated assembly on surfaces.\textsuperscript{113} Similar systems have been used for the \textit{in situ} study of convective assembly\textsuperscript{114,115} and structural evolution\textsuperscript{116,117} in 2D nanoparticle films upon drying. Similar fluidic cells have been built for SANS experiments enabling the study of dielectrophoretic ordering in polystyrene nanoparticles.\textsuperscript{118} However, \textit{in situ} evaluation of DNA-nanoparticle assembly will require the development of temperature-controlled fluidic stages that retain appropriate assembly conditions.
In comparison to solution-based or convective-assembly processes, characterization of 2D assembly in solution poses additional challenges as the substrate must be exposed to the x-ray source in grazing incidence while maintaining complete fluid immersion, which may require the use of MEMS-based stages similar to those described in Chapter 5. In addition, *in situ* experiments must be carefully designed to minimize beam damage to the DNA during long-term exposure to the high flux x-ray source.\textsuperscript{119,120}

**1.4.2 In Situ Microscopy Techniques**

While x-ray scattering techniques provide structural information in reciprocal space through diffraction techniques, real-space analysis by microscopic techniques can provide complementary information. In general, x-ray scattering techniques probe larger sample volumes, providing superior statistics, but cannot evaluate samples at the individual-particle level. Microscopic image techniques (electron, scanning probe, super-resolution optical) can provide high spatial resolution analysis in real-space with a range of imaging modalities and complementary spectroscopic information. Scanning probe microscopy (SPM) with fluidic cells provides one of the more direct routes to imaging nanoparticle assembly on substrates *in situ*. This technique has been used to probe gold nanoparticle adsorption\textsuperscript{121,122} and pH-induced changes in self-assembled alkanethiol-functionalized gold nanoparticle films.\textsuperscript{123} Fluidic-cell AFM has also been used for the visualization of gold nanoparticle “cargo” moved by a DNA walker on a DNA origami assembly line.\textsuperscript{124} However, such *in situ* SPM techniques have not been widely adopted as they suffer from limited temporal resolution (typically seconds to minutes)\textsuperscript{125,126} and strong interactions between the cantilever tip and the fragile nanoparticle assemblies.\textsuperscript{127} Recent advances in super-resolution optical microscopy\textsuperscript{128} have attracted attention for sub-diffraction limit optical
microscopy of colloidal nanoparticle assemblies. Such photoswitching-based far-field fluorescence microscopy techniques have been used to study organic core-shell nanoparticle assembly. Dynamics of assembly can also be captured with high temporal resolution (milliseconds) as has been demonstrated for the convective assembly of fluorescent polystyrene nanoparticles. However, these techniques require the immobilization of a fluorophore on the nanoparticles and the use of high-intensity laser sources to achieve sufficient intensity for dynamic studies at high spatial resolution. These requirements are challenging for DNA-nanoparticle assembly, where the functionality is driven by the surface chemistry and the high intensity laser will cause local temperature changes due to photothermal effects.

In situ liquid-cell electron microscopy has emerged as a powerful new tool for the direct visualization of fluidic processes with high spatial and temporal resolution. Typically performed in the scanning transmission or transmission electron microscope (S/TEM), this technique isolates the fluidic environment from the vacuum of the microscope chamber by the use of thin electron-transparent membranes. These systems allow for fluidic mixing, heating and electrical biasing while imaging and collecting spectroscopic data at the millisecond time-scale. The electron microscope is particularly well suited for imaging metallic nanoparticles in a liquid environment due to the high contrast, which can enable spatial resolution even down to the atomic level. Nanoparticle aggregation and assembly in a number of different systems has been studied by liquid cell S/TEM. These techniques can be used to track individual particles, providing quantitative information about the assembly process not accessible by other techniques. However, in the vast majority of such in situ nanoparticle assembly studies, energy from the electron beam is used to trigger the assembly process. The effects of the electron
beam interactions are numerous and are outlined in more detail in Chapter 5. However, the power of correlative analysis can provide some insight into how to design experiments to account for such effects. Recently, Kim, et al. showed that the particle-particle distance in nanoparticle superlattices is modulated even at very low doses of 0.2-5 e⁻/Å² by comparing liquid cell S/TEM data with SAXS analysis.¹⁰⁶ These dose levels are well within (or below) the regime of what is considered “low-dose” electron microscopy¹⁴⁵,¹⁴⁶ and emphasize the need for adequate controls and further investigation of dose and dose-rate impact on these systems. Nevertheless, significant progress has been made designing liquid-cell systems that can mitigate some of the beam-induced artifacts. For example, radical scavengers (graphene/graphene oxide) have recently enabled the direct imaging of DNA-nanoparticle superlattices in solution for the first time.¹⁴⁷

1.5 Scope of Dissertation

The scope of this dissertation is summarized in Figure 1.5 and organized as follows: Chapter 1 (above) describes the state-of-the-art in directed assembly of nanoparticles with a focus on the details of DNA-based nanoparticle assembly and provides an overview of strategies for in situ characterization tools for studying these processes. Chapter 2 describes the grayscale DNA-EBL process that is utilized in subsequent chapters to drive nanoparticle assembly. This includes characterization of the electron-beam damage of the DNA as well as the development of high-resolution patterning on suspended membranes, which enables single-particle resolution. Chapter 3 introduces the capability of DNA-EBL to control thermodynamics in DNA-linked nanoparticle assembly by tuning the surface density of DNA. This process drives a temperature-dependent size-selective assembly process from bimodal suspensions of spherical particles. Chapter 4 extends the single-particle assembly work in Chapter 2 and the thermodynamic tenability described in
Chapter 3 to the reconfigurable assembly of both spherical and rod-shaped nanoparticles by creating programmable surfaces with different levels of DNA density. **Chapter 5** provides an overview of liquid cell capabilities developed for electron microscopy to enable the *in situ* observation of nanoparticle assembly and other fluidic processes.

![Figure 1.5](image-url) Conceptual illustration of the scope of this dissertation.
Chapter 2: Grayscale Electron Beam Patterning of DNA for Directed Assembly

Parts of this chapter are adapted with permission from: Myers, B. D., Lin, Q.-Y., Wu, H., Luijten, E., Mirkin, C. A. & Dravid, V. P. Size-Selective Nanoparticle Assembly on Substrates by DNA Density Patterning. ACS Nano 10, 5679-5686, (2016) Copyright 2016 American Chemical Society

2.1 Chapter Summary and Motivation

High-resolution patterning techniques are critical for the effective implementation of directed assembly strategies. Direct patterning of DNA monolayers by DNA-EBL offers several unique advantages compared with other techniques. DNA-EBL provides grayscale patterning by achieving precise control over the density of active DNA strands through dose-controlled DNA damage. Fluorescence microscopy and x-ray photoelectron spectroscopy (XPS) are employed to characterize the DNA damage in this process. DNA-EBL also provides patterning resolution down to the single-nanoparticle level (< 20 nm) with the precise alignment and registry afforded by this top-down technique. High spatial resolution is achieved by patterning on suspended silicon nitride membrane substrates and Monte Carlo electron scattering simulations are employed to compare the differences in proximity effects with bulk substrates. Unlike most nanoparticle assembly strategies, which rely on topographical templates or binary chemical patterning, grayscale patterning by DNA-EBL enables manipulation of kinetic and thermodynamic interactions to drive assembly in 2D DNA-linked nanoparticle films.
2.2 Introduction

EBL has become a standard tool in the nanofabrication toolbox, allowing nanometer-scale patterning for a number of different applications. The standard implementation of EBL relies on the use of an electron-sensitive resist layer, typically a polymer. This resist layer can either be a positive or negative resist, meaning that the exposed region is removed or remains on the substrate after developing, respectively. Common positive resists include poly(methyl methacrylate) (PMMA),¹⁴⁹ ZEP520 (α-chloromethacrylate and α-methylstyrene copolymer)¹⁵⁰ and EBR-9 (poly(2,2,2-trifluoroethyl-α-chloroacrylate)),¹⁵¹ which undergo bond scission upon electron beam irradiation. Common negative resists include chemically amplified resists such as SAL601,¹⁵² epoxy-based resists such as SU-8¹⁵³ and organosilicon compounds such as hydrogen silsesquioxane (HSQ),¹⁵⁴ which undergo cross-linking reactions either directly during exposure or during a post-exposure bake. In general, all such resist materials are either designed to either transfer patterns to an underlying substrate or template subsequent material deposition. Self-assembled monolayers (SAM) have been applied as EBL resists as well, including thiol-derived aromatic¹⁵⁵-¹⁵⁷ and aliphatic¹⁵⁸ SAMs, which tend to have negative and positive resist characteristics, respectively. Electron-beam patterned alkylsilane SAMs such as n-octadecyltrimethoxysilane (ODS/OTS) have been applied as silicon etch masks¹⁵⁹,¹⁶⁰ and for the subsequent immobilization of DNA in unexposed areas.¹⁶¹,¹⁶² Fluorinated silanes have also been demonstrated as self-developing electron beam resists.¹⁶³

While standard EBL processes result in binary patterns, the modification of surfaces with chemical gradients is an active area of research as such surfaces enable the ability to interrogate surface phenomena and drive surface transport.¹⁶⁴ Patterning of gradients at the microscale has
been achieved by application of inkjet, microfluidic and microcontact printing with applications ranging from cell culture to diagnostics. At the nanoscale, most patterning methods tend to be binary in nature and the production of chemical gradient patterns is more challenging. Scanning probe microscope based techniques such as ThermoChemical NanoLithography (TCNL) have been developed for the patterning of chemical and biochemical gradients. EBL is an excellent candidate for such applications due to the capability for high spatial resolution, precise dose control and rapid patterning over a relatively large field-of-view. Variable dose patterning by EBL is referred to as grayscale EBL and has typically referred to the ability to control the depth of resist exposure in polymer resists by modulating electron dose to generate 3D structures. Grayscale or gradient chemical patterning methods have also been developed using electron beam patterning of aminosilane and alkanethiol SAMs, usually followed by subsequent chemical modification.

In this chapter, the details of patterning DNA monolayers by dose-controlled DNA-EBL are examined. The effects of electron dose on the DNA monolayer are analyzed by XPS as well as fluorescence microscopy. One of the primary challenges associated with patterning of organic monolayers by EBL is that of limited contrast and the associated deleterious effects of proximity dose, particularly for high-density patterns over large areas. This results in a significant reduction in pattern fidelity and reduces precision in nanoscale gradients. This limitation is overcome by patterning on microfabricated suspended silicon nitride membranes, which is compared to patterning on bulk silicon substrates and supported by Monte Carlo simulations of electron scattering in these systems. In addition, the technique will be utilized to explore the high-resolution site-specific assembly of individual gold nanoparticles functionalized with complementary DNA.
2.3 Results and Discussion

2.3.1 Nanoparticle Assembly on DNA-EBL Patterned Surfaces

To assess the impact of the electron-beam exposure of DNA-functionalized substrates on the subsequent binding of nanoparticles functionalized with complementary DNA. The general nanoparticle assembly scheme by DNA-EBL is outlined in Figure 2.1. The DNA sequences are listed in Table 1 and include four oligonucleotides: two anchor strands and two linker strands. Anchor-A and Anchor-B strands are immobilized by alkanethiol linkages on the particles and substrate, respectively. The Linker-A and Linker-B strands bind to the respective anchor strands with an 18-base complementary sequence. The linkers each present complementary 5-base sticky ends, which are responsible for immobilization of particles on the substrate. Large-area patterns
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**Figure 2.1** Schematic illustration of a) anchor DNA immobilized on substrate, b) DNA-EBL grayscale patterning of anchor DNA, c) selective hybridization of surface linker DNA on undamaged anchor DNA and d) subsequent nanoparticle assembly with surface density dependent on surface linker density.
were generated to produce surfaces with patches of different nanoparticle density or nanoparticle gradients. Patterned substrates were immersed in colloidal suspensions of nanoparticles functionalized with complementary DNA, which preferentially assembled in regions with higher DNA density. First, Anchor-B DNA-functionalized silicon substrates were exposed to electron doses from $10 - 10,000 \, \mu \text{C/cm}^2$. These were subsequently hybridized with Linker-B DNA and immersed in a solution of Au nanoprisms (nominal 140 nm edge-length and 7 nm thickness) grafted with Anchor-A and Linker-A DNA at room temperature. Figure 2.2a shows the gradual change in nanoparticle surface density that can be achieved by grayscale DNA-EBL. A higher magnification view in Figure 2.2b shows the dense monolayer coverage in the unexposed regions. Similar effects are shown in Figure 2.2c for 30 nm spherical gold nanoparticles, similarly functionalized with complementary DNA. In general, it is more difficult to achieve zero coverage at high electron dose with the nanoprisms, presumably due to nonspecific adsorption and the very high surface area for the nanoparticle interaction. In addition to the decreasing nanoparticle density, as the electron dose is increased, there is significant rounding of the edges and corners of the nominal 5 µm square patterns due to proximity effects. Proximity effects result from scattered electrons that contribute an effective electron dose to areas near the exposed region. This can be clearly seen in Figure 2.2d, in addition to the presence of larger contaminant particles and agglomerates of the spherical particles in the exposed region. This observation is the origin for the discovery of the size-selective assembly behavior discussed in detail in Chapter 3.

The general explanation for the decrease in nanoparticle density with decreasing DNA density is due to the collective binding effects in the DNA-DNA interactions between the nanoparticles and the substrate. As previously shown for particle-particle and particle-substrate
Figure 2.2 Nanoparticle density patterning by dose-controlled electron beam exposure showing a) control of 140 nm edge-length gold nanoprisms density (scale bar is 5 µm), b) higher magnification of patterned low-density region (scale bar is 2 µm), c) control of 30 nm spherical gold nanoparticle density from 10 µC/cm² (top-left) to 10,000 µC/cm² (bottom-right) illustrating proximity effects at high dose (scale bar is 10 µm) and d) higher magnification of lower density region with contaminant particles and agglomerates in the patterned area (scale bar is 2 µm).

interactions,\textsuperscript{82} the melting point of these systems decreases with decreasing DNA loading. This is directly due to a decrease in the binding enthalpy associated with DNA hybridization when fewer strands are participating. In general, both the enthalpy ($\Delta H^\circ$) and entropy ($\Delta S^\circ$) become more negative as additional DNA strands hybridize with the enthalpic term dominating below the melting point ($T_m$), resulting in adsorption/aggregation. From a statistical standpoint, this increases the desorption rate of particles in the lower density regions, leading to a decrease in the equilibrium surface coverage with increasing temperature. The different behavior of nanoprisms and spherical
particles was previously studied in detail for particles with equivalent DNA coverage and calculation of the free energy (ΔG°) by measuring T_m at different particle concentrations according to the Van’t Hoff equation:

\[
\frac{1}{T_m} = \frac{R}{\Delta H^°} \ln(C) + \frac{\Delta S^°}{\Delta H^°},
\]

where \( R \) is the ideal gas constant and \( C \) is the nanoparticle concentration. By plotting \( 1/T_m \) vs. \( \ln(C) \), \( \Delta H^° \) and \( \Delta S^° \) can be calculated from the slope and intercept, allowing \( \Delta G^° \) and the equilibrium constant (\( K_{eq} \)) to be calculated from the following:

\[
\Delta G^° = \Delta H^° - T \Delta S^°
\]

\[
K_{eq} = e^{-\frac{\Delta G^°}{RT}}.
\]

This analysis showed much larger binding constants for the anisotropic particles, presumably due to the differences in curvature resulting in a larger number of strands available for binding on the flat faces of the nanoprisms.\(^90\) Subsequent work showed that this effect is somewhat less significant for particle-surface interactions, likely due to surface roughness or the fact that only one face of each particle is interacting with the surface.\(^102\) For future work, it would be interesting to use this approach to compare the \( \Delta G^° \) and \( K_{eq} \) as a function of DNA surface density. This could be possible either by large area electron exposures on transparent substrates (typical UV-Vis spot is about 4 mm²) or by using a microspectrophotometer measurement system with temperature control.

2.3.2 Characterization of DNA Damage Caused by Electron Irradiation

To control binding of nanoparticles to the substrate, the density of linkers is modulated by selectively damaging the anchor DNA strands by electron beam exposure. A series of studies were
conducted to gain a better understanding of the mechanism of DNA damage and the impact of DNA density on nanoparticle assembly. First, fluorescence microscopy was utilized to visualize the degree of linker DNA binding to the damaged anchor DNA. A 15 kV accelerating voltage was used to expose 40 µm square regions of Anchor-B DNA on a silicon substrate with doses from 20 – 10,000 µC/cm² in exponentially increasing dose-steps. Fluorescently-labeled Linker-BCy5 strands with sequences complementary to the Anchor-B strands were then hybridized on the exposed substrate and imaged by fluorescence microscopy as shown in the schematic illustration in Figure 2.3a. The fluorescence microscopy image in Figure 2.3b clearly shows a gradual and smooth decrease in intensity with increasing electron dose, with some decrease even at the lowest exposure dose of 20 µC/cm². To provide a semi-quantitative measure of the degree of hybridization as a function of electron dose, the fluorescence intensity from the exposed regions was compared to the intensity of the nearby unexposed regions. This ratio approach minimized the influence of overall intensity variations in the image and the resulting data are plotted in Figure 2.3c. These data show a bi-exponential decay in fluorescence intensity with increasing electron dose. This behavior is similar to the radiation damage of DNA in biological systems described by Target Theory and as applied to radiation damage of organic scintillator detectors. The deviation from this behavior at low electron dose may be due to fluorescence quenching effects at high DNA density. At high electron dose (above 1,000 µC/cm²), it is likely that the microscope camera system has an insufficient signal-to-noise ratio (SNR) to produce meaningful data. A significant decrease in fluorescence intensity was seen with an electron dose as low as 20 µC/cm², which corresponds to approximately 22 incident electrons per DNA strand (assuming a DNA density of 9.6 pmol/cm²). Unfortunately, there is no simple way of quantifying the DNA damage in terms of the actual linker density as a function of electron dose. Attempts were made to use fluorimetric
methods to quantify the density of linkers by hybridizing fluorescent linker strands, heating above the melting point and quantifying the concentration by using a series of reference standards. By this method, one could determine the surface density of linker strands given a well-defined surface area. However, to achieve reasonable measurements, relatively large (cm²-scale) substrates are required. Even electron beam exposures of mm²-scale regions take on the order of several hours and did not provide sufficient signal intensity for these measurements.

**Figure 2.3** Fluorescence microscopy evaluation of electron beam exposure showing a) schematic illustration of the Anchor-B immobilization (top), electron irradiation of Anchor-B DNA (center) and hybridization of Linker-BCy5 DNA, b) fluorescence microscopy image with Cy5 filter to show decrease in intensity with increasing electron dose from 20 (top-left) to 10,000 µC/cm² (bottom-right) (scale bar is 100 µm) and c) relative intensity of the exposed regions as a function of electron dose.
The fluorescence microscopy methods show that dose-controlled electron beam irradiation is able to provide a highly tunable linker strand surface density. However, these studies do not elucidate the mechanism by which linker binding is prevented. Damage to individual nucleobases in the TEM has been studied by electron energy loss spectroscopy (EELS) showing significant changes to the spectra upon electron irradiation. Notably, this work also found differences between the nucleobases with relative degree of damage following the general trend thymine > cytosine > guanine > adenine, which corresponds to the relative resonance energy per π electron. This may indicate the possibility for engineering the degree of damage based on DNA sequence in the future. While many studies have been done to explore electron radiation damage to DNA, the vast majority investigate the damage inside cellular DNA or in some form of aqueous media. These studies indicate a huge number of potential molecular damage mechanisms including chain scission by single- and double-strand breaks and base damage that can be caused either by direct electron irradiation effects or by indirect effects from irradiation of the DNA environment. However, radiation damage of dry DNA under vacuum conditions has not been as thoroughly studied as the more biologically/physiologically relevant conditions. Early work showed that electron beam irradiation of dry DNA in the absence of oxygen resulted in cross-linking of double-stranded DNA (ds-DNA). Recently, a DNA origami approach was used to probe electron-induced DNA damage in a dry state inside a TOF-SIMS chamber and suggested damage by single-strand breaks. Other work on low energy electron irradiation of plasmid DNA followed by gel electrophoresis shows both single- and double-strand breaks as well as crosslinking.

The same challenge of sample size exists in determining the DNA damage mechanism in this work as were present in the fluorescence measurements of active DNA surface density. It is
simply not feasible to produce a large enough sample volume of damaged DNA to probe the
damage mechanism by gel electrophoresis or high performance liquid chromatography (HPLC).
To examine the damage mechanism in this work more closely, XPS analysis was used to probe
the damage mechanism by evaluating the changes in carbon bonding. High-resolution XPS scans
of the C 1s peak were captured for DNA monolayers as a function of increasing electron dose as
shown in Figure 2.4a. The C 1s scan was fitted by four peaks, which correspond well to the
characteristic peaks for DNA oligomers previously identified\textsuperscript{186} These peaks are attributed to the
following carbon bonding: hydrocarbon (C–H/ C–N, 284.5 eV, C 1sA), carbon/nitrogen bonding
(C–N/N–C–N, 286 eV, C 1sB), amide (N–C=O, 287.5 eV, C 1sC) and urea (N–C(=O)–N, 289
eV, C 1sD). Similar to previous XPS studies on radiation damage of DNA\textsuperscript{187} a significant increase
in hydrocarbon bonding (C 1sA) accompanied by a decrease in the peak associated with carbon

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.4}
\caption{(a) XPS data showing high resolution C 1s scans for an unmodified DNA monolayer
compared to DNA exposed with doses of 1000 and 5000 \(\mu\text{C/cm}^2\) showing significant change in
the ratio of the C 1sA and 1sB peaks. (b) XPS data showing an exponential decay in the fitted
peak-area ratio for C 1sB/C 1sA.}
\end{figure}
bound to nitrogen (C 1sB) was found with increasing electron dose. This change in carbon bonding indicates a cross-linking mechanism, which is consistent with previous studies that suggest this as the dominant damage mechanism for dry DNA irradiated in the absence of oxygen. With increasing electron dose, an exponential decay in the C 1sB/C 1sA peak area ratio was noted (Figure 2.4b). These data, coupled with the fluorescence data, show that DNA-EBL is capable of grayscale patterning of active DNA surface density via direct electron-irradiation-induced damage.

2.3.3 Single-Particle Resolution DNA-EBL with Suspended Membranes

As evidenced by Figure 2.2c above, the effects of proximity dose on these systems can be quite significant. Given that doses as low at 20 µC/cm² can have an effect on the density of active DNA on the surface, the patterning of dense, small features on bulk substrates is a significant challenge. In an effort to characterize this effect and establish a method for reliable high-resolution DNA patterning, suspended silicon nitride membrane samples were prepared according to the process outlined Figure 2.8 and compared to bulk substrates. In addition, Monte Carlo modeling of the energy deposition profile in these two substrates was employed to support the experimental results. The electron range ($R$) in a solid is dependent on the beam energy ($E_0$) and the sample properties and can be estimated by the Kanaya-Okayama range equation:

$$R (nm) = 27.6 \left( \frac{A}{Z^{0.89} \rho} \right) E_0^{1.67},$$

where $A$ is the atomic mass (g/mol), $Z$ is the atomic number and $\rho$ is the density (g/cm³). For silicon with an incident beam energy of 30 keV, this results in an electron range of about 9.2 µm. This, coupled with the fact that the gold top-layer has a very high secondary electron (SE) yield, means that the DNA attached to the gold layer are subject to significant irradiation not only from
forward-scattering of the primary beam, but from backscattering and fast SE\textsuperscript{190} from nearby regions.

To test these effects, optimization experiments were run on bulk substrates to attempt patterning of 2D arrays of aligned gold nanorods. Assembly temperatures were set below the melting points for the nanorod films, which were found to be above 45 °C for the nanorods used in these studies (details are in section 2.5.6 for NR1 nanorods). These patterns, shown in Figure 2.5a, were written by exposing a groups of vertical and horizontal lines with 10 nm pitch in a 2D grid with a differential X/Y pitch (X – 100 nm, Y – 210 nm) to provide a nominal 60 nm spacing between rods (NR2 in Table 2). A design of experiments (DOE) was configured to analyze ordering in these samples as a function of the number and dose of the exposed lines. The degree of ordering in these samples can be analyzed by comparison of the 2D autocorrelation function, which is described in more detail in Chapter 4. For bulk substrates, the optimum configuration was found to be three lines with a dose of 1.5 nC/cm as shown in Figure 2.5b. This resulted in an assembled structure exhibiting some degree of ordering, but additional exposure dose degraded the nanorod alignment significantly, presumably due to proximity effects. A similar DOE was conducted on suspended membrane samples, resulting in a significant improvement in the overall ordering of the nanorod assembly for an exposure with five lines and 2 nC/cm dose (more than twice the dose in Figure 2.5b) as illustrated in Figure 2.5c. The same exposure conditions on the same sample, but in a region with bulk substrate result in the disordered and low-occupancy assembly shown in Figure 2.5d.

These data highlight the dramatic differences between patterning and assembly on bulk substrates compared to suspended membranes. Further refinement was achieved by using patterns
Figure 2.5 Nanorod assembly and alignment scheme using a) a series of vertical and horizontal line exposures with 2-5 lines and 10 nm pitch positioned in a rectangular grid with 100 nm (X) and 210 nm (Y) overall pitch. Images and autocorrelation (insets) for b) bulk substrate with 3 lines and 1.5 nC/cm dose, c) suspended membrane with 5 lines and 2 nC/cm dose and d) bulk substrate with 5 lines and 2 nC/cm dose. (Scale bar is 1 μm)

with finer pixel spacing (~3.5 nm) in a similar overlapping rectangular array. A DOE was developed around this approach to compare the linewidth and dose to optimize assembly on the suspended membranes. This resulted in the discovery that the effective contrast of the DNA patterning is much higher when patterning on the suspended membrane. This high contrast enables very high-dose patterning while retaining high spatial resolution, which minimizes the adsorption of particles between landing sites. Figure 2.6 shows the assembly of NR3 nanorods (nominally 40 × 125 nm) on patterns with landing site widths of only 20 nm (120 nm length) and arbitrary
The 2D arrays (Figure 2.6a) and twisting orientation (Figure 2.6c) were patterned with large periodicity (200 × 300 nm) to avoid particles interacting with multiple sites as occurs in the split-ring patterns (Figure 2.6b). In contrast, patterns on bulk substrates reach a limit at area doses of 1000 µC/cm$^2$ and landing sites of about 40 nm, above which pattern fidelity is lost due to proximity effects. However, pattern fidelity remains high for membrane patterning at much higher doses (over 4000 µC/cm$^2$) and for smaller landing sites (20 nm width). The result of this is not simply improved resolution, but also a much greater degree of control over local dose gradients.

Figure 2.6 High resolution patterning of Au nanorods by high-dose (4333 µC/cm$^2$) binary patterning with 20 nm-wide landing sites showing a) 2D arrays with 200 × 300 nm periodicity, b) split-ring design and c) twisting orientations with d-f) corresponding hard-threshold FFT-filtered images. (Scale bars are 1 µm)
2.3.4 *Electron-Scattering Monte Carlo Simulations of Energy Deposition*

To support these experimental results, Monte Carlo simulations were used to analyze the energy deposition profile of electron scattering in both bulk and suspended membrane samples. To carry out these simulations, an electron scattering Monte Carlo package (Casino 3.3 and 2.48)\(^ {191}\) was used to replicate the lithography conditions and sample composition/geometry. Monte Carlo methods have been used to simulated electron trajectories in solids for some time\(^ {192}\) and the three-dimensional (3D) implementation has been applied to study proximity effects in PMMA.\(^ {193}\)

In general, this simulation method uses elastic scattering cross sections to track individual electron trajectories (single-scattering model). The Rutherford elastic scattering model determines the distance between scattering events and the angle of electron scattering. In the simplest implementation, the energy lost by electron due to inelastic scattering is simulated as a continuous energy loss, the rate of which is called the stopping power. By tracking the individual trajectories of electrons, the energy deposition due to the stopping power of the sample can be calculated and compared between different beam conditions, sample composition and geometry. To compare patterning on bulk substrates and suspended membranes, simulations were run in both 2D and 3D implementations.

The results of the 2D simulations are shown in Figure 2.7a for carbon (10 nm - top), gold (10 nm - middle) and chromium (2 nm - bottom) layers on bulk silicon and in Figure 2.7b for the same layers on a 50 nm silicon nitride membrane. The carbon layer is used as a proxy for DNA. The simulation for the silicon substrate shows both a larger scattering volume and more backscattered electrons (red lines), which result in proximity dose effects. For 3D simulations, a simplified version of the line patterning scheme (Figure 2.5a) was constructed as an exposure
mask. This simulation evaluated the exposure of a $5 \times 5$ $\mu$m area with 60 nm wide parallel lines with a 100 nm pitch. Each line was simulated as a series of points on a 10 nm square grid with an

Figure 2.7 Monte Carlo electron-trajectory simulation data showing 2D simulations of scattering in a) bulk substrate and b) suspended membrane structure (note different scales). Contour maps of energy deposition in the Au layer for 3D simulation replicating lithographic conditions on c) bulk substrate and d) suspended membrane structure. Line profiles extracted from a 500 nm-wide region for energy deposition in the e) Au layer and f) carbon layer for both bulk and suspended membrane substrates.
effective beam diameter of 10 nm and a total of 12,500 electrons with 30 keV energy at each point for a dose of 2000 µC/cm². The energy deposition data were captured for the central 1 × 1 µm region with 1 nm X/Y lateral resolution and 10 nm Z resolution. Contour plots of the energy deposition profile in the gold layer are shown in Figure 2.7c for bulk silicon and Figure 2.7d for the suspended membrane. These data are normalized to the maximum energy deposition to effectively compare relative dose in the two cases. Given that the majority of the damage to the DNA is likely caused by SE with relatively low energy (< 100 eV),\textsuperscript{120} the energy deposited in the gold layer is the best proxy for DNA damage as gold has a high secondary electron yield.\textsuperscript{189} Normalized energy deposition profiles in both the gold and carbon layers are shown in Figure 2.7d and Figure 2.7e, respectively, for both substrate types. The gold profiles have more significant tails than carbon due to forward scattering in the gold layer, while the carbon profiles have more noise due to the lower stopping power (lower total energy deposition). These data clearly show an increase in the energy deposition between the exposed lines due to electron scattering from the substrate. However, it should be noted that these simulation data only capture the effects of long-range proximity dose due backscattering and do not capture other substrate contributions, such as fast SE generation. In addition, given that the range of the primary electrons in silicon is larger than the 5 µm exposed area, the simulations also underestimate energy deposition relative to the large-area exposures (up to 100 µm) used in experiments. Nevertheless, these data support the conclusion that suspended-membrane patterning results in a significant reduction in proximity effects and subsequent improvement of pattern fidelity and local dose-control for grayscale patterning.


2.4 Summary and Outlook

This chapter introduced grayscale patterning of DNA monolayers by DNA-EBL. While the exact mechanism of DNA damage is not clear, XPS analysis indicates that the electron beam likely results in cross-linking of the ss-DNA, which adversely affects the subsequent hybridization of complementary DNA strands. The amount of damage varied exponentially with electron-beam dose as confirmed by both XPS and fluorescence microscopy. Fluorescence microscopy also revealed the capability for fine control over the extent of DNA hybridization over two orders of magnitude in electron dose. Control of the surface density of active DNA strands enables the assembly of nanoparticle films with controlled density and density gradients. In addition, by patterning on suspended membranes the spatial resolution and contrast of DNA-EBL are dramatically improved. This enables patterning at the single-particle level with control over both particle position and orientation for gold nanorods.

Further work on DNA-EBL would be greatly assisted by continued research in several key areas. First, it would be useful to understand the mechanism of electron beam damage in these systems to better optimize exposure conditions and DNA engineering. One possible avenue to explore would be the use of large-area electron flood exposures followed by cleavage of the thiol linkage and gel electrophoresis on the cleaved DNA. Similarly, flood exposures of large areas in conjunction with fluorimetric measurements could be used to develop a quantitative understanding of the relationship between electron dose and the density of active DNA strands. In addition, to these large area measurements, it would be very useful to understand the local changes in DNA density for high-resolution patterning. While the single-particle patterning work demonstrates the ability to write features about 20 nm wide, it is not clear how the density of DNA varies locally
around these 20 nm features. A better understanding of the local DNA gradients would allow fine-
tuning of exposure conditions to exploit these gradients for reconfigurable assembly. Super-
resolution optical microscopy or some variant of scanned probe microscopy may be possible
directions for further investigation.

2.5  Experimental Methods

2.5.1  Substrate Fabrication and Functionalization

Two types of substrates were utilized for DNA-EBL experiments: bulk silicon (100) substrates and silicon nitride membranes suspended across “windows” in silicon (100) substrates. The suspended silicon nitride membrane substrates were prepared by a series of microfabrication

![Diagram of microfabrication and functionalization](image)

**Figure 2.8** Microfabrication and functionalization of suspended silicon nitride substrates showing a) silicon wafer (gray) with 50 nm LPCVD silicon nitride (red), b) backside photolithography and RIE etching of silicon nitride, c) DRIE etching of silicon substrate, d) KOH wet etching of remaining silicon to stop on silicon nitride, e) deposition of Cr/Au (2 nm/8 nm) layers by thermal evaporation through a shadow mask and f) functionalization of gold surface with alkanethiol-modified DNA.
steps as illustrated in Figure 2.8. First, silicon substrates with 50 nm low-stress silicon nitride deposited by low pressure chemical vapor deposition (LPCVD) were purchased (Rogue Valley Microdevices). These substrates were then patterned by photolithography (Suss MABA6) to open windows in the backside and in the “streets” to assist in separating individual die. The exposed backside silicon nitride was then etched with reactive ion etching (SAMCO RIE-10NR) using CF$_4$/O$_2$. The exposed silicon substrate was then etched either by deep RIE (DRIE) with Bosch process and KOH wet etching or by KOH etching alone. While KOH etching alone is sufficient to remove the silicon, it takes more than 8 hours to etch through the 500 µm silicon wafer. The DRIE was applied to reduce this cycle time, but was typically stopped 20 – 30 µm short of the silicon nitride as KOH has much higher selectivity to silicon over silicon nitride compared to DRIE.$^{194}$ Depending on the process, a square mask area of 500 µm edge-length resulted in a suspended silicon nitride membrane of about 300 µm edge-length. The wafer was then separated into smaller groups of die, which were batch-processed through the metal deposition and DNA functionalization steps to provide fresh substrates as needed for experiments. Metal deposition was performed by thermal evaporation (Kurt J. Lesker Nano38) of chromium (2 nm) followed by gold (8 nm) through a laser-cut stainless steel shadow mask with 1 mm square openings which were manually aligned to the silicon nitride windows. This patterned metal deposition process was utilized to minimize the area to which DNA was immobilized to conserve nanoparticles in the subsequent assembly processes. Bulk silicon substrates were fabricated by applying a similar metal deposition process through 2mm square openings on bare silicon after oxygen plasma cleaning (South Bay Technologies, Inc.) and then separated into individual die by scribe and break separation.
Gold-coated substrates were functionalized with DNA in a similar fashion to methods developed by the Mirkin group and the DNA sequences used are listed in Table 1. Immediately following gold deposition, preparation of the as-synthesized DNA (Integrated DNA Technologies) was begun by cleaving the mercapto-propanol protecting group. This was accomplished by mixing 5 nmol Anchor-B DNA with 100 mM dithiothreitol (DTT) in a 100 µL of a 170 mM sodium phosphate buffer (pH = 8.0) for one hour to reduce the disulfide bond. This solution was then desalted using a Nap-5 size exclusion column (GE Healthcare) and eluted with 600 µL HPLC-grade deionized (DI) water. A 60 µL aliquot of the DNA solution was immediately added to 440 µL of a 1 M NaCl, 5 mM sodium phosphate buffer (pH = 7.4) for a DNA concentration of 1 µM in each of 10 standard or screw-top 1.5 mL microcentrifuge tubes with one substrate per tube. Screw-top tubes are recommended for the suspended silicon nitride membrane substrates to avoid breakage of the windows. The substrates were then placed on a shaker at 600-700 RPM overnight or up to several days, until they were needed. Prior to subsequent processing, substrates were cleaned by washing in 0.01% sodium dodecyl sulfate (SDS) followed by rinsing twice in DI water and were then blown dry with nitrogen.

Table 1. List of DNA sequences and their function

<table>
<thead>
<tr>
<th>DNA Function</th>
<th>DNA Sequence (5’ to 3’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anchor-A (NP)</td>
<td>TCA ACT ATT CCT ACC TAC AAA AAA AAA A – (CH₂)₃ – SH</td>
</tr>
<tr>
<td>Linker-A (NP)</td>
<td>GTA GGT AGG AAT AGT TGA ATC TCT</td>
</tr>
<tr>
<td>Anchor-B (Substrate)</td>
<td>TCC ACT CAT ACT CAG CAA AAA AAA AAA A – (CH₂)₃ – SH</td>
</tr>
<tr>
<td>Linker-B (Substrate)</td>
<td>TTG CTG AGT ATG GGA AAG AGA</td>
</tr>
<tr>
<td>Linker-BCy5 (Substrate)</td>
<td>TTG CTG AGT ATG AGT GGA AAG AGA – Cy5</td>
</tr>
</tbody>
</table>
2.5.2 Nanoparticle Functionalization and Assembly

Spherical gold nanoparticles (BBI Solutions) and gold nanorods (Nanopartz, Inc.) were purchased for use in this work with nominal sizes and properties outlined in Table 2. The spherical particles are citrate stabilized, while the nanorods are stabilized by hexadecyltrimethylammonium bromide (CTAB), which require somewhat different functionalization procedures. In general, the citrate ligands are more easily exchanged for the thiolated DNA, and can be functionalized directly as synthesized. The nanorods require careful centrifugation to remove as much CTAB as possible without causing aggregation. Typically, as-received nanorod suspensions were centrifuged at 8-10K RPM for 10 minutes, supernatant was removed and they were resuspended in DI water (the exact speed and time are somewhat dependent on the nanorod size and concentration of CTAB present in the as-received suspensions). Gold nanoprisms were supplied by collaborators in the Mirkin group and treated similarly to the gold nanorods. Anchor-A DNA (see Table 1) was deprotected and desalted in a manner similar to that in section 2.5.1 and added to nanoparticles in a ratio of 5 nmol/mL of as-received suspension (nanorod suspensions were often concentrated 10:1 to achieve higher loading). This was then placed on a shaker for 30 min to several hours and then brought to 0.01 M sodium phosphate buffer (pH = 7.4) and 0.01 wt. % SDS. Salting buffer (2 M NaCl, 0.01 M sodium phosphate, 0.01 wt. % SDS, pH = 7.4) was then added stepwise over the course of several hours to bring the final salt concentration to 0.5 M. The nanoparticle solution was then placed on a shaker overnight and centrifuged twice in 0.01 wt. % SDS. After a third centrifugation, the nanoparticles were resuspended in a phosphate storage buffer (PSB - 0.5 M NaCl, 0.01 M sodium phosphate, 0.01 wt. % SDS, pH = 7.4). The nanoparticle solutions at this stage were typically left quite concentrated (100-200 µL per mL of as-received nanoparticle
suspension) to achieve dense linker hybridization. An excess concentration of Linker-A strands (100 μM in PSB) were then added to concentrated nanoparticle suspensions in ratios that depended on the nanoparticle size (typically, 1000 per 30 nm particle, 5000 per 80 nm particle and 10,000 per nanorod). The linker strands were hybridized to the anchor strands by heating on a shaker at 700 RPM to 70 °C for 30 minutes and then slowly cooling to room temperature. Excess linkers were removed by gentle centrifugation and resuspension in storage buffer (twice). Nanoparticles were assembled by immersing substrates in the nanoparticle suspensions at the desired temperature and placed on a shaker at 700 RPM overnight.

Table 2. List of nanoparticles and their properties

<table>
<thead>
<tr>
<th>Nanoparticle ID</th>
<th>Size (nm)</th>
<th>SPR (nm)</th>
<th>LSPR (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS1</td>
<td>30</td>
<td>525</td>
<td>-</td>
</tr>
<tr>
<td>NS2</td>
<td>80</td>
<td>550</td>
<td>-</td>
</tr>
<tr>
<td>NR1</td>
<td>25 × 93</td>
<td>514</td>
<td>850</td>
</tr>
<tr>
<td>NR2</td>
<td>40 × 148</td>
<td>520</td>
<td>850</td>
</tr>
<tr>
<td>NR3</td>
<td>40 × 124</td>
<td>520</td>
<td>780</td>
</tr>
</tbody>
</table>

Note: Surface plasmon resonance (SPR) for transverse axis of nanorods (TSPR) and longitudinal axis (LSPR)

2.5.3 Electron Beam Patterning

Dose-controlled electron beam exposure was applied to form density gradient patterns in the DNA monolayers. This was carried out with either a Quanta 600F or Quanta 650 FEG (FEI Company) integrated with a NPGS beam control system (JC Nabity Lithography Systems) and a high-speed (5 MHz) electrostatic beam blanker. This system is capable of achieving sub-20 nm feature sizes in PMMA resists.196 High-resolution patterns were exposed using a small spot size, low beam current (~150-200 pA) and small pixel spacing (~3 nm). Large-area patterns were
exposed with a large beam current (~8 nA) and larger pixel spacing (~100 nm). Since the beam size may be smaller than the pixel size under the latter conditions, the beam was defocused 25 μm. This defocus was determined empirically to be sufficient to minimize pixel-size artifacts in subsequent nanoparticle assembly. Most patterns were exposed with a 30 kV accelerating voltage and 6-7 mm working distance. The electron dose was controlled by changing the dwell-time per pixel to achieve doses ranging from 10 to 10,000 µC/cm², depending on the application. Basic characterization of the DNA exposure process by XPS and fluorescence microscopy was carried out by exposing square regions of different sizes with uniform dose and either a small pixel size or defocused electron beam. Single-particle resolution patterns for nanorod assembly were carried out by leaving small unexposed areas (< 50 nm) between exposed regions. This high-resolution patterning was carried out using a finely focused electron beam and small pixel size (< 5 nm).

2.5.4 X-ray Photoelectron Spectroscopy

XPS analysis was carried out with an ESCALAB 250Xi (Thermo Scientific). Large (1 mm²) regions on Anchor-B DNA functionalized silicon substrates were exposed to ensure no overlap of the 500 μm X-ray probe with unexposed regions. C 1s scans were carried out by averaging 100 scans with a pass energy of 20 eV, dwell time of 100 ms, and energy step size of 0.1 eV with electron-beam flood for charge suppression. While charging was minimal, an energy shift was applied according to Au 4f reference scans for each sample. A Gaussian/Lorentzian mixed peak fit was carried out for the four characteristic peaks near 284.5, 286, 287.5, and 289 eV.
2.5.5 **Fluorescence Microscopy**

To probe the relative degree of DNA damage, a fluorophore labeled linker strand (Linker-BCy5 in Table 1) was hybridized to the Anchor-B strands on silicon substrates after electron beam exposure. This was accomplished by adding the substrate to 0.5 µM Linker-BCy5 in PSB and heating to 70 °C for 30 minutes followed by slowly cooling to room temperature. Cy5 is a cyanine fluorescent dye with peak absorbance at 648 nm and emission at 668 nm, although this could shift depending on the interaction with the gold substrate. Fluorescence microscopy was carried out with an IX83 inverted fluorescent microscope (Olympus) using a Cy5 filter. Semiquantitative analysis was performed by calculating relative intensity values for the modified regions compared to an immediately adjacent unmodified region. This method minimized the effects of uneven illumination and any long-range variations or gradients in DNA loading on the substrate.

2.5.6 **Spectrophotometry of Nanorod Desorption**

Melting curves for nanorod desorption were carried out using an Agilent/HP 8453 UV-visible spectrophotometer with a Peltier stage. Quartz substrates were first prepared by the same method outlined in section 2.5.1. Nanorods were assembled on the substrates at room temperature and then placed in a quartz cuvette with phosphate storage buffer. The cuvette was heated from 25 – 70 °C at a rate of 0.1 °C/min and extinction spectra were captured at each step. The melting curve was calculated by measuring the change in intensity of the longitudinal plasmon resonance (~825-850 nm) referenced to the intensity at 600 nm (this provided better signal intensity that either the transverse peak at ~520 nm or the DNA peak at 260). The inflection point in this curve is considered the melting temperature. Examples of pre- and post-melt spectra and the melting curve for NR1 nanorods is shown in Figure 3.1.
Figure 3.9 Nanorod (NR1) melting experiment showing a) UV-Vis spectra pre (25 °C) and post (70 °C) melting, indicating blue-shift and decrease in intensity of the longitudinal plasmon peak and b) melting curve, showing an inflection (melting) point at 47.5 °C.
Chapter 3: Size-Selective Nanoparticle Assembly by DNA Density Patterning

Parts of this chapter are adapted with permission from: Myers, B. D., Lin, Q.-Y., Wu, H., Luijten, E., Mirkin, C. A. & Dravid, V. P. Size-Selective Nanoparticle Assembly on Substrates by DNA Density Patterning. ACS Nano 10, 5679-5686, (2016) Copyright 2016 American Chemical Society

3.1 Chapter Summary and Motivation

The vision of nanoscale self-assembly research is the programmable synthesis of macroscale structures with controlled long and short-range order that exhibit a desired set of properties and functionality. However, strategies to reliably isolate and manipulate the nanoscale building blocks based on their size, shape or chemistry are still in their infancy. Among the promising candidates, DNA-mediated self-assembly has enabled the programmable assembly of nanoparticles into complex architectures. In particular, two-dimensional assembly on substrates has potential for the development of integrated functional devices and analytical systems. Here, the high-resolution patterning capabilities afforded by electron-beam lithography are combined with the DNA-mediated assembly process to enable direct-write grayscale DNA density patterning. This method allows modulation of the functionally active DNA surface density to control the thermodynamics of interactions between nanoparticles and the substrate. Size-selective directed assembly of nanoparticle films from solutions containing a bimodal distribution of particles is demonstrated by exploiting the cooperativity of DNA binding in this system. To support this result, the temperature-dependence of nanoparticle assembly is studied and molecular dynamics simulations are employed to explore the size-selection behavior.
3.2 Introduction

The assembly of nanoparticles into larger ensembles with well-controlled architecture\textsuperscript{87,88,199} has enabled the development of new materials for potential application in plasmonics,\textsuperscript{200-202} sensing,\textsuperscript{203,204} photovoltaics\textsuperscript{205} and data storage.\textsuperscript{206} Among the various assembly strategies,\textsuperscript{6,207,208} DNA-mediated nanoparticle assembly has emerged as a powerful and versatile approach due to the highly specific, tunable and reversible nature of DNA binding.\textsuperscript{63,87,88} DNA-programmable self-assembly has resulted in the development of a range of interesting structures from clusters to three-dimensional (3D) colloidal crystals with control over lattice parameter, symmetry and crystal habit.\textsuperscript{65,84,86} Specific macroscopic crystal structures based on nanoparticle motifs can be synthesized by following a well-defined set of design rules and tuning parameters such as nanoparticle size and DNA length.\textsuperscript{86} Two-dimensional (2D) DNA-mediated nanoparticle assembly on surfaces\textsuperscript{209,210} has been applied in microarray technology,\textsuperscript{204,211} and recently interest has emerged in this technique for the fabrication of structures with novel optical properties.\textsuperscript{103,212,213} Many of the critical parameters in 3D assembly have been identified, notably the effect of DNA density on the melting (particle-dissociation) temperature of colloidal crystals,\textsuperscript{83,214,215} but its role in 2D assembly has not been studied and exploited systematically.

EBL has matured as a flexible nanopatterning tool\textsuperscript{196,216} and electron irradiation has been shown to cause damage to DNA and individual nucleobases.\textsuperscript{180,182} Therefore, one could envision that selectively damaging a DNA monolayer by electron-beam patterning would give rise to controlled particle-substrate interactions and the effectiveness of DNA-EBL in the grayscale patterning of DNA monolayers was shown in Chapter 2. DNA-EBL enables patterning of DNA density with high spatial resolution for multiplexed analysis of 2D nanoparticle assembly. This
approach differs from yet complements previous studies on 3D assembly which require multiple batches of nanoparticles with different DNA densities and analysis by indirect methods of spectrophotometry or fluorimetry. In this work, the design rules in the complementary contact model (CCM) are extended to understand particle-surface interactions. Specifically, DNA density patterning by DNA-EBL drives the size-selective assembly of nanoparticles from a solution with a bimodal distribution of particles. For nanoparticles with the same surface chemistry, the size distribution of particles can be controlled such that smaller particles preferentially associate with areas of high DNA density and larger particles assemble in lower density regions. The former observation is substantiated with a thermodynamic argument based on geometric surface coverage akin to the CCM and show that the transition from small to large particles with decreasing DNA density occurs due to particle-size effects and collective binding at the individual particle level, as supported by molecular dynamics (MD) simulations.

### 3.3 Results and Discussion

#### 3.3.1 Nanoparticle Assembly Strategy

The assembly method in this study relies on four oligonucleotides, which include two anchor strands and two linker strands, as used in previous work and shown in Table 1. The DNA anchor strands are attached to the gold nanoparticles (Anchor-A) and the gold-coated silicon surface (Anchor-B) and subsequently the Linker-A and -B strands are hybridized with the particle and surface-bound anchor strands, respectively. The anchor strands have an A10 spacer and an 18-base sequence complementary to the respective linker strand. The linker strands present five-base complementary “sticky ends” which enable the assembly of nanoparticles on the substrate. The key innovation in this work, as illustrated in Figure 3.1, is the use of DNA-EBL to modify the
Anchor-B DNA monolayer, which modulates the subsequent hybridization with Linker-B DNA, effectively modulating the surface density of functionally active DNA. An EBL system is used to pattern arbitrary features with nanometer-scale resolution and precise electron-dose control over a wide range ($20–10,000 \, \mu \text{C/cm}^2$). This results in a high degree of control over the surface density of active DNA on the substrate and thereby enables tunable thermodynamic interactions during the subsequent nanoparticle-assembly process. Size-selective assembly is achieved due to strong size-dependent effects, which drive small particles to areas of high DNA density and large particles to regions with lower density of active DNA. The influence of electron dose, temperature and relative nanoparticle concentration on the size-selective assembly process are explored.

**Figure 3.1** Schematic illustration of size-selective assembly process. (a) Thiol coupling of surface anchor DNA to Au-coated Si substrate. (b) DNA-EBL for dose-controlled electron-beam patterning of surface anchor DNA. (c) Hybridization of surface linker strands, showing reduced coverage in electron-irradiated regions. (d) Assembly of nanoparticles with different sizes but with the same surface functionalization. Larger particles are selectively adsorbed to regions that present a lower density of sticky ends.
3.3.2 Nanoparticle Adsorption Studies

The ability to tune the DNA surface density, as introduced in Chapter 2, is in itself a powerful tool with many potential applications. Here, the DNA-EBL technique is applied by controlling the adsorption from solutions with bimodal distributions of spherical DNA-modified gold nanoparticles in 0.5 M NaCl, 0.01 M sodium phosphate buffer (pH = 7.4). As shown in Chapter 2, for monodisperse suspensions this results in the ability to control the surface density of adsorbed particles (Figure 2.2), which enables the site-specific tuning of nanoparticle monolayer density and the creation of surfaces with nanoparticle surface-density gradients. However, for solutions with a bimodal distribution of particles, a complex competitive adsorption process is observed in which the combined effects of particle size, DNA density and temperature-dependent adsorption make it possible to control the relative surface density of particles based on their size (Figure 3.2a). This technique enables both binary size separation of particle mixtures on a surface and tuning of the size distribution for mixed monolayer nanoparticle films. In addition to the larger micrometer-scale features, the EBL system affords the ability to pattern features with length scales that are relevant to the study of photonic and plasmonic interactions and even down to the scale of individual particles. To demonstrate this capability, line patterns with controlled periodicity (Figure 3.2b) and linear arrays of 1D nanoparticle chains (Figure 3.2c-d) were created. In these nanoparticle chains, the linewidth and pitch of the exposed lines not only arranged the particles in chains, but also allowed control of the size distribution of particles in the chain.

To study the impact of DNA density on the competitive adsorption of nanoparticles of different sizes in detail, nanoparticle adsorption on DNA monolayers with no electron-beam modification was investigated. Nanoparticles were assembled at different temperatures on
unmodified DNA-functionalized substrates from a solution with a bimodal distribution of small (30 nm) and large (80 nm) particles. The concentration of this mixed suspension was controlled to achieve small-to-large ratio of particles of approximately 42:1, with a total particle concentration of 2.56 nM. The results of these experiments showed nearly complete exclusion of the larger particles on the surface with a small-to-large ratio of $2.05 \times 10^4:1$ at 30 °C. As the assembly temperature was increased, this ratio decreased to $1.09 \times 10^4:1$ at 35 °C and $2.89 \times 10^3:1$ at 40 °C.

**Figure 3.2** DNA-density directed assembly of small (30 nm) and large (80 nm) nanoparticles. (a) Size-selective assembly from a solution with a bimodal distribution of particles (small-to-large particle ratio of 42:1) by exposing a 5 μm square with an electron dose of 990 μC/cm² (assembled at 35 °C). (b) Size-selective assembly with 500-nm line patterns with an electron dose of 510 μC/cm² (assembled at 40 °C). (c-d) High-resolution line patterning for 1D particle chains with control over particle size distribution. These patterns were created on the same substrate by exposing lines with a pitch of 110 nm and varying the linewidth (c – 60 nm linewidth and 730 μC/cm², d – 80 nm linewidth and 710 μC/cm²; both assembled at 40 °C). (Scale bars are 1 μm.)
and the overall density of the nanoparticle monolayers decreased by about 16% from 30 to 40 °C. This trend correlates with the size-dependent melting in these nanoparticle films as measured by spectrophotometry as shown in Figure 3.3. The melting temperature (50% absolute change in absorbance) was found to be 48.9 °C for 30 nm particles and 53.1 °C for 80 nm particles. The difference in melting points has been exploited in previous work for particle–particle binding, enabling size separation of particles by sedimentation.217

![Figure 3.3 UV-Vis melting curves for 30 and 80 nm nanoparticle films on gold-coated quartz substrates.](image)

The combined effects of temperature- and size-dependent adsorption show a clear and tunable response when coupled with the precise control over local active DNA surface density afforded by DNA-EBL. A 15 keV electron beam was used to expose a series of 5-μm wide square regions with doses ranging from 150 to 2040 μC/cm² in 30 μC/cm² steps. The number density of particles was calculated as a function of electron dose at 30, 35 and 40 °C via image analysis. These data show a size-selective adsorption effect with a transition electron dose (D_T, defined as the dose resulting in equal areal coverage of small and large particles) that is temperature
dependent as shown in Figure 3.4a. At low electron doses, the small particles dominate as in the unmodified films. As the dose is increased, the surface density of small particles decreases while the density of large particles increases, until the films are almost completely devoid of small particles. At higher doses, the density of the large particles also begins to decrease. A similar

![Figure 3.4](image)

**Figure 3.4** Temperature dependence of size-selective assembly. (a) Areal density of small and large particles as a function of electron dose showing a decrease in transition dose $D_T$ (defined in the main text) with increasing assembly temperature. (Y-axis scales are adjusted to account for particle size and show equivalent surface coverage) (b) Selected images of nanoparticle films showing electron-dose effects on small-to-large particle ratio for assembly at 35 °C. (Scale bar is 1 μm.)
overall behavior is observed at all three assembly temperatures, but $D_T$ shifts to lower doses as the temperature is increased.

This phenomenon enables the tuning of nanoparticle film size distribution from a situation dominated by small particles to one with predominantly large particles in one step and on the same substrate, starting from a mixed suspension as shown in Figure 3.4b. These data show that the sensitivity of the adsorption and desorption rates to particle size can be varied dramatically by tuning the DNA density on the surface. Via this method, ratios of 30-nm to 80-nm particles greater than 1:100 are achieved from a 42:1 ratio in the nanoparticle suspension, even without any optimization of the DNA sequences or immobilization chemistry. The actual discrimination is

![Figure 3.5](image)  
**Figure 3.5** Areal density as a function of electron dose for lower-concentration and lower-ratio size-selective assembly at 35 °C for a) 500 pM 30 nm/100 pM 80 nm and b) 500 pM 30 nm/50 pM 80 nm.
likely much higher as there are a significant number of agglomerated small particles that appear to behave as larger particles, but are still classified as small particles in the image analysis. Similar effects were seen with lower overall concentrations and lower small-to-large particle ratios as well (10:1 and 5:1), indicating that this effect is driven primarily by particle–surface interactions rather than concentration imbalance. Separate batches of 30 nm and 80 nm nanoparticles and substrates were functionalized and mixed in concentration ratios (30 nm:80 nm) of 5:1 and 10:1 with lower total concentrations of 600 pM and 550 pM, respectively. Similar size-selectivity was noted as in the high-concentration, high-ratio study as shown in Figure 3.5.

However, the concentration of linker DNA relative to the nanoparticle concentration was found to be critical to observe size-selective assembly. Initial linker concentrations were adapted from the literature, but in experiments with lower particle concentration this linker concentration proved insufficient for effective size selection as shown in Figure 3.6a. This is likely due to insufficient loading of linker oligonucleotides on the nanoparticles in the relatively dilute conditions. On the other hand, at higher linker concentrations, size-selective assembly was still not observed, likely due to excess linker in solution competing with nanoparticle assembly as shown in Figure 3.6b. In fact, the excess linker prevented nearly all adsorption of the 30 nm particles and strongly affected the adsorption of 80 nm particles in the electron-beam modified regions, even at a significantly lower dose than in other experiments. However, after the nanoparticles were centrifuged and resuspended three times to remove excess linker, strong size-selective assembly was observed as shown in Figure 3.6c. This indicates that the particles were densely loaded and supports the notion that free linker strands can compete with nanoparticles and impact adsorption properties.
Figure 3.6 Effects of linker concentration on size-selective assembly with 500 pM 30 nm/50 pM 80 nm particle solutions containing a) 120 pmol linker DNA and 125 µC/cm² electron dose, b) 370 pmol linker DNA and 125 µC/cm² electron dose and c) linker DNA removed by centrifugation and resuspension and 425 µC/cm² electron dose. All particles were assembled at 35 °C. (Scale bar is 2 µm)

3.3.3 Particle-Substrate Interaction Calculations

A thermodynamic driving force to maximize the number of hybridized DNA strands can explain the preferential adsorption of smaller particles in regions of high DNA density from a bimodal suspension. The total enthalpic contribution of the adsorbed particles is directly proportional to the total contact area between the particles and the surface and the density of DNA. Following previous calculations, the ratio of surface interaction area for close-packed particles of different sizes (30 and 80 nm) on a substrate are compared. The DNA-functionalized nanoparticles and substrate are treated as having “fuzzy” surfaces where the sticky ends of the DNA linkers exist is some predictable range of distances from their respective surfaces. As a result, the degree of binding between particles and surfaces depends on the number of DNA linkages in the region where the two “fuzzy” surfaces interpenetrate as illustrated in Figure 3.7. Since the substrate DNA density is lower than the particles due to curvature effects, the substrate DNA density will limit the total particle-surface interaction. Therefore, the surface area of the particle
can be ignored and only the area of interaction on the substrate is considered when comparing the favorability of adsorption for small and large particles.

**Figure 3.7** Illustration of geometric interaction between a “fuzzy” nanoparticle and substrate showing relevant variables in calculating the total interaction area for nanoparticle films: R is the hydrodynamic radius of the DNA-functionalized nanoparticle, L is the fully extended length of the DNA on the substrate, d is the nanoparticle-substrate separation when bound by hybridized DNA, r is the gold nanoparticle radius and h is the overlap of the two “fuzzy” surfaces giving rise to the concept of a contact area.

The particle-to-surface distance (d, in nm) can be calculated by the following:

\[
d = r + 0.255(x) + 0.8 ,
\]

where r is the radius of the inorganic nanoparticle core, x is the total number of nucleobases in the DNA connecting the particles and substrate and 0.8 nm represents the length of two propyl-thiol moieties. The multiplier of 0.255 nm indicates the rise per base pair and has been determined experimentally to represent typical particle separation distances.\textsuperscript{218} To determine the region of overlap between the two “fuzzy” surfaces, the distance, d, is compared to the hydrodynamic radius (R, in nm) of the “fuzzy” nanoparticle, which is defined as:

\[
R = r + 0.34(y) + 0.4
\]

and the thickness of the DNA layer on the substrate (L, in nm) can be calculated similarly:
\[ L = 0.34(y) + 0.4, \]  
(15)

where \( y \) is the total number of nucleobases attached to the nanoparticle and 0.4 nm represents the length of the propyl-thiol moiety. The multiplier of 0.34 nm indicates the rise per base pair for canonical B-form DNA. While the actual value of the rise per base pair was not measured in this work, the values used in Equations (13) and (14) should be reasonable estimates and even if there is some deviation, the relative comparison between small and large particles is still valid. The overlap of the two “fuzzy” surfaces, \( h \), can then be calculated as:

\[ h = L - (d - R) \]  
(16)

and the area of intersection on the substrate, \( A \), can then be calculated by:

\[ A = \pi h(2R - h). \]  
(17)

To compare the relative surface coverage for particles of different size, a hexagonally close-packed 2D nanoparticle film is used as a reference. Given this arrangement, the maximum surface coverage can be calculated from the following:

\[ \%Coverage = 100 \left( \frac{A}{2\sqrt{3}R^2} \right). \]  
(18)

The results of this calculation indicate that a nanoparticle film made of entirely small (30 nm) particles will result in approximately 41.3% surface coverage while the large (80 nm) particles provide only 23.0% coverage, resulting in a 1.8-fold larger number of DNA linkages for a small particle film.
3.3.4 Molecular Dynamics Simulation Results

To verify the hypothesis that the size-selective behavior is due to a competition between overall thermodynamics and the adsorption behavior of individual particles, coarse-grained molecular dynamics simulations were performed and the effects of particle size and DNA surface density on equilibrium nanoparticle adsorption were examined. As shown in the rendering in Figure 3.8a, the system was modeled as a bimodal distribution of nanoparticles matching the experimental setup, grafted with semiflexible bead–spring chains (each 14 beads long) that are capable of reversible attachment to surface binding sites. The solvent was modeled implicitly, with a Langevin thermostat for temperature control, whereas the modification of the DNA surface density was mimicked through variation of the density of binding sites. To account for the slow diffusion of the extended nanoparticles, the surface coverage was monitored for long times. Size-dependent adsorption was observed as a function of DNA surface density (Figure 3.8b), with the smaller species dominating at low surface modification, but then monotonically decreasing and gradually being displaced by the larger species as the number of adsorption sites decreases—in agreement with the experimental observations. The coverage by the larger species grows steady until curtailed by the sheer lack of binding sites. Accordingly, this mechanism could be exploited to segregate mixtures that contain additional species of different sizes or possibly binding strengths. The computational modeling also provides information that is less easily accessible experimentally. At the highest coverage by the smaller species, adsorbed nanoparticles were bound to the surface by more than three bonds (Figure 3.8c). This number dropped gradually with increasing modification level, preceding the decrease in nanoparticle coverage. As the larger species gradually replaced the smaller ones, their number of bonds per particle also surpassed the
smaller species, reflecting stronger binding to the surface. Notably, for modification levels between 60% and 80%, the number of bonds continued to drop whereas the coverage of the species increased. The surface residence time decreases more quickly with decreasing DNA surface density for small particles than for large particles (Figure 3.8d), which supports the notion of an enhanced desorption rate for small particles and an equilibrium nanoparticle film size distribution that becomes dominated by large particles.

Figure 3.8 Molecular dynamics simulation of size-selective assembly. (a) Schematic illustration of simulated particles and substrate. (b) Size dependence of nanoparticle adsorption with decreasing DNA surface density (axes adjusted for equivalent projected area). (c) Average number of bonds involved in nanoparticle immobilization and (d) retention time for adsorbed particles for small and large particles.
3.4 Summary and Outlook

In summary, this work builds on the use of DNA-EBL as a method for tuning the local density of active DNA strands in a monolayer by high-resolution, dose-controlled electron-beam irradiation. DNA-EBL was applied for the size-selective assembly of DNA-functionalized gold nanoparticles on substrates functionalized with complementary DNA. The thermodynamics of polyvalent DNA binding interactions coupled with differences in particle surface area drive this phenomenon. The larger surface coverage by small particles provides a thermodynamic advantage for assembly with high DNA density but that large particles dominate at low density where small particles cannot access a sufficient number of linkages for immobilization, as supported by molecular dynamics simulations. The technique can be utilized to further the understanding of thermodynamic and kinetic factors in DNA-linked nanoparticle assembly and to create complex and technologically interesting structures with potential photonic, plasmonic and bioanalytical applications. For future work, it would be interesting to explore the size-difference threshold at which the selective assembly behavior is triggered. This could then be extended to application of size-selectivity by DNA density engineering as a method for sorting or filtering nanoparticles, since even the best synthetic methods result in some polydispersity. In addition to size-selectivity, the role of nanoparticle geometry could also be explored to look at the selective assembly of particles of the same volume, but different shape (i.e. curvature). For example, the switchable assembly of cubic and spherical nanoparticles could have application in tunable metasurfaces as strong nanocavity modes exist for cube-substrate plasmon coupling, but not for spheres.
3.5 Experimental Methods

3.5.1 DNA Design and Nanoparticle Functionalization

Nanoparticle and substrate functionalization and nanoparticle assembly procedures are similar to previous protocols and those in Chapter 2.\textsuperscript{102,108,219} Briefly, oligonucleotides were either synthesized with a MerMade 48 (MM48) automated oligonucleotide synthesizer (BioAutomation) using reagents purchased from Glen Research or purchased (Integrated DNA Technologies). The DNA sequences used are the same as those shown in Table 1. Immediately prior to use, the thiolated oligonucleotides were deprotected by treatment with 100 mM dithiothreitol (DTT) in 170 mM sodium phosphate buffer (pH = 7.4) and purified with Nap-5 size-exclusion columns (GE Healthcare). The purified oligonucleotides were added to gold nanoparticles (British Biocell International) in a ratio of approximately 5 nmol per mL of nanoparticle solution. The solution was placed on a shaker for 2 hours to overnight and then brought to 0.01 M sodium phosphate buffer (pH = 7.4) and 0.01 wt. % sodium dodecyl sulfate (SDS) in water. Salting buffer (2 M NaCl, 0.01 M sodium phosphate, 0.01 wt. % SDS, pH = 7.4) was added stepwise over the course of several hours to bring the final salt concentration to 0.5 M. The nanoparticle solution was placed on shaker overnight and then centrifuged twice and resuspended in 0.01 wt. % SDS to remove excess DNA. After a third centrifugation, the nanoparticles were resuspended in storage buffer (0.5 M NaCl, 0.01 M sodium phosphate buffer (pH = 7.4) with 0.01 wt. % SDS) at their final concentrations, which were determined by UV-vis. A-type linker strands were added to the nanoparticle suspensions and allowed to fully hybridize by heating the suspension to 60–70 °C and then slowly cooling to room temperature. The linker concentration was 300 per 30-nm nanoparticle and 2000 per 80-nm nanoparticle for most experiments.
3.5.2 Substrate Functionalization and Nanoparticle Assembly

Silicon substrates were cleaved, cleaned by oxygen plasma treatment (South Bay Technology, Inc.) and coated with 2 nm of chromium followed by 8 nm of gold in a thermal evaporator (Kurt J. Lesker Company). Following gold coating, substrates were immersed in a substrate buffer (1 M NaCl, 5 mM sodium phosphate buffer (pH = 7.4)) and freshly cleaved and desalted Anchor-B oligonucleotides were added to achieve a DNA concentration of 1 μM. Substrates were placed on a shaker and allowed to react with the thiolated DNA for 24 hours followed by rinsing three times in DI water and then were blown dry with nitrogen. After electron-beam exposure, substrates were immersed in storage buffer with 0.5 μM B-type linker oligonucleotides. This solution was heated to 60–70 °C for 30 minutes and allowed to slowly cool to room temperature to fully hybridize the anchor and linker strands. Substrates were then rinsed three times in storage buffer to remove any unbound DNA.

Nanoparticles were assembled by immersing patterned substrates in the desired nanoparticle mixture, which were placed on a shaker and heated to the desired temperature for a minimum of 5 hours. The standard nanoparticle mixture included 2.5 nM small (30 nm) particles and 60 pM large (80 nm) particles for a concentration ratio of 41.7:1. After nanoparticle assembly, substrates were rinsed three times with storage buffer and then embedded in silica to preserve the monolayer structure. For silica embedding, substrates were immersed in 1 mL storage buffer, 2 μL (7.2 μmol) N-trimethoxysilylpropyl-N,N,N-trimethylammonium chloride (Gelest) was added and substrates were placed on a shaker for 20 min at 700 RPM. Following this reaction, 4 μL (21.7 μmol) triethoxysilane (Sigma-Aldrich) was added and substrates were placed on a shaker for a
minimum of 4 hours. After silica embedding each substrate was rinsed three times in DI water and blown dry with nitrogen.

3.5.3 Electron-Beam Modification

Substrates functionalized with Anchor-B oligonucleotides were patterned by electron-beam exposure in a Quanta 600F scanning electron microscope (FEI Company) with an NPGS beam control system (JC Nabity Lithography Systems) and high-speed beam blanker (5 MHz) for pattern generation. All exposures were carried out with a 15 kV accelerating voltage and 6.5 mm working distance. High-resolution patterns were exposed using a small spot size and low beam current (~200 pA) and small pixel spacing (~3 nm). Large-area patterns were exposed with a large beam current (~8 nA) and larger pixel spacing (~100 nm). Since the beam size may be smaller than the pixel size under the latter conditions, the beam was defocused 25 μm. This defocus was determined empirically to be sufficient to minimize pixel-size artifacts in subsequent nanoparticle assembly.

3.5.4 Scanning Electron Microscopy and Image Analysis

SEM analysis was performed with a SU8030 cold-cathode field-emission SEM (Hitachi) with 5 kV accelerating voltage and upper backscattered electron detector to minimize contrast from the silica sol-gel. Image analysis was performed with a custom MatLab script to extract the areal densities of both large and small particles as a function of electron dose. The procedure (Figure 3.9) involves cropping a region of interest and manually removing polygonal regions from the image, which include sol-gel debris, etc. These regions are stored as a mask layer to calculate the total area removed for the areal density calculation. The mask layer is applied to the original image and a threshold operation is applied to create a binary image, which is then processed by a
watershed filter to separate particles that may be touching. Due to the polydispersity of the nanoparticles, small particles with diameters of 20–40 nm and large particles with diameters of 65–90 nm were counted and divided by the total analyzed area (original image area less the masked regions) to compute the areal density.

Figure 3.9 Image processing routine showing a) cropped region of interest, b) regions with contaminants edited out of analyzed area, c) image with contrast threshold and watershed filter applied and d) histogram of particle size. (Scale bars are 1 µm)

3.5.5 Spectrophotometry of Nanoparticle Film Melting

Temperature-controlled spectrophotometry was used to study the melting behavior of nanoparticle films. The same nanoparticle assembly procedure described above was used to create
uniform nanoparticle films (no electron-beam patterning) on Cr/Au coated quartz substrates. The quartz substrates with nanoparticle films were immersed in storage buffer in quartz cuvettes. A spectrophotometer (Cary 5000) was used to monitor the absorption peak for the gold nanoparticles as the samples were heated from 20 °C to 60 °C at a rate of 0.1 °C/min. The absorption peak for 30 nm nanoparticles was near 534 nm, and near 540 nm for 80 nm nanoparticles.

3.5.6 Molecular Dynamics Simulation

Molecular dynamics simulations using a coarse-grained model were performed to study the microscopic bonding behavior of DNA-functionalized nanoparticles on the DNA-coated substrate as a function of surface modification level. Each grafted DNA strand was modeled as a bead–spring polymer consisting of 14 beads, each of diameter $\sigma = 2$ nm, approximately representing the width of ds-DNA. In accordance with experiment, the diameters and the masses of the gold cores of the small and large colloids were chosen to be $15\sigma$ (mass $1100m_0$) and $40\sigma$ (mass $27500m_0$), respectively, where $m_0$ is the mass of a DNA bead. The mass ratio does not exactly correspond to the size ratio, but this is immaterial for static properties. For simulation, 20 chains were grafted on each small colloid and 40 chains on each large colloid. The chains were evenly distributed on the spherical surfaces, according to a modified spiral algorithm$^{221}$. The coverage on the larger colloids (relative to the smaller colloids) was scaled down compared to experiment to reduce the computing time; nevertheless, this choice provides a qualitative correspondence to the experimental system. Each chain was grafted to the sphere at a single point. The excluded-volume interactions between all particles were modeled with an expanded shifted-truncated Lennard-Jones potential with repulsive strength equal to the thermal energy $k_B T$,
\[ u_{\text{LJ}}(r_{ij}) = \begin{cases} 
\infty & \text{if } r_{ij} \leq \Delta_{ij} \\
4k_B T \left[ \left( \frac{\sigma}{r_{ij} - \Delta_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij} - \Delta_{ij}} \right)^6 + \frac{1}{4} \right] & \text{if } \Delta_{ij} < r_{ij} < \Delta_{ij} + \frac{1}{2} \sigma \\
0 & \text{if } r_{ij} \geq \Delta_{ij} + \frac{1}{2} \sigma 
\end{cases} \quad (19) \]

Here, \( \Delta_{ij} = r_i + r_j - \sigma \), where \( r_i \) and \( r_j \) are the radii of two particles. Additionally, the beads within each grafted DNA chain are bonded via a harmonic potential,

\[ u_{\text{bond}} = k (r - r_o)^2 , \quad (20) \]

with \( r_o = 0.84\sigma \) and \( k = 165 \, k_B T / \sigma^2 \). \(^{222}\)

In experiments, the DNA is grafted to the colloid by a thiol linkage and consists of a length ss-DNA, which acts as a spacer, followed by a length of ds-DNA and ss-DNA “sticky end” for binding to the substrate. To model the stiffness of the ds-DNA portion, a dihedral potential was applied with \( \theta_o = \pi \) and \( k_\theta = 5 \, k_B T \) between beads number 4 through 13 in each grafted chain,

\[ u_{\text{angle}} = k_\theta (\theta - \theta_o)^2 . \quad (21) \]

To maintain conditions similar to the experiment, 8 large colloids and 88 small colloids were placed in a rectangular simulation box (140×140×280\( \sigma^3 \)) with periodic boundary conditions in the \( X \) and \( Y \) directions. At the upper and lower \( Z \) boundaries, repulsive Lennard-Jones walls were placed. To represent the substrate, a 2D lattice of particles of size \( \sigma \) with lattice spacing 3\( \sigma \) was placed at the lower \( Z \) boundary and served as potential binding sites. A fraction of lattice particles were randomly selected to be inactive to represent a certain degree of surface modification by electron beam irradiation. To simulate the DNA hybridization, dynamic bonding functions are employed to form and break bonds between the active surface sites and the tail bead of any grafted DNA. When separated by a distance equal to or less than \( 2^{1/6} \sigma \), a harmonic bond was formed with \( r_o = 2^{1/6} \sigma \) and \( k = 165 k_B T / \sigma^2 \). Such a bond would break if subsequently the bond length equaled
or exceeded $1.4\sigma$ with a critical energy of $12.7\, k_BT$. Each active surface site could only bind with one DNA strand at any given time.

Starting from an initial configuration, the time step was gradually increased to $0.015\tau$, where $\tau = (m_0\sigma^2/k_BT)^{1/2}$ is the reduced time unit. A Langevin thermostat with damping time $10\tau$ was used for temperature control. For each simulation, the grafted DNA chains were first allowed to equilibrate over $84\tau$, during which the colloids were kept fixed in space. This was followed by a global equilibration period of $4.5\times10^5\tau$. Statistics were then collected for another $4.5\times10^5\tau$ with the surface binding configurations collected every $7.5\, \tau$. For 20 equally spaced modification levels between 0 and 100% 20 independent runs were performed.
Chapter 4: Programmable Surfaces for Reconfigurable Nanoparticle Assembly

4.1 Chapter Summary and Motivation

Remarkable progress has been made in the development of self- and directed-assembly approaches for construction of complex nanoparticle architectures. Strategies have been developed that enable precise control over the composition and geometry of 2D and 3D assemblies with potential application in optical metamaterials, among other areas. However, the resulting structures are typically static, offering only a single structural arrangement of the nanoparticle building blocks. In this work, the power of DNA-linked nanoparticle assembly is coupled with a grayscale patterning technique to create programmable surfaces for reconfigurable assembly of gold nanoparticles. Direct grayscale patterning of DNA monolayers by DNA-EBL enables the production of surfaces with nanometer-scale control over the density of functional DNA. This enables thermodynamic tuning of the surface with spatial resolution at the scale of individual nanoparticles. Three proof-of-concept schemes are presented to illustrate the potential in this approach to achieve temperature-dependent structural reconfiguration in 2D nanoparticle arrays. First, oriented assemblies of gold nanorods in rectangular arrays show temperature-dependent ordering effects that result in temperature-controlled polarization-dependent optical properties. Second, gold nanorods are assembled on a 2D square grid and exhibit orientation reconfiguration with increasing temperature. Finally, 2D circle-array patterns drive the size-selective assembly from a bimodal suspension of spherical particles to produce temperature-dependent array configurations.
4.2 Introduction

There is significant technological interest in nanoparticle-based devices for diverse applications in fields from optoelectronics\textsuperscript{223,224} to energy harvesting\textsuperscript{225,226} and even medical diagnostics and therapeutics.\textsuperscript{227-229} Research exploring self-assembly of complex architectures from nanoscale building blocks is helping define new ways to build materials with novel properties. A great deal of progress has been made in understanding and manipulating the fundamental forces\textsuperscript{5} responsible for governing these processes and a large number of different self-assembly strategies have been developed.\textsuperscript{7} Among these myriad assembly strategies, DNA-based assembly offers unrivaled flexibility in tuning the structure and properties in such nanoparticle superstructures.\textsuperscript{85,86,88} However, in applications such as the fabrication of optical metasurfaces, top-down lithographic approaches have dominated due to the ability to fabricate arbitrary structures with precise control over the short- and long-range order.\textsuperscript{230-233} The resulting structures, however, are typically polycrystalline with significant edge and surface roughness, which limit optical performance due to scattering losses.\textsuperscript{234,235} In addition, they are usually planar, monolithic structures and strongly adhered to the substrate, which limit the range of optical properties and preclude structural tunability, respectively. Directed assembly strategies make the large diversity of nanoparticle sizes, shapes and compositions available for fabrication of metasurfaces and other devices by combining the site-specific positioning of a top-down process to define local forces that guide the assembly of individual nanoparticles. In particular, anisotropic nanoparticles such as gold nanorods hold particular interest due to their polarization-dependent optical properties.\textsuperscript{236-239} Several directed assembly methods for oriented nanorod assembly have been developed, including
nanoscale chemical patterning, capillary assembly in nanoscale trenches and block copolymer lithography.

One of the most exciting advances in optical metasurfaces is the development of structurally reconfigurable systems that allow the tuning of optical properties based on a modification of the spatial organization of the optical elements. This has been achieved by a number of different approaches, including the use of MEMS-based devices that can change the distance between elements or their orientation. Other approaches include mechanical deformation of metasurfaces with flexible substrates, manipulation of multiple, stacked metasurfaces to change their relative in-plane or out-of-plane positions and the use of phase-change materials. However, most of these approaches have only been demonstrated in the GHz and low-THz regimes and adapting these techniques to visible light frequencies is a formidable task. The main challenge with structural reconfiguration for metasurface devices operating at shorter wavelength is that the size and periodicity of the elements approaches the nanometer length-scale. At such small feature sizes, most of the aforementioned reconfiguration strategies are not effective due to the high precision required to manipulate the elements. Reconfigurable systems that do operate at visible frequencies do so by controlling the surrounding materials, rather than the individual elements. Directed assembly of nanoparticles with DNA offers an opportunity to bridge this divide by using top-down processes to guide assembly globally with bottom-up assembly for local structural control by tuning thermodynamic interactions. Recently, a directed assembly approach combining EBL and DNA-based assembly was applied to fabricate arrays of stacked nanoparticles with tunable interparticle and particle-substrate distances. This work demonstrates one type of structural reconfigurability for dynamic
modulation of optical properties by changing the nanoparticle-substrate plasmonic coupling. However, as with most top-down fabrication processes, the position of each stack of particles remains fixed according to the 2D lattice prescribed by the EBL patterning step.

The DNA-EBL process described in previous chapters is fundamentally different from most top-down lithographic approaches as it allows grayscale patterning. This chapter demonstrates the use of grayscale DNA-EBL to modulate local thermodynamic interactions, thereby achieving temperature-controlled in-plane reorganization of nanoparticle arrays toward the fabrication of structurally reconfigurable metasurfaces. Reconfigurable assembly in these systems is demonstrated by three separate patterning and assembly strategies illustrated in Figure 4.1. First, temperature-controlled ordering is shown in 2D rectangular arrays of oriented gold nanorods (Figure 4.1a) that transition from a more disordered state at low temperature to a more ordered state at high temperature. This transition results in a modification of the optical properties with the more ordered structures providing stronger polarization-dependent light scattering.

![Figure 4.1](image)

**Figure 4.1** Schematic illustration of patterning schemes used in this work showing qualitative electron dose profiles for a) rectangular grid patterns (section 4.3.1) with transverse and longitudinal pitch ($P_X$ and $P_Y$) and linewidth ($L$), b) square grid patterns with $P_X = P_Y$ and circle arrays with diameter ($D$) and $P_X = P_Y$. 
Second, gold nanorods are assembled onto a patterned square grid (Figure 4.1b) where the preferred nanorod orientation (vertical, horizontal, diagonal and out-of-plane) is strongly temperature-dependent. Finally, spherical particles from a mixed suspension containing a bimodal distribution are assembled on grids of circular patterns (Figure 4.1c) such that the system switches between multiple lattice configurations with increasing temperature.

4.3 Results and Discussion

4.3.1 Temperature-Controlled Ordering in 2D Gold Nanorod Arrays

The oriented assembly of gold nanorods was achieved by the general strategy outlined in section 2.3.3. However, rather than expose the DNA monolayer with high doses (>4000 µC/cm²) to achieve binary patterning with isolated landing sites, lower doses were applied to achieve grayscale patterning. For these experiments, the goal was to pattern a regular grid of rectangular landing sites and study the degree of nanorod ordering on these sites to find the largest response to changes in temperature. The parameter space for these experiments is quite large including a number of potential variables related to the nanorods (size, aspect ratio, end curvature, concentration and polydispersity), the DNA (binding energy, length and nominal surface density), the patterned substrate (length/width of landing sites, pitch in x/y directions, dose and dose profile) and the assembly conditions (pH, salt concentration and temperature). For the purposes of simplification, many of these conditions were fixed based on previous experiments and these studies focus on just a few, namely nanorod size (and, indirectly, nanorod end-curvature), patterning conditions (geometry, dose) and temperature. Two batches of nanorods were selected with nominal lengths of 148 and 124 nm, both with nominal widths of 40 nm (NR2 and NR3 in Table 2). The nanorods with higher aspect ratio (NR2) were hypothesized to demonstrate improved
orientation control, however, the longitudinal plasmon resonance of the shorter rods (NR3) is blue-shifted (from 850 nm to 780 nm), which is within a reasonable range for optical measurements. The pattern geometry was fixed to provide landing sites with a pitch in both directions (transverse and longitudinal – $P_X$ and $P_Y$) such that there would be a nominal 60 nm spacing between particles in both directions. This pitch was chosen intentionally to provide a small enough spacing between lattice sites such that particles could interact with more than one site. This is in contrast to the binary patterned surface in Figure 2.6a, where the pitch was controlled to specifically avoid particles interacting with multiple sites. A series of screening experiments was conducted to determine reasonable patterning conditions for electron dose (500, 1000, 1500, 2000 µC/cm²), linewidth ($L = 40, 50, 60$ nm) and assembly temperature (25, 32.5, 40, 47.5 °C). The landing site sizes were effectively controlled by the linewidth to provide different degrees of geometric confinement: from $40 – 60$ nm wide × $150 – 170$ nm long for NR3 and $40 – 60$ nm wide × $130 – 150$ nm long for NR2.

An example of one such experiment for both types of nanorods is shown in Figure 4.2 for patterns with $L = 60$ (40 nm-wide landing sites) and electron dose of 1,000 µC/cm² at four different assembly temperatures from 25 – 47.5 °C. Visual inspection of the SEM images and FFT shows increased ordering with increasing temperature and the degree of ordering was quantified by application of two different image analysis approaches. First, a 2D autocorrelation function (ACF) approach was applied to investigate the periodic ordering in both horizontal and vertical directions. Second, a particle detection approach was applied to analyze the orientation of individual nanorods. Autocorrelation methods have been previously applied to quantify the degree of ordering in self-assembled systems.259-262 In this work, a modified approach is used and described
in detail in section 4.5.4, which establishes ordering parameters, $\xi_T$ and $\xi_L$, as measures of the degree ordering in the 2D lattice. These values are plotted for all experimental conditions in Appendix A (Figure A.1 and Figure A.2) and clearly show that ordering increases with increasing dose and decreasing landing site width. These results confirm the hypothesis that a higher degree of geometric confinement results in a higher degree of ordering. In addition, aspect ratio plays an important role as the longer nanorods (NR2) show higher overall ordering parameters than the shorter nanorods (NR3). The results also indicate that the degree of ordering increases with increasing temperature, but this effect saturates at high doses and small landing site widths. This illustrates a key metric for this work where the goal is to find conditions where the change in ordering (i.e. $\Delta \xi_T$ and $\Delta \xi_L$) is greatest over a given temperature range as shown in Figure 4.3. These
data provide information related to the maximum reconfigurability, which still occurs at smaller landing site widths, but at more moderate conditions in terms of electron dose.

![Figure 4.3](image)

**Figure 4.3** Change in ordering parameter ($\Delta \xi$) from low-to-high temperature ($25 – 47.5 \, ^\circ C$) for a) NR2 and b) NR3 in the transverse and longitudinal directions with different landing site widths and electron doses.

While the ACF data provide useful insight into the correlation between nanoparticle positions and the patterned landing sites, the degree of orientation control is only indirectly evaluated based on the amplitude of the ACF profile. In terms of optical properties, the precision of the assembled 2D lattice is critical when plasmonic coupling results in the development of surface lattice resonance (SLR) modes. However, for the arrays presented here, this type of coupling is not expected to be strong as the lattice periodicity is significantly smaller than the wavelength of the plasmon resonance. Instead, the degree of orientation control likely has a greater impact on the optical properties of these arrays due to polarization-dependent light scattering. As such, a different image analysis method is applied to extract the orientation of the
nanorods in each experiment by a particle detection method. The orientation data for the 40 nm-wide landing sites are shown in Figure 4.4 (the data for other experiments are included in Appendix A, Figure A.3-Figure A.6) and the total change in orientation ($\Delta \theta$) with temperature is shown in Figure 4.5. Similar to the ACF data, these data show improved alignment with increasing temperature, increasing dose and decreasing landing site dimensions. They also show that the higher aspect ratio nanorods achieve a greater degree of alignment overall and show larger maximum $\Delta \theta$. However, these data also indicate that the transition to increased alignment with increasing temperature is more abrupt compared to the change in $\xi$.

The reconfigurable assembly in these systems can be described as competition between maximization of the binding enthalpy and the dynamics of particle adsorption, desorption and surface diffusion. As shown in the size-selective assembly work in Chapter 3, the equilibrium
surface density of particles is directly dependent on the surface DNA density. In the case of a surface with nanometer-scale DNA-density gradients, this has direct implication on the position and orientation of the adsorbed particles. In effect, the grayscale patterning by DNA-EBL creates a surface with a thermodynamic landscape that changes with temperature. This can be illustrated by close examination of the images in Figure 4.2a-d for NR2 nanorod assembly, which show significant variations in the character of the nanoparticle films that are not fully captured by either the ACF or orientation analysis. At low temperature (Figure 4.2a), there are three distinct nanoparticle orientations: vertical, horizontal and out-of-plane. These configurations arise due to the geometric confinement due to patterning and the relatively high strength of the individual DNA linkages at low temperature. In addition to the higher bond strength at low temperature, the out-of-plane orientation for the NR2 nanorods is also related to the large radius of curvature on nanorod ends, which will be explored and explained further in section 4.3.2. The horizontal particles bridge...
neighboring landing sites and result in a bimodal distribution at low temperature as shown in the violin plots in Figure 4.6a. As the temperature is increased, both of these configurations become energetically unfavorable due to the lower DNA density between landing sites and the vertical orientation dominates, resulting in a skewed unimodal distribution. However, for larger landing sites, the NR2 nanorods also show a significant number of nanorods with orientation near 60° at higher temperature (see violin plot in Figure A.7). This can also be seen in the images in Figure 4.2c,d where there are pairs of angled particles occupying single landing sites. In comparison, the assemblies of the shorter NR3 nanorods (Figure 4.2e-h) exhibit neither the out-of-plane assembly, nor the bimodal distribution due to horizontal alignment at low temperature (Figure 4.6b). This is likely due to the shorter nanorod length and higher end-curvature, resulting in a more gradual increase in ordering and alignment. In general, there are two components to the nanoparticle assembly process on the rectangular grid patterns. The first component relates to the registry between particles and the landing sites, which is refined with increasing temperature as evidenced by the gradual change in ξ and θ for the NR3 nanorods. The second component is a more abrupt

![Figure 4.6 Violin plots of nanorods on rectangular grid patterns with 40 nm-wide landing sites and 1000 μC/cm² electron dose showing a) bimodal distribution of NR2 nanorods at low temperature compare to b) more random orientation of the NR3 nanorods. Both converge to a skewed unimodal distribution at high temperature. (Additional violin plots for other conditions are shown in Appendix A, Figure A.7 – Figure A.10)
The optimization of patterning conditions achieved by these experiments indicates that small landing-site widths are favorable for better orientation control and larger changes in orientation with temperature. However, while this work provides some guidance for general application, even in the simple case of a rectangular grid of oriented nanorods, the optimum pattern parameters will depend on several factors including the nanorod size (and size distribution), aspect ratio, DNA length and the desired periodicity. While the magnitude of the electron dose primarily sets the relative difference in DNA density between the landing sites and the interstices, it also has an indirect influence on the landing-site size due to proximity effects. Even though the elimination of the bulk substrate reduces proximity effects, there is still some electron scattering, which effectively increases the linewidth with increasing dose. This explains the general trend of increased ordering with electron dose for the larger landing sites (50 – 60 nm) as the landing-site size is effectively decreasing with increasing dose. However, for the smallest landing sites, the effect of grayscale patterning can clearly be seen as the change in ordering (both by $\Delta \xi$ and $\Delta \theta$) decreases at higher doses as the patterns become more binary and highly ordered assemblies are generated even at lower temperatures. It should also be noted that this low-temperature ordering behavior is probably enhanced by the “overlapping” nature of the exposures as shown in Figure 4.1a. This results in three nominal dose levels and the lower DNA-density overlapping regions have an impact on nanoparticle adsorption even at low temperature, an effect that is exploited in section 4.3.2. The overall change in ordering would likely be enhanced by eliminating (or modifying) the relative dose in these regions.
Optical spectroscopy and finite-difference time-domain (FDTD) simulations were applied to investigate the effects of nanorod ordering and alignment on the optical properties of these arrays. The NR3 samples were used for these studies as the longitudinal plasmon resonance is blue-shifted to approximately 780 nm, which is within range of the spectrometer. Specifically, the polarization dependence of the reflectance was measured for the nanorod arrays assembled at low and high temperatures to assess the impact of ordering on the optical properties. The data shown in Figure 4.7 highlight the impact of the reconfigurable assembly on the optical properties. First, the data show a significant increase in reflectance with polarization along the longitudinal axis ($P_L$) of the nanorods compared to the transverse direction ($P_T$) which is accompanied by a change in spectral shape. This can be seen in the optical microscope images in Figure 4.7 as well for both transmitted (d-e) and reflected (f-g) light, which show significant changes compared to the randomly oriented nanorod film that surrounds the four patterned regions. While arrays at both high and low temperature show some polarization-dependence, the magnitude is significantly larger for the high temperature case in Figure 4.7a compared to the low temperature case in Figure 4.7c due to a greater degree of nanorod alignment. For example, the change in reflectance with polarization ($P_L$ vs $P_T$) is about 89% larger at 540 nm and about 61% larger at 650 nm for the high temperature case. The importance of grayscale patterning can be illustrated by analyzing the change in $P_L$ reflectance with electron dose for the low temperature case (indicated by arrow in Figure 4.7c). As the electron dose increases, the DNA density for the landing sites increases relative to the patterned interstitial regions. As a result, the patterns show strong ordering and thereby strong polarization-dependent optical reflectance even at low temperatures, resulting in a less significant difference for the same patterning conditions when the temperature is increased. FDTD simulations of the NR3 nanorods are shown in Figure 4.7b and illustrate a polarization-
dependent reflectance that corresponds well to the experimental data. Light scattering by broadband reflection dominates the change in optical properties, while changes in absorption are

**Figure 4.7** Optical spectroscopy and imaging of assembled NR3 nanorod arrays showing reflectance as a function of polarization (transverse – $P_T$, longitudinal – $P_L$) and electron dose for a) high temperature and c) low temperature. The arrow in c) indicates an increase in the change in reflectance with temperature for lower dose patterns. The FDTD simulations results (b) show reflection, transmission and absorption for aligned nanorods and reflection data correspond well with experiment. The optical images show polarization-dependence for NR3 assembled at 40 °C with 40 nm-wide landing sites in transmission with d) $P_L$, e) $P_T$ and reflection with f) $P_L$ and g) $P_T$. The electron dose is varied from 500 to 2000 $\mu$C/cm$^2$ counter-clockwise from lower-left. (Scale bar is 30 $\mu$m)
relatively small and correspond to the transverse (520 nm) and longitudinal (780) SPR modes. Differences between the experiment and simulation are likely due to the assumption of perfect nanorod alignment in the simulation and scattering from the rough silica sol-gel in experiments. In addition, while the simulation approximates all of the primary geometric and materials parameters of the experiments (nanorod size/shape, spacing, silica coating, substrate materials and thickness), it is not feasible to simulate the disordered structures for comparison, given the periodic boundary conditions.

4.3.2 Reconfigurable Assembly of Gold Nanorods on 2D Square Grids

The second patterning scheme for reconfigurable nanorod assembly is based on a square grid design as illustrated in Figure 4.1b. The patterning methodology is essentially the same as that in section 4.3.1, with $P_x = P_y = 80$ nm. This spacing provides approximately 40 nm between parallel nanorods to minimize particle-particle interactions, but provides a close enough spacing such that particles can align in-plane along horizontal, vertical or diagonal directions and only occupy two landing sites. A DOE was constructed for the 2D grid patterns to evaluate the effects of landing site width (30, 40, 50 nm), electron dose (500, 1000, 1500, 2000 $\mu$C/cm$^2$) and temperature (25, 32.5, 40, 47.5 °C). The results indicate that a moderate landing site width and dose was most effective in driving temperature-dependent reconfiguration. One such condition is examined here in detail (40 nm-wide landing site with 1000 $\mu$C/cm$^2$) as shown in Figure 4.8. Compared to the rectangular arrays studied in section 4.3.1, the grid-patterned surfaces do not have the large interstitial regions and as a result, the nanorod films are generally well ordered even at low temperatures. However, the preferred orientation of the nanorods changes based on temperature and nanorod geometry. Specifically, the nanorod arrays exhibit three distinct
orientations (orthogonal, diagonal and out-of-plane), with temperature-dependent probabilities. The orientation of each nanorod was extracted using image analysis and the percentage of each orientation is plotted in Figure 4.8i-j corresponding to the experiments in Figure 4.8a-h. Histograms of these orientations for both types of nanorods with 40 nm-wide landing sites at all

![SEM images and FFT (inset) of reconfigurable assembly of Au nanorods on 2D square grids for 40 nm-wide landing sites and 1000 μC/cm² electron dose for NR2 (a-d) and NR3 (e-h). The assembly temperatures are 25, 32.5, 40 and 47.5 °C from left-to right (scale bar is 1 μm). Plots of nanorod orientation for the experiments in (a-h) showing the change in percentage of rods with each orientation for i) NR2 and j) NR3.](image)

**Figure 4.8** SEM images and FFT (inset) of reconfigurable assembly of Au nanorods on 2D square grids for 40 nm-wide landing sites and 1000 μC/cm² electron dose for NR2 (a-d) and NR3 (e-h). The assembly temperatures are 25, 32.5, 40 and 47.5 °C from left-to right (scale bar is 1 μm). Plots of nanorod orientation for the experiments in (a-h) showing the change in percentage of rods with each orientation for i) NR2 and j) NR3.
four doses are shown in Appendix A (Figure A.11 and Figure A.12) to illustrate the three preferred orientations and their evolution with assembly temperature.

The temperature-dependent nanorod orientation in these arrays is driven by a combination of factors including the patterning methodology and the nanorod geometry. The patterning scheme as outlined in Figure 4.1b shows that the 2D grid is patterned as a series of overlapping rectangles on a square grid, with the overlapping regions receiving twice the nominal dose. As a result, the surfaces in these 2D grids effectively have three levels of DNA-density in the unexposed, single-exposed and double-exposed regions. This results in a general decrease in the likelihood of diagonal adsorption with increasing temperature as the interstitial regions between next-nearest-neighbor lattice sites have lower DNA density than those between nearest-neighbor sites. Thus at higher temperatures, where the number of particle-surface linkages required for immobilization is higher, orthogonal orientations are preferred. At the lowest temperature for NR2, a significant number of out-of-plane oriented nanorods are present. This orientation is not observed at higher temperatures due to surface area differences following the same general mechanism that drives the size-selective assembly in Chapter 3. However, it is not clear at lower temperatures whether the out-of-plane rods are simply occupying “empty” spaces between the orthogonally and diagonally oriented rods or if they are competing for surface coverage. In addition, it is not clear why diagonally oriented rods are favored as the interstitial DNA density is lower for this orientation.

To address these questions, one can look to the general problem of assembling anisotropic structures (dimers) on a 2D grid, which has conceptual significance in a number of fields from chemisorption on atomic lattices to thin film deposition and phase transformations. This problem has been studied extensively by random sequential adsorption (RSA) theory and
simulation for rod-shaped n-mers on different types of lattices. This includes square lattices with either nearest\textsuperscript{264} or next-nearest\textsuperscript{265} neighbor adsorption and, more recently, adsorption on triangular lattices.\textsuperscript{266} In general, most such studies are concerned with percolation across the surface and the jamming limit, defined as the maximum filling of a lattice for a given particle geometry. For 2-mers on a square lattice with nearest-neighbor alignments, this jamming limit is about 90.7\%.\textsuperscript{267} However, there are no results in literature that consider the combination of nearest-neighbor and next-nearest-neighbor adsorption on a square grid, particularly with differential adsorption probabilities.

To study this more closely, a RSA simulation was developed which considered the nanorods as dimers randomly and irreversibly adsorbed on a 2D square lattice (50 × 50). This model makes several important physical assumptions and simplifications and considers only geometric effects of nanorod packing. First, the simulation assumes a sufficiently low temperature such that there is irreversible binding and no surface diffusion or desorption. Second, it simplifies the substrate as a square lattice of binding sites, ignoring the surface diffusion that necessarily plays a role in nanorod alignment on the grayscale-patterned surface. Third, as the simulation is run in the low temperature limit, no energetics are calculated to drive the simulation, rather the geometric effects on packing in different orientations were explored by changing the relative adsorption probability of the orthogonal and diagonal orientations. The jamming limit and relative numbers of orthogonally and diagonally oriented rods were calculated as a function of the diagonal adsorption probability, which directly (but nonlinearly) correlates to the fraction of rods with diagonal orientation (Figure 4.9a,e,i). These data confirm the previous literature reports and show a jamming limit of 90.6\% (\(\sigma = 0.246\%\)) for the limit of no diagonal adsorption. As the probability of diagonal adsorption increases, the jamming limit quickly increases to 93.1\% with a relative
adsorption rate of only \(\sim10\%\). As the thermodynamics of the DNA interactions alone should dominate in this system\(^{268}\) (i.e. ignoring the configurational entropy of the particles), these

![Diagram](image)

**Figure 4.9** Results of RSA simulations for combination of nearest and next-nearest neighbor adsorption with four assembly schemes where a) orthogonal orientations are preferred and the adsorption probability for diagonal orientation is varied, b) diagonal orientations are preferred and the adsorption probability for orthogonal orientation is varied, c) horizontal orientation is preferred and adsorption probability for vertical and diagonal orientations are varied and d) adsorption at alternating column sites is preferred and the probability for adsorption at the other sites is varied with no direct change in orientation probability. Jamming limits (e-f) and particle occupancy by orientation (i-l) are shown for the corresponding adsorption schemes.
simulations can assist in interpreting the experimental results in the low temperature limit by considering increasing surface coverage as the primary driving force. First, the higher jamming limit achieved with a small concentration of diagonally bound rods indicates a small, but significant energetic driving force for a 2D assembly with both orthogonal and diagonally orientated rods. Second, the jamming limits calculated from the simulations indicate that the out-of-plane rods are in competition with in-plane rods for lattice sites as their numbers (over 40% in experiments) far exceed the 7-10% of expected vacancies.

The RSA simulations can also provide insight into other potential patterning schemes, as the interstitial DNA density in all directions and the landing-site DNA density can be precisely controlled. The approach of overlapping rectangles was chosen out of experimental convenience, but it is trivial to control the DNA density in arbitrary patterns and at high spatial resolution (~10 nm). Three simple variations on the experimental patterning scheme are investigated with RSA simulation as illustrated in Figure 4.9b-d. In the first case, diagonal orientation is preferred over orthogonal orientation and in the second, horizontal orientation is preferred over both diagonal and vertical, with equal probability for diagonal or vertical orientation. These are analogous to changing the interstitial DNA density with the landing-site DNA density unchanged. In the third case, adsorption at every other row of lattice sites is preferred with no specific preference for nanorod orientation. This is analogous to changing the DNA density on every other row of landing sites with uniform interstitial DNA density. The jamming limit is evaluated for all three of these scenarios and it is found that, in the first three cases (orthogonal, diagonal and horizontal preference), the jamming limit increases for mixtures of orthogonal and diagonal particles exceeds the nominal 93.1% jamming limit to different degrees at low concentrations (<10%) of the minor
orientations. At these concentrations, the jamming limit reaches values of ~93.3% (orthogonal preferred) and ~93.8% (both diagonal and horizontal preferred). While these are small increases, this could nevertheless be important in DNA-nanoparticle systems as the overall system tends toward maximum coverage (maximum enthalpic interaction of DNA-DNA hybridization) and could thus drive toward configurations that maximize the jamming limit. This behavior is distinct from the fourth case (every other column sites preferred) where the ~93.1% jamming limit is reached more gradually as adsorption probabilities at alternating rows approach parity.

The second primary consideration for evaluating the reconfigurable assembly in Figure 4.8 is related to the end-curvature of the nanorods. The scanning transmission electron microscope (STEM) images in Figure 4.10 show significant differences between the two batches of nanorods. The ends of NR2 nanorods have a significantly larger radius of curvature than the NR3 nanorods, which can have significant implications on DNA loading and subsequent assembly. It is clear from the preceding analysis that the out-of-plane NR2 nanorods must be competing with other

Figure 4.10 High-angle annular dark field (HAADF) STEM images of randomly assembled a) NR2 and b) NR3 nanorods showing differences in shape and size. Note the out-of-plane NR2 nanorods in a) identified by increased brightness, indicating larger thickness along beam direction. (Scale bars are 200 nm)
orientations for lattice sites at low temperatures. However, a geometric analysis similar to that in section 3.3.3 reveals that even though the radius of curvature is different, both the sides and ends of a 40 nm-wide nanorod would fully intersect the DNA on a 40 nm-wide landing site, to achieve maximum DNA binding. The in-plane oriented rods, however, interact with a surface area of about 6853 nm$^2$ each, while two out-of-plane rods interact with about 6418 nm$^2$ (these calculations assume the rods are perfect 40 × 148 nm cylinders with uniform DNA coverage). This geometric analysis coupled with an expected lower DNA loading on the flattened ends, results in a small, but significant energetic favorability for the in-plane orientation. One likely explanation for high concentration of out-of-plane rods is that the low temperature structures are in a kinetically trapped state. Since a stochastic process determines the initial orientations of adsorbed nanorods and at low temperature, the out-of-plane nanorods may be effectively “frozen” in their initial conformation (although some surface diffusion must occur given the degree of ordering). The interstitial DNA between landing sites should result in a driving force for edge-bound nanorods to maximize DNA-DNA interactions, but the out-of-plane nanorods block this transformation. While the more curved ends of the NR3 nanorods appears to prevent them from standing on-end, a close examination of Figure 4.8e reveals that there are rods occupying single sites, but they have “fallen over” to some extent. In addition, the assembly of the NR3 nanorods does not appear to be as sensitive to temperature changes in the range of this study. This is likely due to the increased curvature of the nanorod ends resulting in higher DNA density and a stronger interaction with the lattice sites relative to the interstitial DNA.

4.3.3 Reconfigurable and Size-Selective Assembly of Spherical Gold Nanoparticles

The third approach for reconfigurable assembly is based on the circle-array patterning
scheme outlined in Figure 4.1c. In addition to the different patterning geometry, a different nanoparticle system was applied in this work utilizing spherical gold nanoparticles of two different sizes (30 and 80 nm diameter). This approach allows the combination of high-resolution patterning at the individual particle level with the size-selective assembly shown in Chapter 3. Similar to the nanorod patterning schemes, the parameter space is quite large and a DOE was conducted to find combinations of electron dose, circle diameter (D) and the x/y pitch (Pₓ and Pᵧ) that provide large configuration changes with temperature. However, unlike the nanorod assemblies, it is difficult to quantify the changes in assembly as they can be quite diverse depending on the changes in geometry. Instead, two specific cases are examined here which illustrate some of the diversity that

Figure 4.11 SEM images (with FFT inset) of small (30 nm) and large (80 nm) spherical gold nanoparticles assembled on circle-array patterns with both circle diameter and x/y pitch of 200 nm. This results in a temperature-dependent transformation in surface coverage with a) 25, b) 32.5, c) 40 and d) 47.5 °C. These images are processed to produce the corresponding hard-threshold FFT-filtered images shown in (e-f). (Scale bar is 1 µm)
result from a combination of size-selectivity and geometric confinement effects. The first example is shown in Figure 4.11 for patterns with an array of 200 nm-wide circles with an x/y pitch of 200 nm and an electron dose of 1000 µC/cm². The resulting patterns show a nearly homogenous disordered film dominated by small particles at 25 °C, with some ordering of “vacancies” where the DNA density is lower. At 32.5 °C, the film is still dominated by small particles, but a somewhat ordered hole-array emerges. At 40 °C, the film begins to shift to a somewhat disordered mix of small and large particles. The patterned circles are largely devoid of any small particles and instead many of the large particles are positioned at these sites, however the large particles are also competing with the small particles in the unexposed regions. At 47.5 °C, most of the small particles

![Figure 4.12 SEM images (with FFT inset) of small (30 nm) and large (80 nm) spherical gold nanoparticles assembled on circle-array patterns with circle diameter of 220 nm and x/y pitch of 400 nm. This results in a temperature-dependent transformation in surface coverage with a) 25, b) 32.5, c) 40 and d) 47.5 °C. These images are processed to produce the corresponding hard-threshold FFT-filtered images shown in (e-f). (Scale bar is 1 µm)
have desorbed and the lower DNA density inside the circles results in large particles adsorbed in an ordered array at the interstitial sites that received no electron irradiation (other than proximity dose).

The second example is shown in Figure 4.12 for a circle-array pattern with a circle diameter of 220 nm, an x/y pitch of 400 nm and an electron dose of 900 µC/cm². At low temperature (25 °C), this results in a small particle-dominated film with lower density of small particles in the exposed regions. At 32.5 °C, the film is still dominated by small particles, but the circles become a fairly well-defined hole array, with just a few small particles in each circle. At 40 °C, a transition occurs and the circles are mostly filled with large particles due to the size-selective assembly mechanism described in Chapter 3. At 47.5 °C, the circles are devoid of particles, but the proximity dose at the edges of the circles causes preferential adsorption of the large particles along their perimeter. In general, both of the patterning examples shown here are very sensitive to small changes in dose, circle diameter and x/y pitch. The hard-threshold FFT filtering also exaggerates the ordering in these films, but is useful in guiding observation.

4.4 Summary and Outlook

This work demonstrates the use of DNA-EBL to create programmable surfaces for reconfigurable nanoparticle assembly by grayscale patterning. Three different patterning strategies were demonstrated as a proof-of-concept and illustrate the power and potential of this method for creating nanoparticle assemblies that can undergo structural reconfiguration with changes in temperature. The grayscale patterning methods that enable nanometer-scale control of DNA density are fundamental to this capability as none of these strategies would be possible with traditional binary-patterned surfaces. In the first example, structural reconfigurability was
demonstrated by transformation of relatively disordered films of gold nanorods into oriented 2D arrays. The ordering and alignment in these systems was characterized by autocorrelation and particle analysis from SEM images and confirms the role of interstitial DNA enabled by grayscale patterning in driving the reconfigurability. These arrays showed polarization-dependent light scattering properties that is tunable with assembly temperature due to increased ordering and alignment at higher temperatures. Assembly of nanorods on 2D square grids resulted in three general particle orientations (orthogonal, diagonal and out-of-plane), which occur in different ratios at different temperatures. This phenomenon was shown to depend on nanorod geometry in addition to patterning and assembly conditions. RSA simulations were applied to investigate the details of jamming in these systems, which allow both nearest neighbor and next-nearest neighbor configurations. The results of these simulations coupled with thermodynamic considerations of DNA binding (i.e. drive to maximize surface coverage) indicate that the low temperature configurations are likely kinetically trapped non-equilibrium states. Finally, exposure of circle-array patterns was coupled with size-selective assembly from a biomodal suspension of spherical nanoparticles. These studies demonstrated the ability to switch between different 2D structures as a function of temperature by carefully controlling the patterning geometry and dose relative to the particle size.

Future work in this area should focus on developing systems that are likely to drive stronger changes in optical properties. The primary considerations should be selection of nanoparticles with uniform size distributions and faceted shapes that will couple strongly with the substrate to form nanocavity modes. This would enable coupling the in-plane reconfigurability of these systems with the out-of-plane reconfigurability shown in similar systems. In addition, methods for in situ
observation of these structures would be critical for better understanding of critical temperatures rather than the rather large discrete steps examined here. Both in situ electron microscopy for visualization of the individual particle assembly as well as in situ optical spectroscopy to capture changes in optical properties would be invaluable. It would also be interesting to compare experimental results from the 2D grid patterns with a more sophisticated Monte Carlo approach.\textsuperscript{269,270} Compared to the simple geometric considerations in the low-temperature RSA simulations presented herein, such an approach can take into consideration the configurational energy of the system and account for temperature-dependent transformations through surface diffusion and desorption as well as particle-particle interactions. Such dimer models of nearest-neighbor and next-nearest-neighbor systems have been studied in the context of understanding confinement effects in strongly correlated quantum systems.\textsuperscript{271} It is possible that Molecular Dynamics simulations could be utilized to extract some of the fundamental parameters (diffusion constants, etc.) that could then be applied to the more computationally efficient Monte Carlo methods. Finally, engineering the DNA sequences used in this type of assembly should enable improvements in the fidelity of assembly (shorter DNA length) and modify the useful temperature range (different number or strength of base-pair interactions) for particles of different sizes. In addition, this work focuses only on particle-substrate interactions, but coupling this with particle-particle interactions by appropriate DNA design could result in self-assembled 2D assemblies with crystal structures not present in 3D superlattices.
4.5 Experimental Methods

4.5.1 Substrate Fabrication, DNA Functionalization and Nanoparticle Assembly

Substrate fabrication, substrate functionalization, nanoparticle functionalization and nanoparticle assembly were carried out according to the procedures outlined in sections 2.5.1 and 2.5.2.

4.5.2 DNA-EBL Patterning

DNA-EBL patterning was carried out at 30 kV and a beam current of approximately 150 pA. The dose range for these studies (500-2000 µC/cm²) was determined by screening experiments that analyzed doses from 100-10,000 µC/cm². For sections 4.3.1 and 4.3.2, the patterns were exposed as a series of overlapping rectangles with variable width (according to target landing-site size) and pixel size of ~5 nm. For section 4.3.1, the pitch of the patterns in the transverse direction ($P_X$) was fixed at 100 nm for both types of nanorods, while the longitudinal pitch ($P_Y$) was fixed at 210 nm for NR2 and 190 nm for NR3 to achieve approximately the same ratio of landing-site size to nanorod size for each. The target landing-site width was varied from 40 – 60 nm. The resulting patterns provided a nominal particle-particle distance of 60 nm in both longitudinal and transverse directions. For section 4.3.2, the pattern pitch was fixed at 80 nm in both x/y directions and the landing-site width was varied from 30 – 50 nm. The range of appropriate landing site widths was also determined from screening experiments with high-dose (binary) patterning (section 2.3.3), and indicated a minimum of ~20 nm before proximity effects became an issue. For section 4.3.3, the diameter of the circles was varied from 180 – 220 nm and the pitch was varied from 200 – 400 nm.
4.5.3 Optical Microscopy and Spectroscopy

Optical microscopy was carried out in both reflection and transmission modes using a Leica DMi8A inverted optical microscope adjusting the polarizer to align parallel (PL) and perpendicular (PT) to the pattern orientation.

4.5.4 Autocorrelation Analysis

ACF methods have been applied to characterize ordering in a number of applications in nanoparticle assembly and other fields. In general, a different metric is applied to calculate an ordering parameter that can be used to interpret the ACF depending on the details of each system. One common approach is to fit a radial ACF to an exponential decay and determine a correlation length.\textsuperscript{261,262} Another approach involves fitting the peak envelope of the ACF decay as two Gaussian functions where the asymptotic peak level and amplitude of the decay are combined to extract an ordering parameter.\textsuperscript{260} A third approach calculates an ordering parameter from the slope between the first peaks in the normalized ACF.\textsuperscript{259} However, in all these cases, the ordering in the systems is derived from close packing of individual objects that results in lattice formation. This is distinctly different from the present work where the long-range ordering is anisotropic and defined lithographically by electron-beam exposure. This can be illustrated by examining typical ACF profiles as shown in Figure 4.13. The ACF profiles are constructed by plotting the normalized intensity averaged across a 5-pixel-wide (~20 nm) line in the desired direction.

The periodicity of the sinusoidal profiles from the patterned assembly corresponds to the pitch defined by DNA-EBL. The profile in the longitudinal direction does exhibit noticeable decay
with increasing distance, but this is not useful for comparing ordering effects. In more disordered systems, the decay is actually less significant as the initial amplitude is significantly lower. A more accurate metric for ordering in these systems can be extracted by comparing the amplitude of the sinusoidal profile near the central peak. However, as can be seen in the ACF from the unpatterned substrate, there is significant structure in the profile near the central peak due to short-range order as a result of close packing. Therefore, the amplitude of the ACF envelope for the patterned substrates is extracted at a sufficient distance from the central peak (> 400 nm) to avoid convolution with this short-range ordering effect. Ordering parameters are defined as:

$$\xi_T = \alpha_4 - \beta_5$$

Figure 4.13 Comparison of typical ACF profiles from ordered assembly (NR3, 47.5 °C, 50 nm linewidth, 1500 µC/cm²) in the transverse direction (black) and longitudinal direction (red) with nanorod assembly on an unpatterned substrate (blue).
\[ \xi_L = \alpha_2 - \beta_3, \quad (23) \]

where \( \xi_T \) and \( \xi_L \) are the ordering parameters in the transverse and longitudinal directions with \( \alpha \) and \( \beta \) representing the intensities of peaks (peak number indicated by the subscript) for the upper and lower bounds of the ACF, respectively. This ordering parameter requires some modification due to the fact that the ACF for less ordered systems often has structure between the main peaks (particularly in the longitudinal direction due to nanorods assembled across multiple sites), which is representative of a less ordered system. As such, the actual value measured for \( \beta \) is the intensity at the midpoint between two consecutive peaks, rather than the lower envelope value. In more ordered systems, such as that in Figure 4.13, these are effectively the same value.

4.5.5 Image Processing and Analysis

To analyze the precision of assembly and alignment in the nanorod films, a custom MATLAB script was written to extract the number and orientation of nanorods from SEM images. This was accomplished by first applying a contrast threshold to each image and extracting isolated nanorods based on their size (separate subsets for out-of-plane and in-plane orientations). The subset with the in-plane rods was filtered based on eccentricity to remove large circular particles that fell into the same size range. The nanorods in this filtered subset were then analyzed for orientation by fitting each rod as an ellipse and measuring the angle of the major axis. The orientation of all nanorods was logged and nanorods within \( \pm 5 \) degrees of the nominal orientation (horizontal, vertical, etc.) were categorized as such.

Fast Fourier transforms (FFT) were calculated using ImageJ for 1024×1024 or 2048×2048 regions of SEM images. The inset FFT’s were produced by applying a maximum filter (0.5 pixel radius), cropping and adjusting brightness/contrast. For the FFT-filtered images, a contrast
threshold was applied to the raw FFT and an inverse Fourier transform was performed. This results in hard-threshold FFT-filtered images that highlight even low-level periodic structures in the original images.

### 4.5.6 Random Sequential Adsorption Simulations

RSA simulations were carried out with a custom MATLAB script. The patterned surface was simulated as a dimensionless square grid with $50 \times 50$ points and periodic boundary conditions. Each rod was simulated as a 2-mer that could adsorb at nearest and next-nearest neighbor sites. The simulation was carried out by selecting a random permutation of lattice positions and then attempting to adsorb rods at each site. For each position, an orientation was chosen at random and the rod would attempt to adsorb if the lattice sites were both available. If the lattice sites were available, the probability of “sticking” would depend on the particular simulation conditions. For example, in the simulations with orthogonal adsorption preferred, the probability of adsorption for particles with diagonal orientation was varied from 0% (all orthogonal) to 100% (equal probability of orthogonal and diagonal) in 1% steps. After attempting to place rods at every lattice site in random order, the process was repeated until only isolated single lattice points remained (i.e. the jamming limit was reached). For each probability step, the simulation was repeated 200 times. The number of rods with each orientation and the jamming limit was recorded for each repetition of the simulation.
Chapter 5: MEMS Platform for In Situ Characterization of Nanoparticle Assembly


5.1 Chapter Summary and Motivation

One of the primary challenges in developing a mechanistic understanding of nanometer-scale assembly is the lack of methods for the direct visualization of the assembly processes. Liquid-cell microscopy in the TEM has emerged in recent years as a potential gateway for real-time and real-space interrogation of fluidic systems. TEM evaluation provides ultra-high spatial resolution information in liquids, even down to the atomic scale. However, there are significant concerns related to replication of relevant experimental conditions due to artifacts resulting from the liquid-cell architecture (geometric confinement, concentration depletion, surface effects, flow control) and electron-beam irradiation (radiolysis and electrostatic charging). The relative impact of these factors is difficult to measure with TEM experiments alone and other techniques, such as liquid-cell SEM, optical microscopy, optical spectroscopy and x-ray techniques can provide complimentary information to the TEM analysis. A correlative approach using multiple imaging and analytical techniques will allow a more complete understanding of the impact of these artifacts and should allow the determination of conditions appropriate for a given liquid-cell experiment. This chapter highlights the development of a MEMS-based liquid-cell platform that can be custom tailored to the specific experiment and is
compatible with a range of different imaging techniques and modalities. Specifically, two liquid
cells were designed based on a single MEMS platform utilizing silicon nitride membranes to
isolate the fluidic environment from the microscope vacuum: 1) an SEM liquid cell that enables
temperature-controlled experiments with a large fluidic reservoir and 2) a TEM liquid cell utilizing
surface-micromachined nanochannels for precise control over liquid-layer geometry and fluid
flow.

5.2 Introduction

Electron microscopy has long been a characterization method of choice for imaging
nanoparticles and nanoparticle assemblies due to the high spatial resolution as well as the ability
to analyze chemical and atomic structure. The high vacuum required in the standard electron
microscope has generally precluded the direct imaging of liquid or samples with high vapor
pressure. As a result, a number of liquid-cell approaches have been developed which isolate the
liquid from vacuum while maintaining the ability to image objects in the liquid. This has been
primarily accomplished through the use of MEMS-based devices with electron-transparent silicon
nitride membranes. Such devices have already been used for in situ TEM observation of
nanoparticle diffusion and beam-induced nanoparticle synthesis, movement and
aggregation.138,279,283-285 More recently, methods have been refined to allow in situ observation of
nanoparticle assembly from discrete building blocks.106,141-143 However, in almost all cases, energy
deposited by the electron beam is utilized to trigger the observed processes. While these
phenomena are interesting and the results may be extrapolated to a more generalized understanding
of nanoparticle assembly, these devices are not yet practical tools to help develop and refine ex
situ assembly strategies. The primary challenges in transforming liquid-cell EM into a reliable
analytical methodology revolve around the complexity of the beam-induced interactions, the complications of the liquid-cell geometry and a general lack of methods to make experiments repeatable and representative.\textsuperscript{133,286,287}

The standard TEM liquid cell, as shown in Figure 5.1a, requires the use of two silicon nitride membranes which isolate a thin liquid layer from the chamber vacuum. The distance between the membranes is defined by a patterned spacer layer on one of the two chips and is typically in the range of 100 nm to 1 μm.\textsuperscript{134} These devices allow the imaging of fluidic samples, but have significant limitations in terms of spatial resolution and uniformity. In general, they are characterized by membranes that bow out under the differential pressure in the microscope, which causes variation in liquid thickness and difficulty maintaining thin, uniform liquid layers. In addition, only diffusive flow is possible in these devices, which allows flushing of the cell, but does not allow for controlled flow experiments. Finally, the standard TEM holder geometry makes it difficult to provide uniform heating or temperature control in the device. In contrast, the SEM liquid cell, as shown in Figure 5.1b, relies on a single silicon nitride membrane suspended over a fluid-filled cavity. While generally less popular than the S/TEM approach, SEM liquid cells with various membrane materials (silicon nitride, graphene, graphene oxide, polymer) have been demonstrated.\textsuperscript{288-292} These devices are inherently lower in spatial resolution due to increased scattering of the lower energy (\textasciitilde{}1-30 keV) electron beam, have lower temporal resolution (compared to TEM) due to serial scanning and provide lower sensitivity imaging. However, the high depth of focus of the SEM reduces the impact of membrane bowing and some degree of flow control should be possible, although integrated microfluidic SEM cells have not yet been constructed. Imaging is accomplished \textit{via} a backscattered electron (BSE) signal that is sensitive to
average atomic number and can easily visualize electron-dense materials on or near the membrane surface. Further, the SEM chamber is sufficiently large to accommodate a Peltier stage or other heating/cooling stages for temperature control. Overall, in situ liquid cell SEM is uniquely suited for imaging structures on the membrane surface with moderate spatial resolution (>1 nm) and temporal resolution (>0.01 Hz).

Figure 5.1 Schematic illustrations of various liquid cell approaches using silicon nitride membranes (green) including a) standard TEM liquid cell, b) SEM liquid cell and c) suspended nanochannel TEM liquid cell. (Adapted with permission from an illustration by Serkan Butun)

For the specific case of imaging DNA-linked gold nanoparticle assembly in the liquid cell, it is important to understand the types of electron-beam interactions that can influence the assembly process to inform the experimental design. First, the direct electron-beam damage mechanisms will be explored, which can be divided into two broad categories: knock-on damage and radiolysis. Knock-on damage occurs as a result of high-angle elastic scattering that can cause atomic displacement in the sample. This is the primary damage mechanism in conductive, inorganic materials where radiolysis is suppressed. Knock-on damage is characterized by a material-dependent threshold energy in the range of several 10’s or 100’s of keV and thus typically
only a concern in TEM experiments.\textsuperscript{294} Radiolysis is the dominant damage mechanism for organics, resulting from inelastic scattering of the primary electron beam and shows increasing scattering cross section at lower energy.\textsuperscript{293} As a result, damage by radiolysis is expected to increase with both the lower beam energy and the increased sample thickness in SEM experiments. For a given experiment, a critical dose ($D_c$) can be defined below which no beam-induced change is detectable. However, an additional important factor is the dose rate, which is controlled by the beam current and the imaging/scanning methodology. By carefully managing the dose rate, some systems can be imaged indefinitely without any detectable damage.\textsuperscript{295} The effects of radiolysis in liquid systems are myriad, but include significant changes in pH, production of radical species or other molecular products and direct bond scission.\textsuperscript{120,296} A second consideration for electron-specimen interactions is that of electrostatic charging effects in solution or on the silicon nitride membrane. While some obvious effects of charging have been noted including repulsion of charged nanoparticles\textsuperscript{279,297} and general slowing of particle movement,\textsuperscript{298,299} the electric fields generated in the liquid cell may also have significant effects on local reactant concentrations due to ion migration.\textsuperscript{300,301}

This chapter focuses on the design, fabrication and testing of two types of novel liquid cells based on a single MEMS-based platform: the SEM liquid cell (Figure 5.1b) and the nanofluidic TEM liquid cell (Figure 5.1c). The SEM liquid cell has the unique capability to provide uniform temperature control, contains a large fluidic reservoir and has electrical contacts for electrochemical studies, application of electric fields or local probing. The temperature control capability is demonstrated for the adsorption and desorption of DNA-linked gold nanoparticles. Imaging capabilities in this system are demonstrated using the BSE signal and supported by Monte
Carlo simulations. In addition, the use of sparse imaging to minimize the electron exposure dose is illustrated. Proof-of-concept studies using the nanofluidic cells (in both SEM and TEM) are demonstrated and finite element modeling of an on-chip heater will demonstrate the potential for uniform heating of the nanochannel.

5.3 Results and Discussion

5.3.1 Design of MEMS Chips and Holders

The liquid cell designs presented in this chapter are based on different implementations of a single MEMS chip platform. The design criteria for this platform include: 1) compatibility with SEM and TEM instruments (and ultimately other techniques), 2) electron-transparent imaging region, 3) integrated electrical contacts, 4) compatibility with a range of different solvents/fluidic environments, 5) customizable for a given experiment. The resulting MEMS chips are based on 5 mm × 10 mm × 500 µm silicon chips coated with low-stress LPCVD silicon nitride. This chip design is larger than most commercial liquid cells and thus provides more “real estate” for a variety of on-chip components, microfluidic channels, etc. Two primary types of liquid cell chips were fabricated for the SEM liquid cell (Figure 5.1b) and the nanofluidic TEM liquid cell (Figure 5.1b). The standard SEM liquid cell design can also be utilized as an in situ electrical biasing holder (with up to 8 contacts) in SEM or TEM and examples of such chips are shown in Figure 5.2a,b. The advantages of this standardized platform are numerous, including the ability to fabricate multiple chip designs on a single wafer and the ability to transfer chips between instruments. For example, it is possible to carry out an SEM liquid-cell experiment (e.g. nanoparticle assembly or beam-induced deposition), then remove the chip from the SEM liquid cell holder and image the same sample under the TEM.
Figure 5.2 Liquid-cell MEMS chips showing a) example electrode configuration and b) bare silicon nitride window. The custom-built SEM liquid cell holder c) prior to loading, d) after loading and e) mounted on the Peltier stage in the SEM with heaters and temperature sensor. The custom-built electrical biasing TEM holder showing f) electrical connectors and g) loaded with nanofluidic TEM liquid cell.

The SEM liquid cell design is shown schematically in Figure 5.1b and consists of a single silicon nitride membrane that is suspended over a cavity, which is sealed by an o-ring. The SEM liquid cell holder is shown in Figure 5.2c-e and provides a cavity volume of approximately 8 µL, which can be decreased by using “plugs” for controlled-volume experiments. The holder is constructed of titanium to provide compatibility with a range of different experiments (a similar aluminum prototype was used for many experiments herein). The chip is sealed by securing a lid, which compresses the o-ring and secures the microfabricated electrodes (if necessary) against spring-loaded beryllium-copper contacts on an 8-pin electrical connector. These contacts are
connected to a feedthrough in the microscope chamber for external connection. For liquid-cell experiments, the electrodes can be used for a number of different applications including *in situ* Joule heating, temperature measurement, electrochemical studies and electrokinetic flow. In this preliminary design, heating is achieved by means of two power resistors (5 W, 10 Ω) placed on either side of the holder with temperature monitored *via* a local platinum resistance thermometer (PRT) placed close to the chip area. Cooling (and supplemental heating) is achieved by means of a small Peltier cooling stage provided by microscope manufacturer. The Peltier stage is controlled by the microscope software and the heaters are controlled *via* an external DC power supply either manually or by a PID pulse-controller. The automated PID control is ideal for precise temperature control, but the pulsed-DC power causes interference with microscope imaging. This setup provides temperature control in the range of approximately 15 – 100+ °C by combination of the two systems. A revised sub-stage is currently being designed and fabricated, which utilizes a larger Peltier element (300 W) and an automated controller, which should be able to achieve temperature control well below 0 °C and up to 80 °C.

The TEM sample holder is shown in Figure 5.2f,g (designed in collaboration with Hitachi High Technologies, Canada) and utilizes the same chip geometry and electrical connections as the SEM liquid cell. The TEM liquid cell design is show schematically in Figure 5.1c and the primary difference between these chips and the SEM liquid cell (and traditional TEM liquid flow cells) is that the chips are designed to be self-sealing, without an external o-ring. This approach is possible due to the controlled geometry of the nanofluidic channel and the ability to pump fluid through the channel *via* electrokinetic pumping. Given the small volume of the nanochannel, sufficient fluid can be supplied by means of an on-chip reservoir connected to the nanochannel by integrated
microfluidic channels, eliminating the need for external fluidic connections. For example, a typical channel has a cross section of 10 \( \mu \text{m} \times 200 \text{ nm} \) with a length of 300 \( \mu \text{m} \) in the electron-transparent region. This results in a volume of 600 fL in the viewable area of the liquid cell, which could be replenished more than 16,000 times with a small on-chip reservoir of 1 mm \( \times \) 1 mm \( \times \) 10 \( \mu \text{m} \). In addition to eliminating fluidic connections, the on-chip electrokinetic pumping system coupled with channels of well-defined geometry should enable the study of nanofluidic phenomena not previously accessible by liquid-cell TEM. The nanochannel approach also minimizes the membrane bulging effect seen in traditional liquid-cell TEM, rendering imaging possible along the entire channel at high spatial resolution. Parallel channels can be constructed to enable redundancy for conducting multiple experiments on the same chip and providing control channels to evaluate beam effects, both of which can make liquid cell TEM experiments more repeatable and representative.

5.3.2 SEM Liquid Cell

SEM liquid cells have been available commercially for some time, targeted toward the biological sciences with interest in studying cells by gold nanoparticle labeling techniques. These liquid cells use polymer membranes and other variants have been developed with different membrane materials. The primary challenge of SEM liquid cell experiments with the traditional silicon nitride membrane is that they are limited to systems with high (and heterogeneous) electron density to provide sufficient imaging contrast by backscattered electron imaging. In addition, only material on or near the membrane is visible due to the scattering of the primary electron beam at the relatively low beam energies (<30 keV). Fortunately, the study of directed assembly of DNA-linked gold nanoparticles on surfaces is particularly well suited for this technique: the gold
particles have high atomic number relative to the other components; the primary output is the particle position/orientation; and only particles on the membrane surface are of interest. To study the feasibility of imaging these systems, a 3D Monte Carlo image simulation\textsuperscript{193} was performed for 50 nm diameter gold nanoparticles suspended in water in a silicon nitride liquid cell as shown in Figure 5.3. The simulation was configured to account for nanoparticles at different distances from the membrane (0, 10, 20, 50 and 100 nm) and includes a realistic simulation of the annular solid-state BSE detector used in experiments. These data show that while imaging of the particles is possible, the image is blurred as the beam energy is decreased and with the additional gold layer (required for DNA immobilization). In addition, the intensity and sharpness of the nanoparticle images depends strongly on the particle-membrane distance. This suggests the potential for quantitative analysis of the vertical position of the nanoparticles in the liquid cell based on calibrated image analysis.

![Simulated backscattered electron images generated by 3D Monte Carlo image simulations for Au nanoparticles suspended in water below a) a 50 nm-thick silicon nitride membrane and b) a 50 nm-thick silicon nitride membrane with an 8 nm-thick Au layer. The particles are different distances from the bottom surface: 100 nm (top-left), 50 nm (bottom-left), 20 nm (top-right), 10 nm (bottom-right) and on the membrane (center). Images are simulated with different incident beam energy from 5 – 30 keV.](image)

**Figure 5.3** Simulated backscattered electron images generated by 3D Monte Carlo image simulations for Au nanoparticles suspended in water below a) a 50 nm-thick silicon nitride membrane and b) a 50 nm-thick silicon nitride membrane with an 8 nm-thick Au layer. The particles are different distances from the bottom surface: 100 nm (top-left), 50 nm (bottom-left), 20 nm (top-right), 10 nm (bottom-right) and on the membrane (center). Images are simulated with different incident beam energy from 5 – 30 keV.
One of the major design considerations for the SEM liquid cell is the size of the fluidic reservoir. Compared to TEM fluidic cells, which have very thin liquid layers, with total cell volumes in the picoliter range, the SEM liquid cell can accommodate much larger fluidic volumes on the order of microliters. This makes the SEM liquid cell capable of more accurately reproducing \textit{ex situ} experimental conditions and may ameliorate beam-induced artifacts. Specifically, the local depletion of reactants has been noted in many beam-induced nanoparticle nucleation studies inside TEM liquid cells.\textsuperscript{284,285} This causes reactions to become diffusion-limited and negatively affects the repeatability of liquid-cell experiments as well as the ability to correlate results with \textit{ex situ} studies. For the case of nanoparticle assembly, designing an experiment for the TEM liquid cell presents a great challenge. If a typical monolayer adsorption experiment is considered utilizing a 1 nM solution of DNA-functionalized 30 nm (diameter) spherical particles, a particle density on the substrate on the order of $5 \times 10^{10}$ /cm$^2$ is achieved.\textsuperscript{148} At these conditions, a minimum liquid layer thickness of approximately 800 µm is required to achieve monolayer coverage. To carry out this experiment in a TEM liquid cell with a sub-micron liquid layer, either the nanoparticle concentration must be several orders of magnitude higher or flow is required to replenish the particles, neither of which is a reasonable approximation of the \textit{ex situ} experiment. In addition, the assembly studies are often require temperature control to within 1 °C as the assembly is extremely temperature-dependent. Reports of temperature control in the TEM liquid cell are rare, but some progress has been made using sealed liquid cells and joule heating,\textsuperscript{306,307} cryogenic cooling\textsuperscript{308} or standard heating holders.\textsuperscript{309} However, even though these systems are capable of heating the sample, there are significant questions about the precision of temperature control and uniformity of heat distribution. Heating in the SEM liquid cell can be approached with a different strategy, as there is room in the SEM chamber for larger heating elements and additional thermal mass around
the liquid cell to maintain constant and uniform temperature control. Temperature control was verified by melting experiments with low melting point metals (Ga and Field’s metal) to be within 1 °C. Temperature control and uniformity were verified by thermal imaging in Figure 5.4 and shows excellent uniformity (<1 °C) across the membrane and between the membrane and the surface of the holder where the PRT is mounted.

![Thermal microscopy of the SEM liquid cell loaded with chip and water for testing showing a) temperature reference from silicon nitride window (region 1) at 44.5 °C and aluminum liquid cell surface (region 2) at 44.3 °C and b) histogram of region 1 showing temperature uniformity within about 1 °C (at a slightly higher average temperature).](image)

Figure 5.4 Thermal microscopy of the SEM liquid cell loaded with chip and water for testing showing a) temperature reference from silicon nitride window (region 1) at 44.5 °C and aluminum liquid cell surface (region 2) at 44.3 °C and b) histogram of region 1 showing temperature uniformity within about 1 °C (at a slightly higher average temperature).

As a proof-of-concept, the adsorption (hybridization) and desorption (melting) of DNA-linked gold nanoprisms was studied by in situ liquid-cell SEM. The functionalization of the SEM liquid-cell chips and the nanoparticles was carried out according to the same procedures as in the preceding chapters. For the adsorption (hybridization) studies, linker strands were hybridized ex situ on both the DNA-functionalized liquid cell chips and the nanoparticles. The nanoparticles were then loaded into the liquid cell and the chip was loaded to seal the reservoir. It was possible to image the system within 10-15 minutes of loading, which is sufficient given the kinetics of this system. The liquid cell was heated slowly in situ to 40 °C to minimize non-specific adsorption and
imaged periodically as shown in Figure 5.5. Despite their minimal thickness (7 – 10 nm), the nanoprisms are clearly visible in the BSE images and even particle overlaps can be distinguished. Care was taken to image different regions of the membrane at each time step to minimize direct electron-beam exposure effects. While an increase was noted in the density of particles adsorbed on the membrane, after three hours most regions showed only a moderate increase in particle coverage. However, the nanoparticle loading was not consistent across the membrane and tended to be higher near the perimeter of the window (Figure 5.5d). Repeated experiments resulted in similar non-uniformity, which is distinctly different from ex situ studies, which consistently result in dense monolayer formation, with minimal particle overlap or agglomeration.

![Figure 5.5 BSE images of prism adsorption experiments in the SEM liquid cell at approximately a) 30 min, b) 1 hour and c) 3 hours near the center of the window and d) 3 hours near the edge of the window. (Scale bar is 1µm)]
Particle desorption (melting) experiments were carried out by immobilizing particles on functionalized membranes *ex situ* and then loading the liquid cell with phosphate buffer (0.5 M NaCl, 0.01 M sodium phosphate, 0.01 wt. % SDS, pH = 7.4). The results of one of these studies are shown in Figure 5.6 and indicate a two-step melting process. Starting from a dense nanoparticle film, which comprises both face-bound and edge-bound prisms, the edge-bound prisms melted first in the 38-42 °C range. The face-bound prisms did not begin to desorb until a somewhat higher temperature range of 45-48 °C, which corresponds to UV-Vis melting curves for this system. However, unlike *ex situ* experiments which typically show over 90% melting above 50 °C, these films did not completely melt at high temperatures, and exhibited fairly dense films with

Figure 5.6 BSE images from SEM liquid cell prism desorption experiments at a) 27, b) 42, c) 48 and d) 60 °C. (Scale bar is 1 µm)
overlapping nanoprisms even at temperatures above 60 °C. These two studies (hybridization and melting) indicate some systematic discrepancy between in situ and ex situ experiments. One possible explanation is the limited sample volume. These experiments were completed with an early generation SEM liquid cell that maintained a liquid layer thickness of only 200 – 300 µm. As discussed previously, this liquid layer thickness may be insufficient to avoid concentration depletion during the adsorption experiments and may saturate during melting studies. Another possible explanation is the impact of the electron beam on this system. Even though care was taken to only expose each region a single time, electron-beam exposure can significantly decrease the pH of the solution,\textsuperscript{282} which can significantly alter the DNA-DNA interactions if the pH is outside the range of 5 and 9.\textsuperscript{310,311} In addition, the electron beam can cause significant charging of the silicon nitride membrane, which may result in electrostatic attraction or repulsion of the charged particles and can affect the ion concentration and distribution, which is critical for DNA hybridization.

5.3.3 Sparse Imaging for Dose Reduction

A perennial challenge in liquid-cell electron microscopy (and electron microscopy of any beam-sensitive material) is that of beam-induced damage and imaging artifacts. In beam-sensitive materials, there is often a dose budget, above which the beam can have deleterious effects on the sample. The typical solution in a scanned-probe system is to reduce dwell time to avoid such effects, but this approach is often limited by the inherently low contrast and signal-to-noise ratio in many of these systems. However, most electron micrographs captured by standard raster scanning have relatively low information content and are effectively over-sampled. Techniques can be borrowed from the field of compressive sensing to reconstruct images by exploiting the
statistical correlations that exist in undersampled datasets.\textsuperscript{312-314} This approach was implemented in conjunction with the SEM liquid cell by modification of the electron scanning system in the SEM. Instead of capturing full raster-scanned images, an electrostatic beam blanker was used to rapidly deflect the beam and only acquire signal from a user-selected (typically random) sampling mask. The resulting sparse images were then reconstructed by a dictionary-learning inpainting algorithm.\textsuperscript{273} Images of DNA-functionalized 30 and 80 nm gold nanoparticles were captured by

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sparse_imaging_results.png}
\caption{Sparse imaging results showing a) a fully sampled BSE image of 80 and 30 nm gold nanoparticles adsorbed on a gold-coated silicon nitride membrane; b) a sparse 30\% sampled experimental image collected for reconstruction of the same sample; c) the reconstruction of the sparsely sampled image showing strong similarity and dramatically reduced background noise as compared with (a). Zoomed in image d) of the inset in (c) highlighting the noise present in most BSE images from the SEM liquid cell and e) the same inset from the reconstruction, which was experimentally collected after the fully sampled image. The highlighted region displays features that are present and observable in the sparse imaging method, that were attracted to the region when capturing fully sampled images.}
\end{figure}
full raster scanning followed by sparse imaging with 30% sampling as shown in Figure 5.7. These images illustrate the power of the sparse image reconstruction to recover all of the detail in the fully sampled image (including pinholes in the gold coating and all 30 nm particles) while also providing a de-noised image. The red circles in Figure 5.7e. show particles/features not present in the fully-sampled image that likely adsorbed during the imaging process, possibly due to a combination of electrostatic interactions and electron beam-induced cross-linking of the DNA linkers. While the advantage of this type of approach is likely sample-dependent, such sparse imaging routines have been shown to be superior to denoising algorithms for the same acquisition time.\(^{315}\)

5.3.4 Nanofluidic TEM Liquid Cell

The study of fluid flow in nanochannels is an active area of research with potential implication in technologies with diverse applications including DNA sequencing, energy conversion, molecular separations and oil and gas exploration.\(^{316,317}\) Fluidic interactions under extreme geometric confinement are distinct from more general fluid dynamics, but are still not completely understood. Most experimental work in literature on the fabrication of planar nanochannels utilizes bulk, optically transparent materials.\(^{318-320}\) In comparison, the nanofluidic channels in the TEM fluidic cell must be electron transparent and thus self-supported. This presents major challenges in the design and fabrication of the nanochannels and their integration with the on-chip microfluidics. The section will cover the work to-date on the fabrication and testing of the nanochannel liquid cell.

Nanochannel fabrication is based on a surface micromachining approach utilizing sacrificial chromium layers.\(^{321}\) Patterned chromium thin films were fabricated on the LPCVD
silicon nitride-coated substrate, defining the nanochannel dimensions. Following patterning of the chromium layer, a conformal, stress-controlled PECVD silicon nitride film was deposited on the chromium layer. Windows were opened in the silicon nitride layer and the chromium was removed with a standard chromium etchant, which contains cerium (IV) as the active component. This process can take several hours to days, but can be enhanced by galvanic coupling, if an electrode layer (i.e. electrokinetic pump) is in contact with the chromium layer. After release, the channels were filled with a gold nanoparticle suspension and sealed on both ends with epoxy. The success of the nanochannel filling process depends on the nanochannel geometry, the release methodology and the silicon nitride stress (see Figure 5.12). Ultimately, in future devices these nanochannels will remain open and interface with a microfluidic channel for fluid transport.

Nanochannels (50 nm height) filled with the colloidal nanoparticle suspension were first imaged by BSE in SEM at 30 kV as shown in Figure 5.8 prior to backside etching of the silicon wafer to release the suspended nanochannel. These images show that the nanochannel is hermetically sealed and successfully isolates fluid from the microscope vacuum. They also illustrate the hydrophobicity of the nanochannel, which shows a contact angle in the plane of the channel of approximately 150°. The hydrophobicity of the membrane in the air gap between the two fluid columns is modified by imaging with the electron beam (Figure 5.8b-c), which results in wetting of the unfilled region. Finally, the BSE image in Figure 5.8d highlights the ability to discriminate between particles on the surface and interior of the nanochannel based on their contrast and sharpness. The electron beam will undergo additional scattering through the silicon nitride membrane, rendering particles on the interior blurry and darker. Similar samples were imaged in STEM at 200 kV after the membrane was released by backside etching of the silicon
wafer. As shown in Figure 5.9, the presence of fluid in the channels was observed by the contrast present in either the transmitted electron (TE)/bright field (BF) or HAADF images. Prolonged exposure of the fluid in the channel by a focused electron probe resulted in air bubble formation due to radiolysis\textsuperscript{281} as shown in Figure 5.9d. For these experiments, the exterior of the channel was also covered with the colloidal suspension of particles and SE imaging allowed for the ability to

**Figure 5.8** SEM images of fluid-filled nanochannel on bulk substrate showing a) filled (dark) and empty (light) regions of the channel, b-c) higher magnification of area indicated in (a) showing changes in the fluid distribution after imaging and d) images of nanoparticles on the surface (blue) and interior (red) distinguishable by their relative sharpness. (Scale bars are 1 µm (a-c) and 200 nm (d))
discriminate between particles on the interior and exterior of the channel as shown in Figure 5.9e. At higher magnification, the contrast of the images showed a texture that is likely due to a replica effect by the conformation of the silicon nitride film on the polycrystalline chromium. As a result, future work may explore amorphous films (SiO₂ or α-Si) as alternatives for the sacrificial layer. Integration of the nanofluidic channels with microfluidic channels and the evaluation of electrokinetic pumping capabilities are ongoing.

**Figure 5.9** Suspended nanochannel filled with colloidal gold suspension imaged by STEM in a) SE, b) BF and c) HAADF modes showing d) air bubbles formed by radiolysis of the water in the nanochannel with a focused probe and e) discrimination of surface (blue) and interior (red) particles by SE imaging. (Scale bars are 2 µm (a-d) and 1 µm (e))

Temperature control in the nanofluidic TEM liquid cell is more challenging to execute than in the SEM liquid cell, due to the limited sample holder size. As a result, it may be preferable to
provide on-chip temperature control by Joule heating with a resistive heating element. In the traditional TEM liquid cell, it is difficult to design a heating element that provides a uniform temperature profile over the entire sample volume. However, in the nanofluidic TEM liquid cell, the small channel size allows the positioning of a heating electrode in close proximity to the nanochannel. This can be designed to provide uniform heating of the nanochannel over the entire viewing window. To evaluate this approach, finite-element modeling was carried out with COMSOL Multiphysics as shown in Figure 5.10. Joule heating of a gold heater (50 nm × 20 µm) placed on the silicon nitride surface near the window was implemented. The nanochannel was simulated as a channel of water (100 nm × 20 µm) placed on the silicon nitride window. The

**Figure 5.10** COMSOL simulations of the nanofluidic TEM liquid cell with a heating trace next to a water-filled suspended nanochannel showing a) top of the chip, b) bottom of the chip, c) mesh configuration and d) temperature map resulting from Joule heating.
simulation was configured to model conductive heat transfer, with surface-to-ambient radiation on exposed surfaces. Boundary conditions were set such that the bottom of the chip was at room temperature and the sides of the chip were open boundaries allow heat flux at the edges. The heating current was adjusted to achieve a temperature of about 47 °C. At these conditions, this simple linear heater design demonstrated a temperature uniformity of better than 2 °C in the nanochannel over the silicon nitride window.

5.4 Summary and Outlook

This work highlights the design and implementation of a MEMS-based fluidic cell platform for both SEM and TEM, with potential future application in other complementary and correlative methods. The SEM liquid cell was demonstrated with temperature control within 1 °C, which is critical for characterizing the DNA-nanoparticle systems. Both adsorption (hybridization) and desorption (melting) experiments were successfully executed with the SEM liquid cell. The melting experiments illustrated a two-part melting process whereby edge-bound nanoprisms melt at a lower temperature, a phenomenon not seen during ensemble measurements by UV-Vis. However, while the SEM liquid cell experiments are promising due to the large fluidic reservoir and temperature control, significant challenges remain. In particular, it is clear that the in situ studies are not entirely representative of ex situ experiments and the exact reason is not clear. For example, many experiments resulted in spontaneous aggregation of the nanoparticles on the membrane, which should have been separated due to steric and electrostatic repulsion. Unlike the TEM liquid cell, there are few detailed experiments of electron beam interactions at low beam energy. While similar mechanisms are at play (radiolysis, charging, etc.), these have not been explored in detail for the SEM. It is important that a more thorough evaluation of the details of
beam effects in the SEM liquid cell be carried out to inform future experiments. In addition, the capability for electrode integration in the SEM liquid cell enables the study of electrochemical processes and the impact of electric fields on nanoparticle assembly.

The nanofluidic TEM liquid cell holds great promise for a critical subset of potential *in situ* studies. Unlike the traditional TEM liquid cell, this approach allows for liquid layers of controlled thickness, allowing detailed investigations of the effects of geometric confinement on fluidic systems. Future integration of electrokinetic pumping, should allow detailed fluid dynamics studies. Through controlled modification of surface chemistry coupled with techniques such as particle image velocimetry, the effects of the electric double layer on fluid flow may be evaluated by direct imaging. This may have significant impact in fields such as energy conversion devices that take advantage of liquid slip in nanochannels.\(^{322,323}\) In addition to fundamental nanofluidics studies, this system may also be custom tailored to enable on-chip fluidic mixing of multiple components as well as on-chip heating. Such capabilities could be applied for the study of numerous processes including nanoparticle synthesis and assembly.

### 5.5 Experimental Methods

#### 5.5.1 MEMS Fabrication

MEMS chips were fabricated for both SEM and TEM liquid cells by the same general process flow, with additional process steps for the nanofluidic TEM liquid cell as described in Figure 5.11. While the full nanofluidic process flow is described below, this can be “short-cut” to produce different versions of the chips. For example, if a simple electrical biasing chip is desired for SEM liquid cell or for high vacuum TEM studies, only the electrode layer (Figure 5.11e) and
backside etching (Figure 5.11g) steps are required. The final steps in this process flow (microfluidic integration) are still under development.

The starting wafers were 500 µm thick, double-side polished, lightly-doped silicon with 50 nm low-stress LPCVD silicon nitride on both sides (Rogue Valley Microdevices). The first step
for the fabrication process was the deposition of the sacrificial chromium layer, which defines the nanochannel(s). This was deposited by electron beam evaporation (AJA) or sputter deposition (AJA Orion) with a thickness that depends on the desired nanochannel height (typically 50 – 200 nm). The channel width and length were defined by a photolithography step (Shipley S1805) using a maskless aligner (Heidelberg µPG501) followed by wet etching with chromium etchant. The silicon nitride layer that forms the top of the nanochannel was deposited either by mixed-frequency PECVD (STS LpX CVD) or as a low-stress LPCVD (Tystar) film. The PECVD approach allows precise control over the film stress by combined high- and low-frequency depositions, as shown in Figure 5.12, but may suffer from more defects (pinholes) that can negatively influence the channel integrity. Openings in the silicon nitride layer were created by photolithography (Shipley S1813) and RIE (CF₄/O₂) followed by resist strip. A lift-off process (LOR 5A/Shipley S1813) with electron beam evaporation of Cr/Au (5 nm/30 nm) was then used to fabricate the electrode layer. Microfluidic layers (5 – 50 µm) were defined by SU8 lithography using a contact aligner (Suss

**Figure 5.12** PECVD silicon nitride stress-control demonstrated by measurement of wafer curvature and application of Stoney’s formula for different ratios of high and low frequency deposition.

PECVD (STS LpX CVD) or as a low-stress LPCVD (Tystar) film. The PECVD approach allows precise control over the film stress by combined high- and low-frequency depositions, as shown in Figure 5.12, but may suffer from more defects (pinholes) that can negatively influence the channel integrity. Openings in the silicon nitride layer were created by photolithography (Shipley S1813) and RIE (CF₄/O₂) followed by resist strip. A lift-off process (LOR 5A/Shipley S1813) with electron beam evaporation of Cr/Au (5 nm/30 nm) was then used to fabricate the electrode layer. Microfluidic layers (5 – 50 µm) were defined by SU8 lithography using a contact aligner (Suss

![Figure 5.12](image_url)
MABA6). The backside release of the silicon nitride window was carried out by DRIE (STS LpX Pegasus) followed by KOH etching (30%, 80 °C with isopropanol). Following backside etching, the sacrificial Cr layer was removed by etching overnight in Cr etchant with photoresist protective layer for electrodes. The sample was then immersed in DI water for an extended period (up to several days) to completely rinse the etchant from the nanochannel(s). The capping/sealing strategy for the microfluidic channels is still under development.

5.5.2 Liquid-Cell SEM Imaging

Liquid-cell SEM experiments on DNA-nanoparticle assembly were carried out by first functionalizing the silicon nitride membrane and nanoparticles by the approach outlined in Chapter 2. The solution of interest was loaded into the fluid reservoir with a micropipette and the MEMS chip was loaded by placing it over the o-ring and gently compressing with the top plate. Sealing and membrane integrity were verified by optical microscopy prior to loading in the SEM (FEI Quanta 600F or Quanta 650 FEG). The liquid-cell holder was mounted on the SEM Peltier stage and the resistive heaters were attached to the sides of the holder with carbon tape. A surface-mount PRT (Omega SA1-RTD) was attached to the top plate of the sample holder and both the PRT and resistive heaters were connected to an electrical feedthrough in the SEM. The PRT was connected externally to an external temperature controller (Omega CSi32). For automated temperature control studies, the temperature controller was connected to a solid-state relay, which controlled the output from a variable DC power supply. However, the PID control in this approach resulted in pulsed-DC operation, which is effective for temperature control, but resulted in image interference. As a result, most experiments were conducted with manual temperature control by changing the DC voltage to achieve the desired temperature. The system was actively cooled by
reducing the DC voltage and lowering the temperature of the Peltier stage. The Peltier stage alone
does not have sufficient power to heat the sample holder above approximately 35 °C. Imaging was
carried out using the solid-state BSE detector with a 30 kV accelerating voltage. Care was taken
during imaging to expose each region of the specimen only once and to capture images more than
10 μm apart to minimize beam effects.

5.5.3 Nanofluidic Liquid-Cell Imaging

The nanofluidic liquid-cell samples were prepared by filling the released nanochannel with
a colloidal suspension of 30 nm citrate-stabilized gold nanoparticles (Nanopartz, Inc.) by capillary
action. After the channel filled with fluid, excess fluid was wicked away and the ends of the
channels were sealed. The sealing was accomplished by either by means of a standard 5-minute
epoxy or by SU8 photoresist followed by UV curing. The nanofluidic liquid cell samples were
imaged in by SEM (LEO 1525) using the Robinson BSE detector at 30 kV. The suspended
nanochannel samples were imaged by STEM (Hitachi HD2300) in SE, TE/BF and HAADF at 200
kV.

5.5.4 Thermal Imaging

Thermal imaging was carried out with an Optotherm Micro Thermal Imaging system. To
simulate in situ studies, the Peltier stage of this microscope was only used to supplement the
resistive heating elements, which were driven at similar voltages as inside the SEM. A polymer
tape was applied to the aluminum sample holder match the emissivity of the silicon nitride window
and correspondence was verified at room temperature. Measurements were acquired at multiple
temperatures and good correspondence between the sample holder and membrane area were seen
across the relevant operating range for these experiments (25 – 50 °C).
Chapter 6: Concluding Remarks

While the Summary and Outlook sections of each Chapter in this dissertation contain perspectives on future work in each area, I believe there are a few general areas worth further discussion. First, there is some divergence in opinion about what makes a system “reconfigurable.” One school of thought is that a reconfigurable system is one that should be able to switch, reversibly, from one thermodynamic equilibrium configuration to another. In fact, much of the research in nanoparticle assembly focuses on developing systems to avoid kinetically trapped configurations, usually because the equilibrium configuration is more ordered. However, I believe this is a rather narrow definition. The reconfigurable systems described in this work do exhibit some properties that likely meet these criteria, but others that do not. While not explicitly evaluated, the size-selective assembly and other examples appear to be in thermodynamic equilibrium. However, some of the nanorod configurations are likely in kinetically trapped states and although these configurations are not directly reversible, one can likely switch between the states by melting and quenching. I would argue that path-independent switching being states, rather than reversibility (path dependent) is a better criterion for reconfigurability. In addition, there are likely quite interesting and distinct properties in many metastable or kinetically trapped configurations in colloidal systems, not to mention dissipative or dynamic configurations. Biological systems would be considering by many to be the ultimate reconfigurable systems and the function of these systems relies heavily on nonequilibrium processes. It therefore seems arbitrary and unnecessarily limiting to focus only on equilibrium configurations. To this end, the types of in situ characterization tools outlined in this dissertation will likely play a major role in evaluating such non-equilibrium structures. However, rather than just focusing on in situ
characterization to develop a better understanding of *ex situ* experiments and trying to compensate for the (vast) differences in experimental conditions, new research areas can be developed by exploiting this unique environment. Much as the unique properties of nanomaterials are driven by length-scale dependencies, these systems can provide a unique reaction environment due to nanoscale confinement with high surface-to-volume, ultra-high radiation flux with tunable intensity and spatial uniformity, high electric field strength, etc. By exploiting these characteristics, rather than trying to limit their impact, *in situ* microscopy systems can become nanotechnology-enabled laboratories for the creation of new science under extreme conditions.
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Figure A.1 Ordering parameter as a function of temperature for NR2 on rectangular grid patterns with electron dose of a) 500, b) 1000, c) 1500 and d) 2000 µC/cm²
Figure A.2 Ordering parameter as a function of temperature for NR3 on rectangular grid patterns with electron dose of a) 500, b) 1000, c) 1500 and d) 2000 µC/cm².
Figure A.3 Box plots of nanorod orientation on rectangular grid patterns for NR2 with 50 nm-wide landing sites.

Figure A.4 Box plots of nanorod orientation on rectangular grid patterns for NR3 with 50 nm-wide landing sites.
Figure A.5 Box plots of nanorod orientation on rectangular grid patterns for NR2 with 60 nm-wide landing sites.

Figure A.6 Box plots of nanorod orientation on rectangular grid patterns for NR3 with 60 nm-wide landing sites.
Figure A.7 Violin plots for NR2 assembly on rectangular grid patterns with electron dose of 1000 \( \mu \text{C/cm}^2 \) and a) 40, b) 50 and c) 60 nm-wide landing sites.

Figure A.8 Violin plots for NR3 assembly on rectangular grid patterns with electron dose of 1000 \( \mu \text{C/cm}^2 \) and a) 40, b) 50 and c) 60 nm-wide landing sites.
**Figure A.9** Violin plots for NR2 assembly on rectangular grid patterns with 40 nm-wide landing sites and a) 500, b) 1000, c) 1500 and d) 2000 µC/cm² electron dose.

**Figure A.10** Violin plots for NR3 assembly on rectangular grid patterns with 40 nm-wide landing sites and a) 500, b) 1000, c) 1500 and d) 2000 µC/cm² electron dose.
Figure A.11 Histograms of NR2 orientation for square grid patterns with 40 nm-wide landing sites and a) 500, b) 1000, c) 1500 and d) 2000 µC/cm² electron dose.
Figure A.12 Histograms of NR3 orientation for square grid patterns with 40 nm-wide landing sites and a) 500, b) 1000, c) 1500 and d) 2000 $\mu$C/cm$^2$ electron dose.
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