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ABSTRACT

Centralized Radio Resource Management for Metropolitan Area Networks

Zhiyi Zhou

In the last decade, global mobile data traffic increased by more than a hundred fold times

while maintaining essentially the same monthly charge to the average mobile user. Cisco

predicts that overall mobile data traffic will continue to grow rapidly at a compound

annual growth rate of 60 percent between 2017 and year 2021. Anticipating future de-

mands, the wireless industry set an ambitious goal to increase the capacity per unit area

by three orders of magnitude through the deployment of next generation technologies,

often referred to as 5G or IMT-2020.

The capacity gain will be achieved mainly using three means: 1) increased spectral

efficiency, primarily through physical-layer improvements and the use of efficient resource

management; 2) extreme network densification to improve the area spectral efficiency;

and 3) increased bandwidth, primarily by exploiting the millimeter wave band. There has

been broad consensus that next-generation networks are going to be heterogeneous with

dense deployment of small cells under the umbrella of macro cells.
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The objective of this thesis is to formulate the general centralized resource management

problems as a class of optimization problems and to provide computationally tractable

resource management methods. In this thesis, the general resource management problems

are addressed in three aspects: 1) spectrum allocation and user association over multiple

radio access technologies. 2) scalable large-scale resource management with guaranteed

near-optimal performance. 3) joint spectrum allocation, user association, and power con-

trol for large networks.

First, we study spectrum allocation in downlink heterogeneous networks (HetNets)

with multiple radio access technologies (RATs) over different bands using the average

packet sojourn time as the performance metric. In addition to the licensed band, a

queueing model with vacation has been proposed to model the additional delay associated

with the unlicensed band. Two optimization-based schemes have been proposed and

shown to be highly effective through simulation results.

The thesis then focuses on the design of scalable centralized resource allocation al-

gorithms for large-scale networks consisting many hundred access points (APs) and user

devices. Instead of solving a convex optimization problem with an exponential number

of variables in the network size, a scalable reformulation is obtained by exploiting the

geometric graph nature of the network and provable sparsity of the optimal solution.

A pattern pursuit algorithm with low complexity is proposed to solve the reformulated

problem with guaranteed gap to the global optimum.

Finally, the joint spectrum allocation, user association, and power control problem

for large-scale networks is studied. We develop a scalable reformulation by exploiting the

hidden sparse structure of the optimal solution. An efficient algorithm is proposed to
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solve the reformulated problem with guaranteed convergence. Moreover, each iteration is

performed in closed form, which makes centralize resource allocation practically feasible

even for a very large network.
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CHAPTER 1

Introduction

The evolution to the fifth-generation (5G) wireless networks is expected to enable

a host of new services and applications that will place increasing pressure on physical

resources. The desire to increase capacity and enhance coverage is motivating trends

to deploy denser cells with more antennas, and to seek new spectrum opportunities by

moving to higher frequencies and sharing with different applications (e.g., radar) [1–3].

Those trends will introduce a high degree of network heterogeneity: macro/micro/pico

access points (APs) will vary according to spectrum assignments, energy requirements,

cost, and technology (e.g., WiFi open access, cellular, cm/mm-wave). Demand for services

will also be heterogenous, mixing different rate, latency, and mobility requests from many

user devices over time and spatial locations. The industry (3GPP) is currently developing

5G New Radio, which uses a unified, scalable, slot-based air interface across all frequency

bands to support a wide range of services from massive Internet of Things to enhanced

mobile broadband to mission-critical services [4,5].

A wireless network operator needs to plan, design, and deploy an infrastructure, and

then allocate appropriate physical resources (including frequency, time, and power) to

maximize user experience and minimize cost. The allocation problem is very challeng-

ing due to their scale and dynamics. In particular, a large number of APs need to be

deployed densely to provide coverage and capacity; yet nearby transmitters will interfere
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with each other unless they avoid using the same time-frequency slot. Especially in het-

erogeneous networks (HetNets), with many closely located small cells serving dynamic

traffic, strong time-varying inter-cell interference is to be expected. Hence traditional cell

planning, frequency reuse and power control can be ineffective. New interference models

and interference management schemes are highly desired for HetNets.

Resource allocation in wireless networks has been extensively studied over the last few

decades. Spectrum allocation schemes are basically designed either from an economic per-

spective (e.g., see [8,9]) or from a technical perspective (e.g., see [11–25,27,32–36,42]).

As for the user association problem, NP-hard nonconvex integer programming problems

are often formulated [20,21], which are typically hard to obtain a local optimum, not to

mention a global optimum. Similar to the user association problem, power control is also

known to be a hard non-convex optimization problem due to the complicated interference

coupling between links. Most importantly, there have been only a few works studying

the resource allocation problem in a large-scale network with hundreds or even thousands

of APs. Because centralized algorithms are usually not scalable to large-scale networks,

most resource allocation algorithms are designed in a distributed manner. However, this

is at the sacrifice of system performance and it is even worse for large-scale networks.

To summarize, the urgent need for redesigning resource allocation schemes and in-

terference management motivates the following fundamental questions. For large-scale

networks: (1) How to jointly optimize resource allocation? (2) What is the gap between

such optimized allocation scheme and a simple one (e.g., full spectrum reuse)? (3) What
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is the performance gain from joint consideration of spectrum allocation and user associ-

ation? (4) How to design scalable centralized resource allocation scheme (5) How should

the interference be managed if power control is added?

The objective of this thesis is to formulate the preceding general challenge as a class

of optimization problems and to provide computationally tractable resource management

methods. A distinguishing feature here is that we propose to use a central controller or

cloud to coordinate a metropolitan-scale network with many hundred APs. This architec-

ture can fully harness the power of cloud computing, big data and large-scale optimization

methods. Specifically, APs measure/estimate traffic and channel conditions and send the

cloud regular updates. The cloud periodically solves a large-scale optimization problem

for the whole network and returns the resulting allocation scheme to the APs.

We next summarize the contributions to large-scale resource management, which are

presented in Chapters 2 to 4. Conclusion and future research directions will be discussed

in Chapter 5.

1.1. Licensed and Unlicensed Spectrum Allocation and User Association

In order to support fast growing mobile data traffic, wireless operators have started

to use multiple radio access technologies (RATs) over multiple licensed and unlicensed

frequency bands. A widely used method is WiFi off-loading of cellular network traffic.

A recent proposal is side-by-side deployment of Long Term Evolution (LTE) in licensed

spectrum and LTE in unlicensed spectrum (LTE-U). In this chapter, we studied the

spectrum allocation problem in HetNets. For practical reasons, the allocation is conceived

to be on a relatively slow timescale. Such centralized control is on a relatively slow
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timescale to allow information exchange and joint optimization over multiple cells. This

is in contrast and complementary to distributed scheduling on a fast timescale.

A queueing model is introduced for the unlicensed band to capture its lower spectral

efficiency, reliability, and additional delay due to contention and/or listen-before-talk re-

quirements. Under mild assumptions, the spectrum allocation problem is formulated as

a bi-convex optimization problem. Solving this problem gives an effective and computa-

tionally efficient solution for both user association and spectrum allocation over multiple

RATs.

Two optimization-based spectrum allocation schemes are proposed along with efficient

algorithms for computing the allocations. The proposed solutions take into account traffic

loads, network topology, as well as external interference levels in the unlicensed bands.

Simulation results show that in the heavy-traffic regime, the proposed scheme sig-

nificantly outperforms both orthogonal and full-frequency-reuse allocations. In addition,

the solution to the optimization problem matches the intuition that users with relatively

higher traffic demand are mostly assigned to the licensed spectrum, while those with lower

traffic demand and less exogenous interference from the unlicensed band are assigned to

the unlicensed spectrum.

1.2. Spectrum Allocation and User Association for Large-Scale Networks

As mentioned previously, Due to irregularities of network topology and sophisticated

interference conditions, efficient joint spectrum allocation and user association becomes

extremely crucial for harnessing the full power of the infrastructure.
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In [34, 35], Zhuang et al developed a centralized optimizationbased framework for

allocating downlink spectrum resources on a relatively slow timescale. The spectrum

allocation and user association problem was formulated as a convex optimization problem

where the global optimal solution can be obtained using a standard solver. However, the

number of variables in the problem grows exponentially with the number of APs. The

space and time complexities of solving the problem for a large network of hundreds of

APs become prohibitive.

To address the preceding challenges, we derive an equivalent reformulation of the

fundamental resource allocation and user association problem from the viewpoints of

user devices. Such user-centric reformulation captures the fact that each user device’s

performance depends only on the interference pattern of no more than a constant number

of APs in the user device’s neighborhood. This allows a low-complexity reformulation

of the global problem, which reduces the total number of variables from exponential to

quadratic in the number of user devices. Moreover, a scalable reformulation is obtained

by exploiting the geometric graph nature of the network and provable sparsity of the

optimal solution. A pattern pursuit algorithm with low complexity is proposed to solve

the reformulated problem with guaranteed gap to the global optimum. Efficient algorithms

are developed to obtain near-optimal allocations for a network with up to 1,000 APs and

2,500 active users. Numerical results show that the proposed solution achieves significant

gains in terms of delay and throughput over existing schemes and is within 7% to the

global optimum in a typical scenario.
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1.3. Joint Spectrum Allocation, User Association, and Power Control for

Large-Scale Networks

Due to limited resources in current wireless networks, efficient resource allocation (e.g.,

spectrum allocation, power control, link scheduling, routing, and congestion control) is

crucial to achieving high performance and providing satisfactory quality-of-service (QoS).

Conventional spectrum allocation schemes include full spectrum reuse, partial frequency

reuse, and fractional frequency reuse [28,30,31]. However, the spectrum is either under-

utilized or over-utilized under these schemes, resulting in either low spectral efficiency or

strong link interference. Moreover, these schemes are not traffic-aware, that is, they are

not adaptive to different traffic conditions. Considering the user association schemes used

in the industry, most of them are based on simple heuristics which waste precious system

capacity and offer no performance guarantees. For example, by default, in today’s cellular

and WiFi networks devices simply associate with the base station from which they receive

the strongest signal. Power control is another way of mitigating inter-cell interference as

well as saving energy. Instead of letting each AP always transmit using full power, some

eICIC techniques, such as the almost blank subframe (ABS) control, have been proposed

in LTE and LTE-A. However, the performance of such kind of distributed algorithms is

far from optimal especially for large networks.

There have been a lot of works addressing the preceding challenges. To use spec-

trum more efficiently, opportunistic dynamic spectrum allocation methods are discussed

[46, 47]. Schemes based on game theory [48–51] or optimization [52, 53] are also well

explored. However, the maximum spectrum flexibility or utilization is hard to achieve. In

most formulations, subbands are predefined, APs can not dynamically split the spectrum
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according to user device’s traffic demand or the channel state. Also, distributed methods

are proposed to allocate spectrum at the expense of optimal solution. User association is

also a challenging problem in wireless network. In practice, users are associated to the AP

with maximum reference SINR. As for power management, proper assignments not only

save power but also avoid unnecessary interference. Numerous power saving models have

been proposed [?, 54, 55]. However, power management problems are often non-convex.

Their solutions are either computationally expensive or far from optimal.

In this chapter, we extends the work in Chapter 3 to jointly solve the problems of

spectrum allocation, user association, and power control for super large networks within

small amount of time. An efficient algorithm with low complexity is proposed to obtain a

locally-optimal allocation solution. One key distinction of the problem formulation in this

chapter is that, instead of assuming all APs always transmit using full power, we allow

each AP to apply a continuous power spectral density over the entire band, i.e., the size

of the problem of power allocation at each AP has already grown to infinity. Moreover,

we also generalize the problem formulation to accommodate various classes of network

optimization problems.
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CHAPTER 2

Licensed and Unlicensed Spectrum Allocation and User

Association

In future networks, an operator may employ a wide range of APs using diverse RATs

over multiple licensed and unlicensed frequency bands. This chapter studies centralized

user association and spectrum allocation across many APs in such a HetNet. Such cen-

tralized control is on a relatively slow timescale to allow information exchange and joint

optimization over multiple cells. This is in contrast and complementary to distributed

scheduling on a fast timescale. A queueing model is introduced to capture the lower spec-

tral efficiency, reliability, and additional delays of data transmission over the unlicensed

bands due to contention and/or listen-before-talk requirements. Two optimization-based

spectrum allocation schemes are proposed along with efficient algorithms for computing

the allocations. The proposed solutions take into account traffic loads, network topol-

ogy, as well as external interference levels in the unlicensed bands. Packet-level simu-

lation results show that the proposed schemes significantly outperform orthogonal and

full-frequency-reuse allocations under all traffic conditions.

2.1. Introduction

The wireless industry has set an ambitious goal to increase the area capacity (in bits

per second per square meter) by three orders of magnitude in the next five to ten years. In

addition to densely deploying small cells and improving the spectral efficiency [7], another
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avenue is to exploit all available spectrum, which is a relatively scarce resource [1]. Future

generation cellular networks are likely to involve multiple RATs over multiple frequency

bands (including millimeter wave). Such RATs include LTE, WiFi, and LTE-U. The prime

bands today are licensed frequency bands under 3 GHz and over 500 MHz of unlicensed

spectrum in the 2.4 GHz and 5 GHz frequency bands.

Current 4G cellular networks generally use regular frequency reuse patterns, including

full frequency reuse and fractional frequency reuse. In the former scheme, every cell uses

all available frequency bands. The latter scheme is similar, except that cells use orthogonal

frequency bands at the cell edge to reduce mutual interference. Such simple methods are

unlikely to be as effective in emerging HetNets with highly irregular topologies and and

widely varying traffic conditions across the cells.

There have been many studies on spectrum allocation in cellular networks. Some work

studies the allocation problem from an economic perspective (e.g., see [8, 9]), whereas

other work investigates this problem from a technical perspective (e.g., see [10–13, 15–

22,24,25]). Most authors formulate the allocation problem as that of deciding, for each

slice of the spectrum, which APs and/or links should use it. In addition, user association

is considered in [20,21]. In general, NP-hard nonconvex integer programming problems

are formulated, which typically have many local optima. Furthermore, the figures of merit

used in most work are physical layer performance measures such as sum rate and outage

probability. These traffic-independent metrics may not reflect a user device’s relevant QoS

in HetNets with large traffic variations in overlapping cells with complicated interference

conditions.
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To address the preceding issues, an alternative optimization-based framework was

developed in [34] and [35] for allocating downlink spectrum resources in a HetNet. This

framework allows arbitrary user association and flexible spectrum allocation with input

parameters given by traffic loads over the geographic area. This framework is well matched

to emerging centralized remote processing architectures such as cloud radio access network

(C-RAN) and cell-free massive multiple-input multiple-output systems [40]. In contrast

to most existing work [13, 15–18], which considers resource allocation on the timescale

of a frame, here the timescale of resource adaptation is conceived to be once every few

seconds or minutes. This timescale is, on the one hand, fast enough for tracking aggregate

traffic variations and large-scale fading, and, on the other hand, slow enough to allow

information exchange and joint optimization of many APs with a large number of user

devices. Another advantage is the spectrum resources can be assumed to be homogeneous

over this timescale, namely, every segment in the same band has about the same spectral

efficiency when averaged over many frames. The approach in [34] has been generalized

to incorporate energy-efficient allocation via cell activation [35] as well as the effect of

opportunistic scheduling on a fast timescale [41,42].

In this work we generalize the framework of [34] and [35] to the scenario in which

there are multiple RATs over multiple frequency bands. Resource allocation over multiple

RATs has been studied in [43–45]. In [43], the authors presented a scheme for balancing

licensed and unlicensed traffic in the case of a single femto user device and single WiFi

user device. In [44,45], joint licensed and unlicensed resource allocation algorithms were

proposed for licensed-assisted access systems for throughput and energy efficiency maxi-

mization, respectively. However, the distinct characteristics of the unlicensed bands were
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not modeled in those papers. In this work, one of the main contributions is to consider

different queueing models to distinguish the characteristics of licensed and unlicensed

bands. The multiple-band allocation problem is formulated as a bi-convex optimization

problem. A conservative allocation scheme is first proposed following the approach of [34]

and [35]. This is followed by a utilization-dependent allocation scheme which incorporates

the utilizations of the APs into the formulation to more accurately account for dynamic

inter-cell interference. An iterative algorithm is designed to solve the allocation problem

with manageable computational complexity for small systems. In each step, we solve a

convex problem with a unique optimal solution.

Another feature of this work is that the packet length is allowed to have a general

probability distribution. In prior work [34, 35, 41, 42], the packet length is assumed to

be exponentially distributed to yield a simple analytic form in the objective representing

the QoS. We show that the proposed formulation and algorithm apply to general packet

length distributions and hence a broader class of traffic conditions.

The performance of the resource allocation methods is evaluated by packet-level simu-

lations. It is shown that both the conservative allocation scheme and the utilization-based

allocation scheme significantly reduce the average packet delay in the heavy traffic regime

compared to orthogonal allocation and full-frequency-reuse allocation. The large perfor-

mance gain is observed mainly because the proposed schemes are traffic-aware and also

exploit the particular characteristics of each RAT. In addition, the utilization-dependent

allocation scheme attains the best performance over all traffic conditions due to its accu-

rate modeling of the dynamic interference among APs.
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The centralized approach to resource allocation presented here is compatible with

the emerging C-RAN, which allows many remote radio function units to connect to a

centralized network controller. The total overhead for the network controller to perform

the proposed resource allocation scheme includes collecting the spectral efficiencies of all

links and user devices’ traffic information. Since the timescale of resource adaptation is

considered to be once every a few seconds or minutes, the overhead is quite small. For

example, the rate for sending 30,000 parameters (16 bits each) every minute is only 8

kilobits per second (kbps).

The remainder of this chapter is organized as follows. The system model is introduced

in Section 2.2. An optimization problem using the conservative allocation is formulated

in Section 2.3. A utilization-dependent allocation scheme is presented in Section 2.4. The

extension to general packet length distributions is given in Section 2.5. Simulation results

are presented in Section 2.6 and concluding remarks are given in Section 2.7. All technical

proofs are relegated to the appendices.

2.2. System Model

In this section, we introduce models for user traffic, spectrum allocation, and link

throughput. The models extend those in [35] to accommodate multiple RATs. A new

queueing model is then introduced for traffic over unlicensed bands. Table 2.1 summarizes

all the symbols used throughout the chapter.
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Table 2.1. Descriptions of symbols.

Symbol Description

w(l) Bandwidth of the spectrum used by RAT l

yA,l Fraction of spectrum assigned to RAT l shared by APs in set A

xA,li→j Fraction of spectrum assigned to the link i→ j over pattern A under RAT l

sA,li→j Spectral efficiency of link i→ j over pattern A under RAT l

L Average packet length in bits

α(l) Discount factor for RAT l

p
(l)
i Power spectral density of AP i over RAT l

IA,li→j Total noise plus interference power spectral density from APs other than AP i in A to user device group j

r
(l)
j Service rate of user device group j over RAT l using the conservative allocation

λ
(1)
j Packet arrival rate of user device group j under LTE

λ
(2)
j Packet arrival rate of user device group j under LTE-U

t
(1)
j Average packet delay of user device group j under LTE

t
(2)
j Average packet delay of user device group j under LTE-U

νj Expected square vacation duration of user device group j under LTE-U

rI,lj Service rate of user device group j for interfering APs I over RAT l using the utilization-dependent model

ρ
(l)
i Utilization of AP i over RAT l

pI,l Probability of an active interfering AP set I over RAT l

σ
(l)
j Average utilization of user device group j

2.2.1. Spectrum Allocation

We consider the downlink of a HetNet consisting of n APs and many user devices. Without

loss of generality, suppose each AP can use all m different RATs, with each RAT on a

separate frequency band. Since user devices located near each other often have similar

channel conditions, these user devices can be treated as a group on the slow timescale.

This is a generalization of the extreme case where each user device group contains only

one single user device. Moreover, it suffices to carry out the slow timescale allocation to

the user device groups rather than individual user devices.

Denote the set of all APs by N = {1, ..., n}, the set of all user device groups by

K = {1, ..., k}, and the set of RATs by M = {1, ...,m}. RAT l employs its separate

homogeneous spectrum of bandwidth w(l). We allow arbitrary association so that each
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AP can simultaneously serve any subset of user device groups and each user device can

be simultaneously served by any subset of APs. Furthermore, we allow flexible resource

allocation in that each AP-user link can use an arbitrary number of RATs, where each

RAT uses an arbitrary (possibly discontinuous) subset of the available spectrum. Despite

the enormous number of possibilities, we will show that the actual AP-user association

and spectrum allocation is extremely sparse.

The key to total spectrum agility is the notion of pattern [34,35]. In general, a pattern

simply refers to a subset of transmitters. A time-frequency resource is said to be reserved

for pattern A if the resource is to be shared by transmitters in A.1 In the downlink, a

pattern A is a subset of N , and all APs in A have access to the time-frequency resources

associated with pattern A. Assuming known transmit power spectral densities (PSDs),

the pattern of a resource determines the signal-to-interference-plus-noise ratio (SINR) and

hence the spectral efficiencies of all links over the resource. The allocation problem can

then be formulated as how to divide the spectrum of each RAT among all 2n−1 nonempty

patterns. To illustrate the concept of pattern, Fig. 2.1 shows an example with three APs

operating over one frequency band. The spectrum can be divided into 23−1 = 7 segments,

where one segment is used by AP 1 exclusively (the pattern is {1}), a second is used by

AP 2 exclusively (the pattern is {2}), a third is used by AP 3 exclusively (the pattern is

{3}) and the remaining four segments include three shared by the two APs (the patterns

are {1, 2}, {2, 3}, and {1, 3}, respectively) as well as one segment shared by all three APs

(the pattern is {1, 2, 3}). If the transmit pattern of a certain spectrum resource is {1, 2},

1The notion of pattern finds its root in the concept of independent set defined in the special case where
the network is described by a conflict graph, and where nodes/links in the independent set share the
same resources [58].
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AP 3

AP 2

AP 1

spectrum

1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2

y{1} y{1,2} y{1,2,3} y{1,3} y{2} y{2,3} y{3}

x
{1,3}
1→1 x

{1,3}
1→2

x
{1,3}
3→1 x

{1,3}
3→2

1 2 3

user device 1 user device 2

Figure 2.1. Illustration of a general spectrum allocation in a 3-AP 2-user
network. The y variables corresponding to all 7 non-empty patterns are
shown. The x variables under pattern {1, 3} are also shown explicitly.

i.e., both APs transmit, then that determines the associated spectral efficiencies of all

links, as discussed in what follows.

A network controller collects traffic load and channel/interference information from

all the APs. Because the time period of slow timescale allocation is much longer than

the channel coherence time, the channel conditions are modeled using path loss and the

statistics of fading. Given the average channel and traffic conditions, the task of the

central controller is to determine which spectrum segments to allocate to each AP, and

subsequently, which sub-segments to allocate to specific user devices associated with that

AP. To be precise, we need to solve the following three subproblems:

(1) Decide which RAT or RATs should be used to serve each user device group.

(2) Allocate the bandwidth across all 2n patterns for each RAT. This is denoted by

a 2n ×m-tuple: y = (yA,l)A⊂N,l∈M , where yA,l ∈ [0, 1] is the fraction of spectrum
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assigned to RAT l shared by APs in set A. Clearly,

∑
A⊂N

yA,l = 1, ∀l ∈M (2.1)

and an efficient allocation does not use the empty pattern, so that y∅,l = 0, for

every l ∈M .

(3) For every pattern A ⊂ N , for every AP i ∈ A, divide the bandwidth yA,l to

the user device groups. Denote the bandwidth allocated to the link i → j over

pattern A under RAT l as xA,li→j. As shown in Fig. 2.1, y{1,3} (colored yellow) is

further divided by AP 1 into two parts to serve user device group 1 and user device

group 2, respectively, while AP 3 divides the same shared spectrum differently.

Then we have:

∑
j∈K

xA,li→j ≤ yA,l, ∀i ∈ A,A ⊂ N, l ∈M. (2.2)

The user association is indirectly determined by the amount of spectrum resources as-

signed by each AP to each group. Specifically, user device j is assigned to AP i over RAT

l if and only if xA,li→j > 0 for some pattern A.

2.2.2. From Spectrum to Transmission Rates

An important measure of user device QoS is the average packet delay in the system.

The delay is determined by the packet arrival statistics and the service rates. The in-

stantaneous service rate of a user device group’s queue in turn depends on the spectral

efficiencies along with the spectrum allocated to that specific user device group. For
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simplicity, it is assumed that when AP i transmits over RAT l, it employs all patterns

available to it and applies a flat PSD p
(l)
i over the allocated spectrum. At any frequency

designated for RAT l, the instantaneous spectral efficiency achievable by the link from

AP i to user device j depends on the set of active APs A ⊂ N using that frequency. Let

this (spectral) efficiency be denoted by sA,li→j. Clearly, sA,li→j = 0 if i /∈ A. Moreover, the

spectral efficiency decreases as more APs become active, i.e., sA,li→j ≥ sB,li→j if i ∈ A ⊂ B.

On the slow timescale considered, the spectral efficiencies are either known a priori or

can be measured and sent to the central controller. For later convenience, we normalize

the spectral efficiency over RAT l using factor L/w(l) (bits/second/Hz) so that the unit

of sA,li→j is packets/second.

For concreteness in obtaining numerical results, we use Shannon’s formula for the link

efficiencies:

sA,li→j =
α(l)w(l)1(i ∈ A)

L
log2

(
1 +

p
(l)
i

IA,li→j

)
packets/s, (2.3)

where L is the average packet length in bits,2 α(l) ∈ (0, 1] is the discount factor for RAT

l, 1(i ∈ A) = 1 if i ∈ A and 1(i ∈ A) = 0 otherwise, and IA,li→j is the total noise plus

interference PSD from other APs in A to user device j, which depends on their transmit

PSDs and path loss. The discount factor of a licensed band is typically closer to one

than that of an unlicensed band due to external interference from other operators in the

unlicensed band. The discount factor is not crucial and is merely included for flexibility

of the model. The average effect of small-scale fading can be included by considering the

ergodic capacity in lieu of (2.3), which does not change the main developments.

2Packet lengths are assumed to be i.i.d. with exponential distribution; later we will show that the
proposed methods can be applied to general packet length distributions.
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Over a resource reserved for pattern A, only the subset of APs in A with data to

transmit will be using the resource at any given time. In general, the instantaneous

service rate depends on the set of transmitting APs and the rate adaptation scheme. Two

service rate models are described next.

Under the conservative allocation introduced in [34], if some of RAT l’s spectrum

resources reserved for pattern A are allocated to link i → j, then AP i transmits user

device j’s packets at spectral efficiency sA,li→j using RAT l over pattern A. This rate is

achievable even if all APs in A have data to transmit (hence the name conservative).

This is equivalent to assuming that other APs’ traffic is always backlogged. The rate

contributed by spectrum reserved for pattern A under RAT l is the product of the spectral

efficiency and the bandwidth: sA,li→jx
A,l
i→j. The total service rate for the queue of user device

j over RAT l is the sum rate of all APs and patterns, expressed as:

r
(l)
j =

∑
A⊂N

∑
i∈N

sA,li→jx
A,l
i→j packets/s. (2.4)

The advantage of the conservative allocation is that there is no need for the scheduler

(or whichever unit that performs rate adaptation) to know the state of the other APs

included in the pattern. However, the conservative rate (2.4) is a lower bound on the

actual rate because the interference is overestimated.

To adapt the allocation to the actual interference pattern, we introduce a new model,

referred to as the utilization-dependent model. Under this model, the service rate con-

tributed by the spectrum reserved for pattern A depends on the subset of transmitting

APs in A. Specifically, the service rate for user device group j over RAT l when the set
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of active interfering APs is I is expressed as:

rI,lj =
∑
A⊂N

∑
i∈N

sA∩I,li→j x
A,l
i→j packets/s. (2.5)

2.2.3. Queueing Model

Without loss of generality, we restrict the subsequent investigation to the scenario with

two RATs, where one RAT is over the licensed band (conceived as LTE) and the other is

over the unlicensed band (conceived as LTE-U). This can be easily generalized to more

than two RATs.

The traffic to user device group j is modeled as an independent Poisson point process

with rate λj packets per second. The packet lengths are independent random variables

whose average is L bits. Packets intended for each user device group are transmitted

according to the first-in-first-out (FIFO) discipline. The buffer in each queue is assumed

to be unlimited for simplicity. The traffic load of user device group j is further divided

into two streams served by the two RATs, respectively. This may be implemented by

dividing the group of user devices for association with different RATs, so that each user

device is only served by one RAT. The resulting packet arrival rates of two streams are

denoted as λ
(1)
j and λ

(2)
j , respectively, which are variables to be optimized subject to the

constraint:

λ
(1)
j + λ

(2)
j ≥ λj. (2.6)

For each RAT, the corresponding k user device groups form a system of k interactive

queues where the instantaneous service rate of each queue in general depends on which

other queues are empty.
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Figure 2.2. Illustration of queueing model for LTE-U.

The physical and/or medium access control layers of LTE-U are designed to facilitate

coexistence with other RATs in unlicensed bands, such as WiFi.3 In [61], a listen-before-

talk scheme is proposed in which carrier sensing is embedded in a deterministic portion

of a LTE subframe. In [62], the authors propose the use of LTE uplink power control to

improve LTE/WiFi coexistence. References [63] and [64] propose to enable LTE/WiFi

coexistence by muting LTE transmission on certain subframes following a pre-determined

pattern.

In this chapter, we assume that LTE-U has a listen-before-talk feature, which is likely

to be a dominant mode in emerging LTE-U standards [59]. In this mode, an AP with data

to send over LTE-U first performs carrier sensing before transmitting. We model this as

a queue with vacation and non-exhaustive service [65]. The queueing scheme is depicted

in Fig. 2.2. Specifically, the server of queue j takes a single vacation after completing

the service of each packet. The vacation duration Vj (in seconds) is a random variable

with a given distribution. The mean and variance of the vacation time depend on the

level of local interference,4 such as interference from WiFi user devices. The higher the

interference level, the more time a queue has to wait before being served.

3Challenges of such coexistence are discussed in [59,60].
4Although coexistence issues in the unlicensed band are very important over fast timescales, over slow
timescales, effective interference levels and associated packet delays suffice to characterize how LTE-U
interacts with other devices in the unlicensed band.
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2.3. Queueing Delays and A Conservative Allocation Scheme

In this section, we adopt the conservative service rate model (2.4) to develop a scheme

for allocating licensed and unlicensed spectrum. For each RAT, the corresponding k user

device groups form k independent M/M/1 queues, because the service rate of each queue

is independent of the states of other queues under the model (2.4). Let RAT 1 represent

LTE and RAT 2 represent LTE-U.

Under LTE, the average packet delay (in seconds/packet) of user device group j is

given by the average delay for the M/M/1 queue:

t
(1)
j =

1(
r

(1)
j − λ

(1)
j

)+ , (2.7)

where (x)+ = x if x > 0 and (x)+ = 0 if x ≤ 0. If r
(1)
j ≤ λ

(1)
j , the queueing delay is

infinite, i.e., the queue becomes unstable. It is important to note that the right hand side

of (7) is convex in the pair (r
(1)
j , λ

(1)
j ) on R2.

Under LTE-U, the k user device groups form k independent M/M/1 queues with single

vacation. We have:

Proposition 2.1. : The average packet delay (in seconds/packet) of a queue with

Poisson arrival rate λ and a single server rate r with single vacation V having expected

squared duration ν = E[V 2] is given by:

t =
2 + rλν

2 (r − λ)+ . (2.8)

For fixed ν, the function defined by 2.8 is convex in the pair (r, λ) on R2.
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The proof of Proposition 2.1 is given in Appendix A.1.

The joint user association and conservative spectrum allocation problem is formulated

as Problem P2.1:

minimize
r,x,y,λ,t

1∑
j∈K

λj

∑
j∈K

(λ
(1)
j t

(1)
j + λ

(2)
j t

(2)
j ) (P2.1a)

subject to t
(1)
j =

1(
r

(1)
j − λ

(1)
j

)+ , j ∈ K (P2.1b)

t
(2)
j =

2 + r
(2)
j λ

(2)
j νj

2
(
r

(2)
j − λ

(2)
j

)+ , j ∈ K (P2.1c)

r
(l)
j =

∑
A⊂N

∑
i∈N

sA,li→jx
A,l
i→j, j ∈ K, l ∈ {1, 2} (P2.1d)

λ
(1)
j + λ

(2)
j ≥ λj, j ∈ K (P2.1e)

yA,l ≥
∑
j∈K

xA,li→j, l ∈ {1, 2}, i ∈ N,A ⊂ N (P2.1f)

∑
A⊂N

yA,l = 1, l ∈ {1, 2} (P2.1g)

xA,li→j ≥ 0, j ∈ K, l ∈ {1, 2}, i ∈ N,A ⊂ N. (P2.1h)

The objective (P2.1a) is the average packet delay of all queues over the entire network.

(P2.1b) is the average packet delay of each user device group served by LTE as derived

in (2.7). (P2.1c) is the average packet delay of each user device group served by LTE-U

as derived in (2.8). (P2.1d) is the service rate of each divided user device group using the

conservative model as given in (2.4). (P2.1e) is the total traffic constraint for each user
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type (2.6). (P2.1f) guarantees the consistency of the spectrum allocation as given in (2.2).

(P2.1g) constrains the total bandwidth of each RAT to be one unit. (P2.1h) precludes

negative bandwidth. The variables in P2.1 are r,x,y,λ, t which are the vector forms

of (r
(l)
j )j∈K,l∈{1,2}, (xA,li→j)j∈K,i∈N,A⊂N,l∈{1,2}, (yA,l)A⊂N,l∈{1,2}, (λ

(l)
j )j∈K,l∈{1,2}, (t

(l)
j )j∈K,l∈{1,2},

respectively.

P2.1 is a bi-convex optimization problem because when variable λ (resp. x) is fixed,

all constraints are linear and the objective is a linear combination of convex functions in

x (resp. λ). Therefore, P2.1 can be solved by alternating optimization over λ and x.

Given λ, there are 2(2k+nk2n+2n) variables, and given r,x,y, t, there are 2k variables.

Since the sequence of objective values obtained at each iteration is lower-bounded and

non-increasing, the objective converges although it may not be a global minimum. As

shown in Section 2.6, the alternating method achieves good performance.

Theorem 2.1. : The (global) minimum average delay can be achieved by a sparse

allocation, where the spectrum of each RAT is divided into at most k segments. That is,

there exists an optimal solution that satisfies

|{A | yA,l > 0, A ⊂ N}| ≤ k, ∀l ∈M (2.9)

where | · | denotes the cardinality of a set. The same applies to the delay achieved by the

alternating optimization method.

Theorem 2.1 is proved in Appendix A.2. The theorem guarantees that although the

number of all possible patterns grows exponentially with the number of APs in the net-

work, using a small number of patterns achieves the optimal performance.
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Theorem 2.2. : Assume the channel gains are jointly continuous random variables.

The (global) minimum average delay can be achieved with at most n−1 user device groups

served by multiple APs on each RAT. That is, the optimal solution satisfies: for every

l ∈M ,

∣∣∣{j |xA1,l
i1→j, x

A2,l
i2→j > 0, for some i1, i2 ∈ N and A1, A2 ⊂ N}

∣∣∣ ≤ n− 1. (2.10)

The same applies to the delay achieved by the alternating optimization method.

Theorem 2.2 is proved in Appendix A.3. The theorem guarantees that although we

allow a user device group to be served by multiple APs, most user device groups will be

associated with only one AP in the optimal solution.

2.4. A Utilization-Dependent Allocation Scheme

In this section, we adopt the utilization-dependent service rate model (5). Unlike in

the conservative scheme, we now let each AP adapt its transmission rates to the instan-

taneous set of active interfering APs. Thus the service rate is in general higher than the

conservative rate.

In a stable interactive queueing system, each AP transmits (over each RAT) for a

fraction of the time, referred to as the utilization. Denote the utilization of AP i over

RAT l as ρ
(l)
i ∈ [0, 1]. The analysis of interactive queueing system is difficult. As an

approximation, we assume that different APs transmit independently over each RAT.

The probability of an active interfering AP set I over RAT l is then:

pI,l =

(∏
i∈I

ρ
(l)
i

)(∏
i′ /∈I

(1− ρ(l)
i′ )

)
. (2.11)
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When user device group j is served, its instantaneous service rate is one of 2n possible

values depending on the set of active APs. Thus we use a certain “average” of 2n indepen-

dent M/M/1 queues to approximate the queueing behavior of user device group j with

interactive queues. Such an approximation is reasonable under the premise that for any

AP, the influence of other APs is adequately represented by their steady state probability

distribution. Under each RAT, the average delay of user device group j is calculated as

the expected delay over 2n possible rates:

t
(1)
j =

∑
I⊂N

pI,1

(rI,1j − λ
(1)
j )+

(2.12)

t
(2)
j =

∑
I⊂N

pI,2(2 + rI,2j λ
(2)
j νj)

2(rI,2j − λ
(2)
j )+

. (2.13)

The utilization of user device group j is calculated as its expected utilization over all

possible sets of interfering APs. Specifically, when the active set of APs is I, the fraction

of time that group j is served is
λ
(l)
j

rI,lj
, and the average utilization is obtained as:

σ
(l)
j =

∑
I⊂N

pI,l
λ

(l)
j

rI,lj
, l ∈ {1, 2}. (2.14)

Since AP i may serve multiple user device groups over each RAT, the utilization of

AP i depends on the utilization of its associated user device groups. We approximate

the utilization of AP i over RAT l as its average utilization over the spectrum used.

Specifically, the average amount of spectrum used by AP i to serve its user devices is
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∑
j∈K

σ
(l)
j

∑
A:i∈A

xA,li→j. Hence AP i’s utilization is approximated as

ρ
(l)
i =

1∑
A:i∈A

yA,l

∑
A:i∈A

∑
j∈K

σ
(l)
j x

A,l
i→j, (2.15)

where
∑
A:i∈A

yA,l is the total bandwidth used by AP i over RAT l.

With the preceding approximation, the joint user association and utilization-dependent

spectrum allocation problem is formulated as P2.2:

minimize
r,x,y,λ,t,σ,ρ,p

1∑
j∈K

λj

∑
j∈K

(λ
(1)
j t

(1)
j + λ

(2)
j t

(2)
j ) (P2.2a)

subject to t
(1)
j =

∑
I⊂N

pI,1(
rI,1j − λ

(1)
j

)+ , j ∈ K (P2.2b)

t
(2)
j =

∑
I⊂N

pI,2(2 + rI,2j λ
(2)
j νj)

2
(
rI,2j − λ

(2)
j

)+ , j ∈ K (P2.2c)

rI,lj =
∑
A⊂N

∑
i∈N

sA∩I,li→j x
A,l
i→j, (P2.2d)

I ⊂ N, j ∈ K, l ∈ {1, 2} (P2.2e)

λ
(1)
j + λ

(2)
j ≥ λj, j ∈ K (P2.2f)

yA,l ≥
∑
j∈K

xA,li→j, l ∈ {1, 2}, i ∈ N,A ⊂ N (P2.2g)

∑
A⊂N

yA,l = 1, l ∈ {1, 2} (P2.2h)

xA,li→j ≥ 0, j ∈ K, l ∈ {1, 2}, i ∈ N,A ⊂ N (P2.2i)

pI,l =

(∏
i∈I

ρ
(l)
i

)(∏
i′ /∈I

(1− ρ(l)
i′ )

)
, (P2.2j)
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l ∈ {1, 2}, I ⊂ N (P2.2k)

ρ
(l)
i =

1∑
A:i∈A

yA,l

∑
A:i∈A

∑
j∈K

σ
(l)
j x

A,l
i→j, (P2.2l)

l ∈ {1, 2}, i ∈ N (P2.2m)

σ
(l)
j ≥

∑
I⊂N

pI,l
λ

(l)
j

rI,lj
, l ∈ {1, 2}, j ∈ K. (P2.2n)

The objective (P2.2a) is again the average packet delay of all queues of the en-

tire network. (P2.2d) is the service rate of each divided user device group using the

utilization model given by (2.5). The variables in P2.2 are r,x,y,λ, t,σ,ρ,p which

are of the vector forms of (rI,lj )I⊂N,j∈K,l∈{1,2}, (xA,li→j)j∈K,i∈N,A⊂N,l∈{1,2}, (yA,l)A⊂N,l∈{1,2},

(λ
(l)
j )j∈K,l∈{1,2}, (t

(l)
j )j∈K,l∈{1,2}, (σ

(l)
j )j∈K,l∈{1,2}, (ρ

(l)
i )i∈N,l∈{1,2}, and (pI,l)I⊂N,l∈{1,2}, respec-

tively. P2.2 would be equivalent to P2.1 if we let pN,l = 1, pI,l = 0 for every I 6= N , and

σ
(l)
j = 1 for every l and j. (This is a feasible suboptimal solution.) Unlike P2.1, P2.2 is

not bi-convex because new variables and nonlinear constraints are introduced. However,

when fixing the variables σ,ρ and p, it becomes bi-convex. Therefore, we divide P2.2

into two subproblems and solve them alternately to update all the variables.

Given σ,ρ and p, we update r,x,y,λ, t by solving subproblem P2.3:

minimize
r,x,y,λ,t

1∑
j∈K

λj

∑
j∈K

(λ
(1)
j t

(1)
j + λ

(2)
j t

(2)
j ) (P2.3a)

subject to
∑
I⊂N

pI,l
λ

(l)
j

rI,lj
≤ σ

(l)
j , l ∈ {1, 2}; j ∈ K (P2.3b)
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(P2.2b)− (P2.2i). (P2.3c)

(P2.3b) constrains the utilization of user device groups. The structure of subproblem

P2.3 is similar to that of P2.1. It can be solved by alternating optimization over λ and

x.

Given r,x,y,λ, t, we update σ,ρ and p. There are 2(2n +n+ k) variables and equa-

tions. To solve them with low complexity, Algorithm 2.1 updates σ,ρ and p iteratively as

in [41,42]. Here m denotes the iteration. Convergence of the algorithm can be established

similarly as in [41,42]. In addition, the solution obtained by Algorithm 2.1 is feasible for

(P2.2j)-(P2.2n).

Algorithm 2.1 Update σ,ρ and p

Step 1. Initialization: set initial utilization of user device groups σ(0);
Step 2. Update:

σ
(l)
j (m)←

∑
I⊂N

pI,l(m− 1)
λ
(l)
j

rI,lj
,

ρ
(l)
i (m)← 1∑

A:i∈A
yA,l

∑
A:i∈A

∑
j∈K

σ
(l)
j (m)xA,li→j,

pI,l(m)←
(∏
i∈I
ρ

(l)
i (m)

)(∏
i′ /∈I

(1− ρ(l)
i′ (m))

)
,

m← m+ 1;
Step 3. if ‖ σ(m) − σ(m − 1) ‖≥ ε, where ε is a fixed threshold, repeat Step 2;
otherwise terminate with
σ

(l)
j ← σ

(l)
j (m), ρ

(l)
i ← ρ

(l)
i (m), pI,l ← pI,l(m), l ∈ {1, 2}, j ∈ K, i ∈ N, I ⊂ N .

P2.2 is then solved using Algorithm 2.2, which alternates between solving the two

corresponding subproblems. Each step in Algorithm 2.2 is an easier problem. Therefore,

P2.2 can be solved iteratively with low complexity. Convergence of Algorithm 2.2 can

also be similarly established as in [41,42].
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Algorithm 2.2 Iterative algorithm for solving P2.2

Initialization: x← 0;x′ ← 1;σ
(l)
j ← 1,∀j ∈ K, l ∈ {1, 2};

ρ
(l)
i ← 1,∀i ∈ N, l ∈ {1, 2}; pN,l ← 1, pI,l ← 0, ∀I ⊂ N , I 6= N .

while ||x− x′|| > ε do
1. x′ ← x;
2. Update r,x,y,λ, t by solving P2.3;
3. Update σ,ρ,p by using Algorithm 2.1.

end while

2.5. Extension

So far, the packet lengths have been assumed to be i.i.d with exponential distribution,

which results in exponentially distributed service times for the packets. In this section,

we show that the proposed schemes and algorithms also apply to general packet length

distributions as long as the first and second moments of the service time can be written

in the form:

E[X] =
β

r
, (2.16)

E[X2] =
η

r2
, (2.17)

where r is the service rate and β and η are positive numbers. A wide class of distributions

have such characteristics. For example, β = 1 and η = 2 correspond to exponential service

time; β = 1 and η = 1 correspond to constant service time. In general, the queues in the

system are not M/M/1 queues. In contrast to (2.7) and (2.8), the formulas for calculating

the average packet delay of user device group j become:

t̂
(1)
j =

(1
2
η − β2)λ

(1)
j + βr

(1)
j

r
(1)
j

(
r

(1)
j − βλ

(1)
j

)+ , (2.18)
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Table 2.2. Parameter Values.

Parameters Value/Function

AP transmit power 23 dBm

Total bandwidth for each RAT 10 MHz

Average packet length 0.5 Mbits

AP to user device pathloss 140.7 + 36.7 log10(R)

t̂
(2)
j =

(1
2
η − β2)λ

(2)
j + βr

(2)
j + 1

2
νjλ

(2)
j

(
r

(2)
j

)2

r
(2)
j

(
r

(2)
j − βλ

(2)
j

)+ . (2.19)

Then the objective function in P2.1 is rewritten as:

Û =
∑
j∈K

(λ
(1)
j t̂

(1)
j + λ

(2)
j t̂

(2)
j ). (2.20)

Proposition 2.2. : The objective function (2.20) is bi-convex in λ and r.

The proof is in Appendix A.4. Due to Proposition 2.2, the techniques proposed in

Section 2.3 and Section 2.4 still apply to the problem of user association and spectrum

allocation with general packet length distribution.

2.6. Numerical Results

Simulations were performed using the network topology depicted in Fig. 2.3. The

HetNet is deployed over a 100 × 200 m2 area. Five APs, denoted by triangles, and 15

user device groups, denoted by the squares, are randomly dropped within the area. The

spectral efficiency is calculated from (2.3) assuming α(1) = 1 and α(2) = 1/2 with a 30 dB

cap on the received SINR. (An SINR greater than 30 dB is regarded as 30 dB.) Other

parameters used in the simulation are given in Table 2.2, and are compliant with the LTE
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Figure 2.3. Topology of the 5-AP network.

standard5 [66]. The results for actual packet delay with the utilization service rate model

were obtained through a packet-level simulator, which determines the transmission time

of each packet given the instantaneous set of active interfering APs.

2.6.1. The Conservative Allocation Scheme

The conservative spectrum allocation and user AP-user association according to the solu-

tion of P2.1 under different traffic loads are shown in Fig. 2.4 and Fig. 2.5. Each smaller

rectangle indicates the spectrum allocation at the corresponding user device group. The

different colors represent different patterns. The amount of spectrum resources allocated

to each user device group under each pattern is denoted by the size of the corresponding

5Note that the pathloss models for different RATs need not be the same.
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(a) Spectrum allocation pattern for LTE

(b) Spectrum allocation pattern for LTE-U

Figure 2.4. Spectrum allocation patterns under heavy traffic, νH = 1, νM =
0.01, νL = 0.0025.

bar inside the rectangle. The normalized average packet arrival rate relative to the total

(sum) average arrival rate of each user device group as well as the intensity of nearby

interference from the unlicensed band are shown above the rectangle. For example, for

the user device group at the top left, 19/28 of its traffic load is served by LTE while
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(a) Spectrum allocation pattern for LTE

(b) Spectrum allocation pattern for LTE-U

Figure 2.5. Spectrum allocation patterns under light/medium traffic, νH =
1, νM = 0.01, νL = 0.0025.

the remaining 9/28 is served by LTE-U. There are three interference levels, referred to

as “High”, “Medium” and “Low”, according to the intensity of the interference from the

unlicensed band. For concreteness, we let the corresponding second moments of the va-

cation duration in 2.8 be νH = 1, νM = 0.01, νL = 0.0025. When the second moment
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νL = 0.0025, the average vacation time is similar to the average packet service time,

which is about 0.05 seconds/packet. Each line segment joining an AP and a user device

group describes their association. The color bars on the right of each figure shows the

actual spectrum partition into different patterns. Theorems 2.1 and Theorem 2.2 can be

verified by counting the number of pieces in the partition and the number of rectangles

connecting multiple triangles, respectively. For instance, in Fig. 2.4, the licensed band is

partitioned into 7 segments and the unlicensed band is partitioned into 6 segments. Both

numbers of partitions are smaller than the number of user device groups. Moreover, there

is only one user device group served by multiple APs in the unlicensed band.

Fig. 2.4 shows the spectrum allocation patterns for the licensed and unlicensed bands

in a high traffic scenario. The licensed band is partitioned into 7 segments and the

unlicensed band is partitioned into 6 segments. The results show that the spectrum

resources allocated to each user device group is roughly proportional to the corresponding

traffic demand. Since the licensed band alone cannot support all the user device groups,

some user device groups with low traffic demand are served by the unlicensed band only

and most licensed spectrum is allocated to the user device groups with high traffic. In

addition, even though some user device groups have high traffic demand (e.g., the top

right one), more unlicensed spectrum is allocated to them because they do not have much

nearby interference from other RATs in the unlicensed band. In contrast, some user

device groups with low traffic demand (e.g., the one in the middle with arrival rate 2

packets/second) may also be allocated licensed spectrum if the nearby interference from

the unlicensed band is severe.
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Figure 2.6. Analytic and simulated delay for the utilization model.

Fig. 2.5 shows the spectrum allocation patterns for the licensed and unlicensed bands

in a medium/low traffic scenario. The licensed band is partitioned into 6 segments and

the unlicensed band is partitioned into 4 segments. Since the licensed band alone is almost

enough to support all the user device groups, most of them are served by the licensed

band, and only a few of the user device groups are served by the unlicensed band because

of the low traffic demand and lower interference generated within that band. In addition,

most spectrum is allocated to the user device groups with high traffic.

2.6.2. The Utilization-Dependent Allocation Scheme

Clearly, the delay obtained by using the conservative allocation is an upper bound on the

delay based on the utilization-dependent model. To validate the utilization-dependent
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Figure 2.7. Comparison of the proposed schemes with benchmark schemes.

model, a packet-level simulator was used to compare the theoretical delay with the actual

delay, shown in Fig. 2.6 The service (transmission) time of a packet is part of the packet

sojourn time excluding the queueing delay. The horizontal axis is the average traffic load

of each user device group. All curves in Fig. 2.6 are based on the same spectrum allo-

cation. The utilization approximation is quite accurate with light traffic. With heavy

traffic the approximation becomes coarser due to more interactions among APs. In addi-

tion, compared with delay, the service time increases much more slowly with traffic load,

indicating that the spectrum is efficiently allocated to mitigate interference among APs.

Fig. 2.7 compares the optimization objective, average packet sojourn time, for the

conservative and the utilization-dependent allocation schemes with orthogonal and full-

reuse allocations. As the traffic increases to 40 and 50 packets/s, respectively, full-reuse
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and orthogonal allocations fail to support all the user device groups, suggesting these

are the maximum throughputs under these two allocation schemes, respectively. Hence,

the proposed conservative and utilization-dependent allocation schemes achieve signifi-

cantly larger throughput regions than the other schemes. In addition, both conservative

and utilization-dependent allocation schemes yield significant gain especially in the high

traffic scenario. The reason is that the proposed spectrum allocation schemes are traffic-

aware, i.e., in the low traffic regime, it is better to reuse most of the spectrum, while in the

high traffic regime, it is better to adaptively allocate the spectrum across APs. Further-

more, the proposed schemes exploit the particular characteristics of the RATs. That is,

user device groups receiving less external interference from the unlicensed band are more

likely to be allocated spectrum from that band. Furthermore, the actual delay based

on the conservative allocation is also shown, which is between the theoretical delay us-

ing conservative allocation and the actual delay using the utilization-dependent allocation

scheme. The utilization-dependent allocation scheme always outperforms the conservative

allocation scheme since it accurately accounts for dynamic inter-cell interference. In light

traffic, the allocation based on the utilization-dependent model reduces the average delay

by about 40% compared to the conservative allocation, and this improvement becomes

smaller as traffic loads increase.

Fig. 2.8 shows the optimal allocations for the licensed and unlicensed bands under dif-

ferent traffic loads using the conservative and utilization-dependent allocation schemes.

Rectangles represent frequency bands and solid ones are used by the corresponding APs.

A vertical stack of rectangles then represents a reuse pattern. The length of each rectangle
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Table 2.3. Runtimes for solving P2.1 and P2.2

Arrival rate (packets/second) 10 20 30 40 50 60 70

Runtime of solving P2.1 (seconds) 3.47 3.44 6.01 7.09 8.19 5.98 6.22

Runtime of solving P2.2 (seconds) 14.63 11.37 18.61 25.62 29.42 35.23 32.75

is proportional to the fraction of the whole spectrum occupied by the corresponding pat-

tern. In both Fig. 2.8(a) and Fig. 2.8(b), when traffic loads are low, the allocation scheme

using the utilization-dependent model tends to be full reuse, and as traffic loads increase,

the scheme tends to orthogonalize the spectrum. In comparison with the conservative al-

location, which remains orthogonal under different traffic loads, the utilization-dependent

allocation uses the spectrum more efficiently since it approximates interactions among

APs more accurately.

2.6.3. Runtime considerations

The optimization problems P2.1 and P2.2 were solved in Matlab using CVX [67] and the

default convex program solver on an Intel Core i5 2.6 GHz quad-core computer with 8

GB RAM. Runtimes for solving P2.1 and P2.2 are shown in Table 2.3. In light traffic

the runtimes are relatively short, indicating few iterations (alternate optimizations). The

short runtimes indicate that the proposed schemes can be applied on the slow timescale

considered for small to medium-size networks.

Although measuring and exchanging the side information needed for the optimizations

requires only a modest amount of overhead, especially for a network cluster with about

20 APs, the number of variables in P2.1 and P2.2 increase exponentially with n. Hence

the proposed schemes do not scale to large networks with hundreds of APs. Scalable
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algorithms for solving similar optimization problems (with a single RAT) are presented

in a recent paper [32]. The approach presented there, which can be applied to large

networks with hundreds of APs, can also be applied to the type of multi-RAT networks

considered here.

2.7. Summary

We have studied spectrum allocation in downlink HetNets with multiple RATs over

different bands using the average packet sojourn time as the performance metric. In addi-

tion to the licensed band, a queueing model with vacation has been proposed to model the

additional delay associated with the unlicensed band. Two optimization-based schemes

have been proposed and shown to be highly effective. A sparse allocation (in terms of

both the number of spectrum segments and user association) achieves the optimal network

utility. Simulation results show that the proposed allocation schemes yield user associa-

tions and spectrum allocations, which utilize the spectrum of each RAT more efficiently

compared with the benchmark allocation schemes, namely, orthogonal frequency reuse

and full-frequency-reuse.
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CHAPTER 3

Spectrum Allocation and User Association for Large-Scale

Networks

This work studies centralized slow-timescale spectrum management in metropolitan

area networks with a very large number of APs and user devices. The joint spectrum allo-

cation and user association problem is first formulated as a convex optimization problem

with an exponential number of variables in the network size. A scalable reformulation is

obtained by exploiting the geometric graph nature of the network and provable sparsity

of the optimal solution. A pattern pursuit algorithm with low complexity is proposed to

solve the reformulated problem with guaranteed gap to the global optimum. Efficient al-

gorithms are developed to obtain near-optimal allocations for a network with up to 1,000

APs and 2,500 active users. Numerical results show that the proposed solution achieves

significant gains in terms of delay and throughput over existing schemes and is within 7%

to the global optimum in a typical scenario.

3.1. Introduction

With increasing number of smart terminals and widening use of mobile Internet appli-

cations, we are witnessing an explosion of mobile traffic in commercial networks. Dense

deployment of APs or small cells in addition to macro cells over a large area has been

considered as a promising candidate for future 5G networks. The flexible multi-tier ar-

chitecture can better match highly dynamic traffic demands of user devices to possible
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serving APs. Due to irregularities of network topology and sophisticated interference con-

ditions, efficient joint spectrum allocation and user association becomes extremely crucial

for harnessing the full power of the infrastructure.

There have been many studies of resource management in cellular networks [12, 13,

16, 20, 23, 24, 26, 27, 33]. In [13], a dynamic fractional frequency reuse scheme was

proposed to combat the inter-sector interference. In [16], a heuristic greedy search was

proposed for user association. In [23,24], a utility maximization framework and pricing-

based association methods were proposed. The association problem was jointly considered

with resource allocation in [12, 20]. In general, most of these work gives sub-optimal

solutions either by solving a non-convex optimization problem or by running a distributed

algorithm, which is far from optimal.

In [34, 35], Zhuang et al developed a centralized optimization-based framework for

allocating downlink spectrum resources on a relatively slow timescale. The spectrum

allocation and user association problem was formulated as a convex optimization problem

where the global optimal solution can be obtained using a standard solver. However, the

number of variables in the problem grows exponentially with the number of APs. The

space and time complexities of solving the problem for a large network of hundreds of

APs become prohibitive.

To address the preceding challenges, we derive an equivalent reformulation of the

fundamental resource allocation and user association problem from the viewpoints of

user devices. Such user-centric reformulation captures the fact that each user device’s

performance depends only on the interference pattern of no more than a constant number

of APs in the user device’s neighborhood. This allows a low-complexity reformulation
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of the global problem, which reduces the total number of variables from exponential to

quadratic in the number of user devices. In related work [36,37], Zhuang et al proposed

a scalable solution using convex relaxation and a heuristic coloring algorithm to compute

a global spectrum allocation. In contrast, the treatment here is simpler, and we provide

a more efficient algorithm with guaranteed performance. Specifically, we design a pattern

pursuit algorithm and prove that it can yield a solution within any given gap from the

global optimum. The framework here applies to all concave utility functions.

The underlying practical problem we wish to address is how to allocate resources in

a metropolitan area network consisting of a very large number of APs and user devices.

The total overhead for the network controller to perform the proposed resource allocation

scheme is easily manageable if the timescale of resource adaptation is considered to be once

every a few seconds or minutes. For example, the rate for sending 30,000 parameters (16

bits each) every minute is only 8 kilobits per second (kbps). To validate the performance

of the proposed scheme, packet-level simulations are carried out. We demonstrate the

proposed solution for networks with up to 1,000 APs and 2,500 user devices. It is observed

that the proposed scheme significantly outperforms other conventional schemes. The

performance is within 7% gap from (an upper bound of) the globally optimal utility in a

typical scenario.

The remainder of this chapter is organized as follows. The system model is introduced

in Section 3.2. The optimization problem is formulated in Section 3.3. A tractable solution

is given in Section 3.4. Simulation results are presented in Section 3.5 and concluding

remarks are given in Section 3.6. Most technical proofs are relegated to the appendices.
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3.2. System Model

We consider the downlink of a network consisting of n APs and k user devices. A net-

work controller is informed of the intensity of independent homogeneous Poisson traffic

intended for every user device. It also receives sufficiently accurate reports of chan-

nel/interference information from all the APs. The resource allocation is performed on

a slow timescale, e.g., once every a few seconds or minutes, which makes information

exchange (channel state information feedback) and joint resource allocation viable at the

central controller. In addition, since the period of slow-timescale resource allocation is

much longer than the channel coherence time, the average channel conditions can be accu-

rately modeled and measured using path loss and the statistics of small scale fading. The

frequency resources are assumed to be homogeneous on a slow timescale. Given spectrum

resource of bandwidth W Hz, the task of the central controller is to determine which

spectrum segment(s) to allocate to each AP-user link in order to maximize the long-term

network utility.

Denote the set of AP indexes by N = {1, . . . , n} and the set of user device indexes

by K = {1, . . . , k}. We allow arbitrary association so that each AP can simultaneously

serve any subset of user devices and each user device can be simultaneously served by any

subset of APs. Furthermore, we allow flexible resource allocation in that each AP-user

link can use an arbitrary (possibly discontinuous) parts of the spectrum.

The key to total spectrum agility is the notion of pattern [34, 35]. In general, a

pattern simply refers to a subset of transmitters. A resource is said to be reserved for

pattern A if the resource is to be shared by transmitters in A. We restrict our attention

to frequency resources in this chapter, but this can be generalized to time, frequency,
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and other resources (e.g., spatial resources). In the downlink, a pattern A is a subset of

N , and APs in A are allowed simultaneous access to the frequency bands reserved for

pattern A. The pattern uniquely determines the interference condition and henceforth

also the efficiency of every AP-user link under the pattern. There are 2n distinct patterns

in total, including the empty one. Because the spectrum is regarded as homogeneous

on the timescale of interest, the spectrum allocation problem can be formulated as how

to divide the spectrum among all 2n patterns and how to allocate these patterns to the

links. We illustrate the concept of pattern in Fig. 2.1 using a small network with three

APs and two user devices. The spectrum is first divided into 23 − 1 = 7 segments, where

one segment is used by AP 1 exclusively (the pattern is {1}), a second is used by AP 2

exclusively (the pattern is {2}), a third is used by AP 3 exclusively (the pattern is {3}),

and the remaining four segments include three shared by the pairs of APs (the patterns

are {1, 2}, {2, 3}, and {1, 3}, respectively), as well as one segment shared by all three APs

(the pattern is {1, 2, 3}). Each AP then divides each pattern it is allocated into two piece

to serve the two user devices.

The notion of pattern is related to the concept of independent set defined in the special

case where the network is described by a weighted/unweighted conflict graph. In a conflict

graph, since adjacent links cannot succeed simultaneously, it suffices to schedule only

patterns corresponding to independent sets. The classical problem is to find independent

sets of links that maximize the network utility. In this work, nearby links cause “soft”

interference rather than a “hard” conflict. The solution space consists of all 2n patterns

(as shown shortly, the optimal solution consists of a very small subset of patterns).

The allocation problem can be divided into the following two subproblems:
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(1) Allocate bandwidths to all 2n patterns, denoted by a 2n-dimensional vector: y =

(yA)A⊂N , where yA ∈ [0, 1] is the fraction of bandwidth shared by APs in A.

Clearly,

∑
A⊂N

yA = 1. (3.1)

An efficient allocation allocates no resource to the empty pattern, yielding y∅ = 0.

(2) For every pattern A ⊂ N , every AP in A divides the spectrum reserved for A to

serve all its associated user devices using orthogonal spectrum segments. Denote

the bandwidth allocated to the link i → j (the link from AP i to user device j)

over pattern A as wAi→j. Consequently,

∑
j∈K

wAi→j ≤ yA, ∀A ⊂ N, i ∈ A. (3.2)

As wAi→j is only defined for i ∈ A, we have exactly kn2n−1 such variables.

Although the y variables specify the pattern bandwidths only, they directly imply a

physical allocation as illustrated in Fig. 2.1. Finer allocation to AP-user links is then

straightforward. As illustrated in Fig. 2.1, a physical spectrum allocation can be easily

assembled from the set of w variables satisfying (3.1) and (3.2). Also, user device j is

associated to AP i if and only if wAi→j > 0 for some pattern A with i ∈ A.

For simplicity, it is assumed that each AP applies a flat power spectral density (PSD)

over the allocated spectrum. The spectral efficiency of link i → j over pattern A is

denoted by sAi→j. It suffices to define sAi→j only for i ∈ A as we shall not use sAi→j with
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i /∈ A in problem formulations. To preempt any concern, we let

sAi→j = 0, ∀i ∈ N \ A. (3.3)

Usually, the exclusive spectrum has higher spectral efficiency than shared spectrum. In

general, sAi→j ≥ sBi→j if i ∈ A ⊂ B. The spectral efficiency sAi→j can either be calculated

based on pathloss and other impairments or be measured over time. For concreteness in

obtaining numerical results, Shannon’s formula is used for the link efficiencies:

sAi→j =
W

L
log2

1 +
pigi→j

n0 +
∑

l∈A:l 6=i
plgl→j

 packets/second (3.4)

if i ∈ A and sAi→j = 0 if i /∈ A, where L is the average packet length in bits, pi is the

transmit PSD of AP i, n0 is the noise PSD, gi→j is the gain of link i→ j which captures

the effects of path loss and shadowing, and
∑

l∈A:l 6=i plgl→j is the interference received

from other APs operating over the same pattern A. Here the link efficiency is normalized

using factor W/L so that the units of sAi→j are packets/second.

The service rate to user device j contributed by AP i ∈ A over pattern A is sAi→jw
A
i→j.

The total service rate of user device j denoted as rj can be calculated by summing over

all APs over all patterns:

rj =
∑
A⊂N

∑
i∈A

sAi→jw
A
i→j. (3.5)
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3.3. Basic Problem Formulation

The fundamental problem is to maximize the long-term utility by adapting the user

association and multi-pattern resource allocation. Collecting the constraints (3.1), (3.2),

and (3.5), we formulate P3.1 as:

maximize
r,w,y

u(r) (P3.1a)

subject to rj =
∑
A⊂N

∑
i∈A

sAi→jw
A
i→j, ∀j ∈ K (P3.1b)

∑
j∈K

wAi→j ≤ yA, ∀A ⊂ N,∀i ∈ A (P3.1c)

∑
A⊂N

yA = 1, (P3.1d)

wAi→j ≥ 0, ∀j ∈ K, ∀A ⊂ N,∀i ∈ A (P3.1e)

where u(r) is the network utility function, and y = (yA)A⊂N and w = (wAi→j)j∈K,A⊂N,i∈A

represent the bandwidth allocations. The spectral efficiencies (sAi→j)j∈K,A⊂N,i∈A are known

parameters. Because the rate vector r = [r1, . . . , rk] is a linear transformation of the

allocation vector w through (P3.1b), the utility can be expressed directly as a function

of the allocations: u(r(w)).

P3.1 is a convex optimization problem as long as u(r) is concave in r. The sum

rate, the minimum user service rate (max-min fairness), and the sum log-rate (propor-

tional fairness) are all concave utility functions. In this chapter, we focus on the average
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(negative) packet delay as the network utility function:

u(r) = −
∑
j∈K

λj
(rj − λj)+

, (3.6)

where λj is the homogeneous Poisson packet arrival rate of user device j, and the extended

real-valued function 1/x+ = 1/x if x > 0 and 1/x+ = +∞ if x ≤ 0. It is easy to see that

1/x+ is convex on (−∞,+∞). The choice of this utility function also assumes exponential

packet length and a “conservative rate” as in [34]. If rj ≤ λj, the packet delay is infinite,

i.e., the system becomes unstable.

Theorem 3.1 ( [35]). There exists an optimal solution to P3.1 with at most k active

patterns, i.e., the optimal solution satisfies:

∣∣{A ⊂ N
∣∣ yA > 0

}∣∣ ≤ k. (3.7)

In addition, if the coefficients sAi→j are drawn from a jointly continuous distribution, then,

with probability 1, there are at most n − 1 user devices served by multiple APs in every

optimal solution to P3.1. That is, the optimal solution satisfies

∣∣{j ∈ K ∣∣ there exist A1, A2 ⊂ N, i1 ∈ A1, i2 ∈ A2 s.t. i1 6= i2 and wA1
i1→j, w

A2
i2→j > 0

}∣∣
≤ n− 1.

(3.8)

Theorem 3.1 was proved in [35]. It guarantees that although the total number of

patterns grows exponentially with the number of APs in the network, using a small number

of patterns achieves the optimal performance. Furthermore, it states that although we
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allow each user device to be served by all APs, most user devices will be associated with

only one AP in the optimal solution.

Proposition 3.1. If the utility function u(r(w)) is affine in w, then the maximum

utility in P3.1 can be attained by a single active pattern, where each AP serves only one

user device.

A simple example for an affine utility function u(r(w)) is the weighted sum rate

function. Proposition 3.1 admits a simple intuition: When the utility is equal to a weighted

sum of the bandwidths allocated to all links over all patterns, shifting all resources to a

dominant pattern does not reduce the utility. We prove Proposition 3.1 in Appendix A.5.

3.4. A Scalable Model and Algorithm

There are kn2n−1+2n+k variables in P3.1. P3.1 can be solved using a standard convex

optimization solver for networks with a small number of APs. For a metropolitan area

network consisting of hundreds or even thousands of APs, the space and time complexities

of P3.1 become prohibitive. By first dividing the network into many small clusters, one

may solve for allocation in each cluster separately by assuming away the uncertainties

about inter-cluster interference. However, because interference from outside a cluster

can penetrate deeply into a cluster, such divide-and-conquer solutions suffer significant

loss. We also note that any distributed solution is necessarily myopic and hence suffers

similar loss. In this section, we treat the network in its entirety and develop a scalable,

equivalent reformulation. We then provide an efficient near-optimal method for solving

the new optimization problem.
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Figure 3.1. Neighborhoods in a network of 3 APs and 2 user devices.

3.4.1. Local Patterns and Allocations

In a large network with many APs, a user device can in general only be served by a small

subset of nearby APs due to path loss. For every j ∈ K, let Nj denote the set of APs

whose received signal-to-noise ratios at user device j are above a certain threshold ξ, i.e.,

Nj ,

{
i ∈ N

∣∣∣∣ pigi→jn0

> ξ

}
. (3.9)

We define Nj as the neighborhood of user device j. user device j treats all APs outside

Nj as stationary noise sources. This can be arbitrarily precise as Nj may include all

APs except those received by user device j at well below the noise level. It is fair to

assume the size of all neighborhoods are upper bounded by a constant c0, i.e., |Nj| ≤ c0,

∀j ∈ K. Fig. 3.1 depicts a toy network example with 3 APs and 2 user devices. Here the

neighborhood of user device 1 is N1 = {1, 2} since AP 3 is far away from user device 1,

making the received power from AP 3 below ξ. Similarly, the neighborhood of user

device 2 is N2 = {2, 3}. All APs in neighborhood Ni collectively can be thought of as a

server of user device i’s traffic.
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We next redefine the spectral efficiencies sAi→j to facilitate problem formulation using

only local patterns and variables. Since a user device can only be served by APs in its

neighborhood, we set

sAi→j = 0, ∀j ∈ K, ∀i ∈ N,∀A ⊂ N : i /∈ A ∩Nj (3.10)

without loss of optimality. Moreover, since all APs outside a user device’s neighborhood

are treated as noise sources, we set1

sAi→j = s
A∪(N\Nj)
i→j , ∀j ∈ K, ∀i ∈ N,∀A ⊂ N : i ∈ A ∩Nj. (3.11)

A close examination of (3.10) and (3.11) reveals that the redefined spectral efficiency of

link i→ j depends only on the activities of APs in the neighborhood of user device j. In

particular,

sAi→j = s
A∩Nj
i→j , ∀j ∈ K, ∀i ∈ N,∀A ⊂ N. (3.12)

In the remainder of the chapter we assume (3.12) holds.

For every j ∈ K, all subsets of Nj constitute the set of local patterns of user device

j. We adopt a new set of allocation variables (xBi→j), where for every j ∈ K, xBi→j is only

defined for B ⊂ Nj and i ∈ B. Here, xBi→j denotes the bandwidth allocated to link i→ j

under the local pattern B, which can be obtained as:

xBi→j =
∑

A⊂N :A∩Nj=B

wAi→j, ∀j ∈ K, ∀B ⊂ Nj,∀i ∈ B. (3.13)

1If N \ Nj ⊂ A, the two sides of (3.11) refer to the same variable; otherwise, (3.11) resets the spectral
efficiency on the left hand side to that of the right hand side (which is no higher).
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That is, it is the sum bandwidth over all global patterns that match B in the neighborhood

of user device j. The number of x variables is

∑
j∈K

|Nj|2|Nj |−1 ≤ kc02c0−1. (3.14)

From the viewpoint of user device j, (xBi→j)B⊂Nj ,i∈B describes the bandwidths allocated to

all its associated links over all its local patterns. Using (3.12) and (3.13), the summation

in (P3.1b) can be written as:

rj =
∑
A⊂N

∑
i∈A

sAi→jw
A
i→j (3.15)

=
∑
A⊂N

∑
i∈A∩Nj

s
A∩Nj
i→j wAi→j (3.16)

=
∑
B⊂Nj

∑
i∈B

sBi→j
∑

A⊂N :A∩Nj=B

wAi→j (3.17)

=
∑
B⊂Nj

∑
i∈B

sBi→jx
B
i→j. (3.18)

In (3.18), only local spectrum allocations xBi→j with i ∈ B ⊂ Nj are used. Therefore,

as substitutes of kn2n−1 (global) w variables, at most c02c0−1 = O(1) (local) x variables

are involved in (3.18) for given j. This is sufficient as the sum over B ⊂ Nj exhausts all

patterns of APs that may serve user device j.

3.4.2. A Highly Scalable Reformulation

Recall from Theorem 3.1 that there exists an optimal solution to P3.1 that activates at

most k patterns. Therefore, the local allocation variables x should fit into k segments,

where each segment represents the allocation of one pattern. Denote the set of all segment
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indexes by L = {1, · · · , k}. By introducing replicas of the x variables in the form of

(xA,li→j)j∈K,l∈L,i∈A⊂Nj , we have obtained an equivalent reformulation of P3.1, referred to as

P3.2:

maximize
r,x,d,h

u(r) (P3.2a)

subject to rj =
∑
A⊂Nj

∑
i∈A

sAi→j
∑
l∈L

xA,li→j, ∀j ∈ K (P3.2b)

xA,li→j ≤ dA,lj , ∀j ∈ K, ∀l ∈ L,∀A ⊂ Nj,∀i ∈ A (P3.2c)

dA,lj +
∑

B⊂Nm:
B∩Nj 6=A∩Nm

dB,lm ≤ 1, ∀l ∈ L,∀j ∈ K,

∀A ⊂ Nj,∀m ∈ K : Nm ∩Nj 6= ∅, (P3.2d)∑
j∈K:i∈Nj

∑
A⊂Nj :i∈A

xA,li→j ≤ hl, ∀i ∈ N, ∀l ∈ L (P3.2e)

∑
l∈L

hl ≤ 1, (P3.2f)

dA,lj ∈ {0, 1},∀l ∈ L, ∀j ∈ K, ∀A ⊂ Nj (P3.2g)

xA,li→j ≥ 0, ∀l ∈ L,∀j ∈ K, ∀A ⊂ Nj,∀i ∈ A. (P3.2h)

In P3.2, the spectrum is divided to k segments with bandwidths h1, . . . , hk, each corre-

sponding to a global pattern. For the l-th segment, the variables (xA,li→j)j∈K,i∈A⊂Nj and

(dA,lj )j∈K,A⊂Nj represent the allocation of this segment from all user devices’ viewpoints.

Here (P3.2b) corresponds to (3.18). (P3.2c) implies that dA,lj is the indicator of local

pattern A from user device j’s viewpoint over the l-th segment, i.e., dA,lj = 1 if there

exists i ∈ Nj such that xA,li→j > 0; otherwise dA,lj = 0. (P3.2d) constrains the consistency
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of allocation over each segment among all user devices. That is, (P3.2d) enforces the

allocation of no more than one pattern over segment l from every user device’s viewpoint.

Compared with P0 which has O(kn2n) variables, the number of variables in P3.2 is

k
∑
j∈K

(|Nj|+ 2)2|Nj |−1 + 2k = O(k2). (3.19)

Theorem 3.2. P3.1 and P3.2 are equivalent in the sense that they achieve the same

utility with identical rate vector(s). Moreover, given the optimal solution to P3.2, the

patterns and bandwidths of the optimal solution to P3.1 can be obtained as:

Al =
⋃
j∈K

⋃
B⊂Nj :dB,lj >0

B, ∀l ∈ L (3.20)

wAli→j = x
A∩Nj
i→j , ∀l ∈ L,∀j ∈ K, ∀i ∈ Al. (3.21)

Theorem 3.2 is proved in Appendix A.6. The following result is a useful building block

for an efficient algorithm for solving P3.2 to arbitrary precision.

Proposition 3.2. Suppose u(r(x)) is an affine function of x. In terms of the maxi-

mum utility and the set of feasible (x,d), P3.2 is equivalent to P3.3:

maximize
x,d

u(r(x)) (P3.3a)

subject to xAi→j ≤ dAj , ∀j ∈ K, ∀A ⊂ Nj,∀i ∈ A (P3.3b)

dAj +
∑

B⊂Nm:
B∩Nj 6=A∩Nm

dBm ≤ 1, (P3.3c)

∀j ∈ K, ∀A ⊂ Nj,∀m ∈ K : Nm ∩Nj 6= ∅ (P3.3d)
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∑
j∈K:i∈Nj

∑
A⊂Nj

xAi→j ≤ 1, ∀i ∈ N (P3.3e)

dAj ∈ {0, 1}, ∀j ∈ K, ∀A ⊂ Nj (P3.3f)

xAi→j ∈ {0, 1}, ∀j ∈ K, ∀A ⊂ Nj,∀i ∈ A. (P3.3g)

Proposition 3.2 follows the proof of Proposition 3.1 and Theorem 3.2. The key point is

that when the utility function u(r(x)) is affine in x, the optimal solution to P3.2 activates

only one pattern and each AP serves one user device who benefits the most, which yields

a simplified formulation P3.3 (there is no need for the replica index l). More importantly,

P3.3 is a binary lineary program (BLP) with only O(k) variables.

3.4.3. An Efficient Algorithm with Guarantee

Although the mixed integer programming P3.2 has significantly fewer variables than the

original problem P3.1 for a large network, it is NP-hard in general. It is at least as hard to

compute the performance gap between an approximation of P3.2 and the global optimal.

The gap can, however, be upper bounded by optimizing an upper bound of the utility

function. A promising technique is then to iteratively optimize local linear expansions of

the concave utility function. In fact, because the expansion in each step must be an affine

upper bound, each step becomes a linear program.

For ease of notation, denote Λ as the feasible region in terms of x defined by (P3.3b)-

(P3.3g) and let v(x) = u(r(x)) denote the concave utility function. We use ∇v(x) to
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denote the “gradient” of v(·). Specifically, if v(·) is differentiable at x,

[∇v(x)]Ai→j =
∂v(x)

∂xAi→j
, ∀j ∈ K,A ⊂ Nj, i ∈ A. (3.22)

If v(·) is not differentiable at x, ∇v(x) is minus the subgradient of the convex function

−v(·). For every q,x ∈ Λ, we denote

fq(x) = v(q) + 〈∇v(q),x− q〉 (3.23)

where the inner product is defined in general as

〈x, z〉 =
∑
j∈K

∑
A⊂Nj

∑
i∈A

xAi→jz
A
i→j. (3.24)

Due to its concavity, v(·) must be upper bounded by its linear expansion:

v(x) ≤ fq(x), ∀x ∈ Λ. (3.25)

Given a fixed feasible point q, we obtain an upper bound of the global maximum if

we replace u(r) in (P3.2a) by fq(x). Since fq(·) is affine, Proposition 3.1 implies that

a unique pattern can be identified to maximize the affine approximation. Based on this

observation, we propose Algorithm 3.1, an iterative pattern-pursuit algorithm for finding

a solution within any given ε > 0 from the global optimum.

Algorithm 3.1 can be interpreted as the Frank-Wolfe type Algorithm (also known

as the conditional gradient algorithm) [73]. The main difference than the conventional

algorithm is that instead of doing line search, Algorithm 3.1 finds one “good” pattern

in each iteration and re-optimize P3.2 using the set of “good” patterns identified so far.
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Algorithm 3.1 Iterative algorithm for pattern pursuit

Input: ε > 0.
Output: x(t).
Initialization: t← 0; P ← ∅; pick an arbitrary pattern x(0).
repeat

Step 1. Compute x and d which maximize 〈∇v(x(t)),x〉 subject to constraints
(P3.3b)–(P3.3g).
Step 2. t← t+ 1. If d /∈ P , P ← P ∪ {d}; otherwise, add an arbitrary new pattern
that is not in P .
Step 3. Solve P3.2 by restricting to patterns in P and obtain the optimal allocation
solution x(t).

until maximizex∈Λ〈∇v(x(t)),x− x(t)〉 < ε.

The “good” pattern set P grows after each iteration because either one “good” pattern

is found or a random new pattern is added. In the worst case, Algorithm 3.1 takes no

more than 2n steps to terminate, because when the number of patterns in P reaches

2n, x(t) must be globally optimal, so that the condition to exit the loop must be met.

Although Algorithm 3.1 does not guaranteed that an optimal solution can be obtained

in polynomial time, it provides a trade-off between the running time and the optimality

gap. The performance will be demonstrated in Sec. 3.5 through numerical examples.

Algorithm 3.1 has several important features:

(1) “Good” pattern pursuit : Algorithm 3.1 starts with the full-spectrum-reuse pat-

tern in which all APs occupy the entire spectrum. In each iteration, it identifies

one “best” pattern as the maximizer of this linear function (taken over the same

domain). Due to Theorem 3.1, it usually takes no more than k iterations to find

the global optimum.

(2) Efficiency : By Proposition 3.2, Step 1 solves a BLP in the form of P3.3. Al-

thought BLP is NP-complete in the worst case, many BLPs with sparse structure
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can be solved efficiently [39]. As observed from numerical results, Step 1 takes a

fairly small amount of time. In particular, if a branch and bound/cut method is

used, the BLP step can be terminated as soon as a sufficiently tight upper bound

is reached for the purpose of Algorithm 3.1.

(3) Optimality guarantee: Algorithm 3.1 has optimality guarantee as stated in The-

orem 3.3.

Theorem 3.3. Suppose (3.12) holds. For every ε > 0, there exists a positive integer

k such that v(x(k)) is at most ε away from the global optimum of P3.1.

Proof. P3.2 is always re-optimized using more patterns than previous iterations,

which results in non-decreasing series of the utility (v(x(t)))t=0,1,···. This series must con-

verge due to boundedness of the utility function. Let x∗ denote the global optimum.

By (3.23) and (3.25),

v(x∗)− v(x(t)) ≤ 〈∇v(x(t)),x∗ − x(t)〉. (3.26)

Therefore, when the condition for terminating the loop in Algorithm 3.1 is satisfied, the

optimality gap v(x∗)− v(x(k)) is guaranteed to be less than ε. �

3.5. Numerical Results

We use parameters compliant with the LTE standard [66] as given in Table 3.1. The

maximum number of potential associations of a user is set as c0 = 3. The results for

the actual packet delay are obtained using a packet-level simulator, which adapts the

transmission time2 of each packet to the instantaneous active APs that are transmitting.

2The delay of a packet includes the transmission time and its waiting time in the queue.
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Table 3.1. Parameter Configurations.

Parameters Value/Function

AP transmit power 23 dBm

Total bandwidth 10 MHz

Average packet length 0.5 Mbits

AP to user device pathloss (LOS) 30.18 + 26.7 log10(R)

AP to user device pathloss (NLOS) 34.53 + 36 log10(R)

Lognormal shadowing standard deviation (LOS) 4 dB

Lognormal shadowing standard deviation (NLOS) 10 dB
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Figure 3.2. Comparison with the baseline schemes.

We investigate the performance gain of the proposed allocation schemes by comparing

them with the following baseline schemes:
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Figure 3.3. Comparison to the baseline schemes. Each dotted curve repre-
sents the average transmission time of the corresponding delay curve with
identical marker and color.

(1) Full-spectrum-reuse + maximum reference signal receive power (MaxRSRP): Ev-

ery AP reuses all available spectrum and every user device is associated to the

strongest AP in terms of the received power.

(2) Full-spectrum-reuse + optimal user association: Every AP reuses all available

spectrum and user association is optimized for the utility.

(3) The coloring algorithm proposed in [36].

(4) Optimal lower bound: The optimal lower bound of P3.1 that obtained through

Algorithm 3.1.
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Figure 3.4. Spectrum allocation and user association in very large net-
works. (a) Deployment and user association for the large network. (b)
Topology graph for the marked area in Fig. 3.4(a). (c) Allocation graph for
the marked area in Fig. 3.4(a).
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3.5.1. Performance in Medium Scale Networks

We first compare the performance of the proposed scheme in a network of medium size.

We randomly drop 100 APs and 200 user devices over a 1,100 × 1,100 m2 area. The

average packet delay versus traffic intensity curves are shown in Fig. 3.2. As the average

user device traffic increases to above 7.5 packets/second, all three baseline schemes fail

to support all the user devices. While the proposed solution has significantly larger

throughput (above 11 packets/second) than the other schemes. The proposed solution

also significantly reduces the delay especially in the high traffic regime. The reason is

that the proposed solution adapts to the traffic conditions, i.e., spectrum is reused more

aggressively in the low traffic regime, whereas spectrum use is more often orthogonal to

avoid mutual interference. Furthermore, the curve of the lower bound of the optimum

is quite close to the curve of the proposed scheme. This means the proposed solution is

close to the global optimum of P3.1.

3.5.2. Performance in Very Large Networks

In this section, the proposed allocation scheme is used to compute the near-optimal allo-

cation for a network consisting of 1,000 APs and 2,500 user devices over a 4,200 × 4,200

m2 area. Since the coloring algorithm can not afford the computation in such large scale

network, we compare the proposed scheme with the first two baseline schemes.

The average packet delay versus traffic intensity curves are shown in Fig. 3.3. The

proposed solution has significantly larger throughput (above 21 packets/second) than full-

spectrum reuse with maxRSRP association (7 packets/second) and full-spectrum reuse

with optimal user association allocation (14 packets/second). The proposed solution also
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Figure 3.5. The actual packet delays of the proposed scheme and baseline
schemes. Each dotted curve represents the average transmission time of the
corresponding delay curve with identical marker and color.

outperforms other schemes in delay especially in the high traffic regime. Furthermore, the

proposed solution is near optimal with less than 7% gap. Besides, compared with delay,

the transmission time increases much more slowly with traffic load, indicating that the

spectrum is efficiently allocated to mitigate interference among APs.

The obtained spectrum allocation and user association at average per user device

packet arrival rate of 20 packets/second is shown in Fig. 3.4. As shown in Fig. 3.4(a), the

lines connecting each AP-user pair indicate an association. To clearly present spectrum

allocation and user association, the local cluster as marked in the red rectangle region

is shown in enlarged display in Fig. 3.4(b) and Fig. 3.4(c). Fig. 3.4(b) shows the user

association for the marked area. The numbers above each user device represent the user
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device index and its traffic load, respectively. The number above each AP represents the

AP index. The spectrum allocation for the marked area is shown in Fig. 3.4(c). The

widths of the rectangles represent fractions of the entire spectrum of the active patterns.

The solid ones in each row are the spectrum segments that are used by the corresponding

AP to serve the user device whose index is marked on that spectrum segment. The

algorithm achieves topology aware frequency reuse for interference management, as well

as an efficient traffic aware spectrum allocation. Specifically, strongly interfering links

(e.g., link 2 → 4 and link 3 → 5) are assigned different spectrum segments, and the

same spectrum segments are reused by two links that are far apart (e.g., link 10 → 25

and link 11 → 28). Moreover, user devices with light traffic loads or user devices on the

transmission edge of two APs (e.g., user device 5) are assigned less spectrum, and vice

versa.

To compare the theoretical delay with the actual delay, a packet-level simulator is used.

The actual transmission rate of a resource reserved for a pattern depends on the actual set

of busy APs, which is a subset of the pattern. Fig. 3.5 compares the actual average packet

delay of the proposed allocation scheme with the baseline schemes. Compared with the

theoretical results in Fig. 3.3, all three schemes achieve larger throughput regions. That is

because the service rate model (3.5) is “conservative”, i.e., an AP’s transmission rate over

any spectrum segment is the worst-case rate under the corresponding pattern, which is the

achievable rate when all APs in the pattern are transmitting. In addition, the proposed

scheme achieves a quite larger throughput (31 packets/second/user device) than the other

schemes. Moreover, the delay is also reduced by more than 50% in the high traffic regime.
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3.6. Summary

We have studied slow-timescale joint user association and spectrum allocation problem

in large networks. We have developed a highly scalable reformulation of the network

utility maximization problem. A pattern pursuit algorithm is proposed which obtains

near-optimal solution with optimality guarantee. Numerical results show substantial gains

compared to all the other baseline schemes for networks with up to 1,000 APs.
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CHAPTER 4

Joint Spectrum Allocation, User Association, and Power

Control for Large-Scale Networks

This work studies centralized radio resource management in metropolitan area net-

works with a very large number of APs and user devices. A central controller collects

time-averaged traffic and channel conditions from all APs and coordinates spectrum al-

location, user association, and power control throughout the network on an appropriate

timescale. The timescale is conceived to be seconds in today’s networks, and it is likely to

become faster in the future. The coordination problem in each time epoch is formulated

as a network utility maximization problem, where any subset of APs may use any parts

of the spectrum to serve any subsets of devices. It is proved that the network utility can

be maximized by an extremely sparse spectrum allocation. By exploiting this sparsity,

an efficient iterative algorithm with guaranteed convergence is developed, each iteration

of which is performed in closed form. The proposed centralized optimization framework

can incorporate a broad class of utility functions that account for weighted sum rates,

average packet delay, and/or energy consumption, along with very general constraints

on transmission powers. Numerical results demonstrate the feasibility of the algorithm

for networks with up to 1,000 APs and several thousand devices. Moreover, the pro-

posed scheme yields significantly improved throughput region and average packet delay

comparing with several well-known competing schemes.
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4.1. Introduction

Wireless systems have emerged as a ubiquitous part of modern data communication

networks. In order to meet the ever increasing demand for wireless data services, a large

number of APs of different form factors and capabilities are being deployed to improve

coverage and capacity for homes, businesses, and public spaces. These APs may be densely

deployed and may utilize a wide range of spectrum resources, including millimeter wave

bands and unlicensed spectrum resources.

Efficient resource allocation (e.g., spectrum allocation, power control, link scheduling,

routing, and congestion control) is crucial to achieving high performance and providing

satisfactory QoS. Conventional spectrum allocation schemes include full spectrum reuse,

partial frequency reuse, and fractional frequency reuse [28, 30,31]. These schemes have

very limited spectrum agility and are generally not adaptive to traffic conditions. In

today’s cellular and WiFi networks, devices typically associate with the base station from

which they receive the strongest signal. Power control is another way of mitigating inter-

cell interference as well as saving energy. Instead of letting each AP always transmit at full

power, some inter-cell interference cancellation techniques, such as the ABS control, have

been proposed in LTE and LTE-A. However, the performance of such kind of distributed

algorithms is far from optimal especially for large networks with irregular AP placements.

Resource allocation in wireless networks has been extensively studied over the last

few decades. Spectrum allocation schemes are basically designed from both economic

perspectives (e.g., [8, 9]) and technical perspectives (e.g., [11–17, 19–22, 24, 25, 27, 29,

32–35,38,42]). However, it remains elusive to achieve the maximum spectrum flexibility

and utilization. As for the user association problem, schemes based on game theory or
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optimization have also been well explored (e.g., [20,21]). It is typically hard to obtain a

local optimum since the formulated problems often include integer variables and noncon-

vex constraints. Similar to the user association problem, power control is also known to

be a hard non-convex optimization problem due to the complicated interference coupling

between links. Numerous distributed power control algorithms (e.g., [55–57]) have been

proposed to make proper power assignments for large-scale networks with substantially

degraded system performance.

In this paper, we address the radio resource management problem by proposing a cen-

tralized optimization-based framework. A distinguishing feature here is that we propose

to use a central controller or cloud to coordinate a large network with many thousand

APs. This architecture can fully harness the power of cloud computing, big data, and

large-scale optimization methods. Specifically, APs measure/estimate traffic and channel

conditions and send the cloud regular updates. The cloud periodically solves a large-scale

optimization problem for the whole network and returns the resulting allocation plan

or recommendations to the APs. The cloud may also exchange information with peer

network operators in case of shared spectrum.

The timescale of an allocation period is currently conceived to be on the order of

seconds to allow the cloud sufficient time to solve a large-scale allocation problem using

today’s technologies. This timescale is fast enough to track demand shifts and large-

scale fading. On this timescale, resource allocation is likely to be in a relatively coarse

granularity (e.g., blocks of subcarriers). The cloud’s communication overhead is small.

For example, if the cloud collects one million 8-bit parameters from one thousand cells

every second, the overhead is about 1 KB/s per cell or 1 MB/s in total. As technologies
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improve over time, the timescale of centralized resource allocation is expected to become

faster and the allocation is expected to be in finer granularities. Ultimately, the timescale

is limited by the latency for collecting information from all APs via backhaul links, which

maybe as short as the duration of a frame.

The proposed scheme jointly solves the problems of spectrum allocation, user as-

sociation, and power control for very large networks. An efficient algorithm with low

complexity is proposed to obtain a locally-optimal allocation solution in a timely manner.

The proposed algorithm complements our previous work [32] which considered spectrum

allocation and user association but did not allow power control. One key distinction of the

problem formulation in this paper is that, instead of assuming all APs always transmit

using full power, we allow each AP to apply an arbitrary power spectral density over the

entire band.

The main contributions of this paper are summarized as follows:

• To the best of our knowledge, we are the first to propose to carry out centralized

joint spectrum allocation, user association, and power allocation in metropolitan-

scale networks with thousands of APs and user devices.

• We first formulate a problem of joint continuous spectrum allocation, power con-

trol, and user association. We then reduce this infinite size problem to an equiva-

lent finite-dimensional optimization problem which is amenable to a very efficient

algorithm.

• We propose an efficient algorithm with guaranteed convergence to solve the prob-

lem numerically. Each iteration is performed in closed form, which makes cen-

tralize resource allocation practical for very large networks.
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• Through simulations, we demonstrate that the proposed resource allocation scheme

yields significantly improved throughput region and average packet delay com-

paring with several well-known competing schemes.

• We generalize the problem formulation and algorithm to accommodate a much

broader set of utility functions, spectral efficiencies, and power constraints than

in most other studies.

• We develop a rigorous proof of the sufficiency of using piecewise constant power

allocation to achieve the global optimum of the resource allocation problem under

the most general set of conditions in the literature.

The remainder of this chapter is organized as follows. The system model is introduced in

Sec. 4.2. The problem formulation is given in Sec. 4.3. An efficient algorithm is proposed

in Sec. 4.4. A significantly generalized resource management problem is studied in Sec. 4.5.

Simulation results are presented in Sec. 4.6. Concluding remarks are given in Sec. 4.7.

Most technical proofs are relegated to the appendices.

4.2. System Model

We consider the downlink of a single-input single-output (SISO) network of n APs, k

user devices,1 and a central controller. The APs and the controller are connected through

a wired network including backhauls. The controller continuously collects all traffic and

channel/interference information from the APs. At the disposal of the controller is a radio

frequency band of W Hertz. The task of the controller is to allocate the radio spectrum

and power resources to all AP-device links in order to maximize a certain long-term

network utility.

1Referred to as user equipment in LTE standards.
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Figure 4.1. Illustration of an example of resource allocation in a 3-AP 2-
device network.

The central controller performs resource allocation on a moderate timescale, which is

conceived to be once every several seconds in today’s networks. This allows ample time for

information exchange (including channel state information feedback) and to carry out a

large-scale optimization at the controller. In addition, since this timescale is much longer

than the channel coherence time, the average channel conditions can be represented using

path loss and the statistics of small scale fading. On this timescale, it is fair to assume

that large blocks of the spectrum are homogeneous in the sense that all hertz are equally

valuable and interchangeable. This spectral homogeneity assumption can be relaxed as

the proposed formulation and solution can be easily generalized to treat multiple bands

of different characteristics [33].

Denote the set of AP indexes by N = {1, . . . , n} and the set of device indexes by

K = {1, . . . , k}. We consider highly flexible resource allocation, in which an AP may serve

any device at parts of the frequency band using any power (subject to power constraint),

and a device may be served by any sets of APs.2 Fig. 4.1 gives an example of resource

2In Sec. 4.3.3, we introduce a device centric model which only includes viable links in the computation.
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allocation for a small network with three APs and two devices. In Fig. 4.1, the rectangles

in each row are the spectrum segments used by the corresponding AP to serve the device

whose index is marked on that spectrum segment. For each rectangle, its width represents

the occupied bandwidth and its height represents the transmit power level. Fig. 4.1 also

determines user association as AP 1 only serves device 1 while AP 2 and AP 3 serve

both devices. Moreover, some links are assigned spectrum exclusively (the link from AP

1 to device 1), resulting in relatively high spectral efficiency. Some other links suffer

interference from other APs operating on the same part of the spectrum, treating these

interference as noise leads to relatively low spectral efficiency.3

The allocation problem is to determine the power spectral density functions (PSDs)

of all AP-device links over the entire spectrum in order to maximize the network utility.

Denote the PSD of the link from AP i to device j as a function pi→j(f), f ∈ [0,W ] and

denote the PSDs of all links by p(f) = (pi→j(f))i∈N,j∈K . Clearly, (p(f), f ∈ [0,W ])

completely characterizes power spectrum allocation as well as user association in the

network. Choosing a subset of AP-device links to transmit over a certain part of the

spectrum is equivalent to allocating positive transmit power to these AP-device links

and zero power to others over that part of the spectrum. For instance, the allocation

illustrated by Fig. 4.1 corresponds to an array of piecewise constant PSDs.

For now we assume the following peak power constraint due to physical and regulatory

reasons:

0 ≤ pi→j(f) ≤ Pmax, ∀i ∈ N, j ∈ K, f ∈ [0,W ]. (4.1)

3While treating interference as noise is the most practical way, cooperative transmissions have recently
been incorporated in a similar model [70].
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We also assume that if an AP serves multiple devices, it uses orthogonal spectrum to do

so. Mathematically,

∑
j∈K

|pi→j(f)|0 ≤ 1, ∀i ∈ N, f ∈ [0,W ], (4.2)

where |x|0 = 1 if x 6= 0, and |x|0 = 0 if x = 0.

Constraints (4.1) and (4.2) are intrinsic to most radio system designs. We adopt them

for simplicity and practicality. In Sec. 4.5 we replace those constraints to much more

general forms, including total power constraint and broadcasting to multiple devices over

the same slice of spectrum.

Define gi→j as the average channel gain of link i → j which captures the effects of

path loss and shadowing. These gains can be measured or calculated using the path loss

model specified in the LTE standard [66]. Let si→j(·) : Rn×k → R represent a suitable

spectral efficiency function which can either be calculated based on pathloss and other

impairments or be measured over time. One popular choice is to use Shannon’s formula

to define:

si→j(p) = log (1 + γi→j(p)) , ∀i ∈ N, j ∈ K, (4.3)

where the signal-to-interference-and-noise ratio of link i→ j is

γi→j(p) =
pi→jgi→j

n0 +
∑

(l,q)∈(N×K)\(i,j)
gl→jpl→q

, (4.4)

where p = (pi→j)i∈N,j∈K is a double array of numbers representing link powers, n0 denotes

the PSD of white Gaussian noise. Note that (N ×K)\(i, j) denotes the set of AP-device
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links except for the link i → j. Hence,
∑

(l,q)∈(N×K)\(i,j)
gl→jpl→q is the PSD of the total

interference from all the APs.

Given p(f), the service rate to device j contributed by AP i can be calculated by

integrating the spectral efficiency of link i→ j over the entire spectrum:

ri→j =

∫ W

0

si→j(p(f)) df, ∀i ∈ N, j ∈ K. (4.5)

Throughout this paper, all integrals are defined in Lebesgue’s sense.4

The total service rate of device j denoted as rj can be calculated by summing the

service rates contributed from all APs:

rj =
∑
i∈N

ri→j. (4.6)

4.3. Problem Formulation

Let the long-term utility be given by a function u(r) of the rate tuple r = (r1, · · · , rk).

The goal is to maximize the long-term utility by adapting the PSDs of all AP-device links.

Collecting the constraints (4.1)–(4.6), we formulate the problem as P4.1:

maximize
(rj),(pi→j(f))

u(r) (P4.1a)

subject to rj =
∑
i∈N

∫ W

0

si→j(p(f)) df, ∀j ∈ K (P4.1b)

∑
j∈K

|pi→j(f)|0 ≤ 1, ∀i ∈ N, f ∈ [0,W ] (P4.1c)

4Specifically, let µ denote the Lebesgue measure on E = [0,W ]. Then the Lebesgue integral of a measur-

able function h on E is
∫
E
hdµ, which is also written as

∫W

0
h(f) df in this paper for convenience.
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0 ≤ pi→j(f) ≤ Pmax, ∀i ∈ N, j ∈ K, f ∈ [0,W ]. (P4.1d)

The variables are (rj) and (pi→j(f)), also denoted as r and p(f). Equation (P4.1b) re-

quires that p(·) is such that si→j(p(f)) is Lebesgue integrable. Also, we will justify the use

of “maximize” in (P4.1a), i.e., that the maximum is actually achievable in Appendix A.7.

Most work on resource management uses the sum rate, the minimum device service rate

(max-min fairness), and the sum log-rate (proportional fairness) as the utility function.

The techniques developed here are applicable to all those and many other utility functions

of interest. For concreteness, we consider the average packet delay [34] as the utility

function, that is

u(r) = −
∑
j∈K

λj
(rj − λj)+

, (4.7)

where λj represents the amount of traffic intended for device j. The choice of this utility

function is justified as follows. Suppose all downlink traffic arrive at all APs with Poisson

packet arrival rate and exponential packet length. Then the packets for all the devices

form k independent M/M/1 queues and (4.7) is minus the derived average packet delay.

The utility (4.7) can be generalized to accommodate various kinds of distributions [33].

In (4.7), the extended real-valued function 1/x+ = 1/x if x > 0 and 1/x+ = +∞ if x ≤ 0.

It is easy to see that 1/x+ is convex on (−∞,+∞). If rj ≤ λj, the packet delay is infinite,

i.e., the system becomes unstable. We remark that, although the sum rate is often used

as the utility, delay is generally a more relevant system-level figure of merit on a moderate

timescale, which allows resource allocation to adapt to traffic conditions. In particular, it

does not starve links with poor channel conditions.
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P4.1 is computationally infeasible due to two factors: (i) the functional variable

pi→j(f) on [0,W ] implies an infinite problem size; (ii) constraints (P4.1b) and (P4.1c)

are nonconvex. In the next subsections, we will first reformulate P0 to a problem with

a finite number of variables, and then propose an efficient algorithm to overcome the

aforementioned difficulties.

4.3.1. Finite-Size Problem Reformulation

We first reveal important characteristics of an optimal solution to P4.1, which leads to a

dramatically simplified reformulation of the resource allocation problem.

Definition 4.1. : A power allocation (pi→j(f))i∈N,j∈K is said to be m-piecewise con-

stant if the interval [0,W ] can be partitioned into m sub-intervals such that, for every

i ∈ N , j ∈ K, pi→j(·) is constant on everyone of those sub-intervals.

Theorem 4.1. : The optimal utility of P4.1 can be attained by a (k + 1)-piecewise

constant power allocation. If u(r) is increasing in every dimension of r, then a k-piecewise

constant allocation suffices.

Theorem 4.1 is proved in Appendix A.8. Theorem 4.1 guarantees that any optimal rate

vector r can be achieved by dividing the entire spectrum into k intervals with bandwidths

β1, · · · , βk on which all link PSDs are flat (assuming u(r) is increasing in r). The key

to the proof is that all hertz are interchangeable and the frequency resource is additive.

Let L = {1, · · · , k} denote the set of indexes of these k intervals.5 Power allocation over

5Although the set L is defined to be identical to the set K here, we use a different notation to allow a
flexible choice of L subsequently.
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the m-th interval is represented by a vector pm = (pm1→1, · · · , pmk→n). Therefore, P4.1 can

reformulated as P4.2:

maximize
(pmi→j),(β

m)
u(r) (P4.2a)

subject to rj =
∑
m∈L

βm
∑
i∈N

log(1 +
pmi→jgi→j

n0 +
∑

(l,q)∈(N×K)\(i,j)
gl→jpml→q

), ∀j ∈ K (P4.2b)

∑
j∈K

|pmi→j|0 ≤ 1, ∀i ∈ N,m ∈ L (P4.2c)

∑
m∈L

βm = W, (P4.2d)

0 ≤ pmi→j ≤ Pmax, ∀i ∈ N, j ∈ K,m ∈ L (P4.2e)

βm ≥ 0, ∀m ∈ L. (P4.2f)

In contrast to P4.1 with infinite dimensions, P4.2 has only k+k2n = O(k2n) variables.

For a large network consisting of thousands of APs and devices, the number of variables

is still prohibitively large. In addition, the set of constraints (P4.2b) and (P4.2c) are

nonconvex. Hence P4.2 is still difficult to solve. In the next subsections, we will reveal

some important facts in order to solve a simple case of P4.2 where the utility function

u(r) is an affine function of r. The technique motivates the development of the highly

scalable algorithm in Sec. 4.4.
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4.3.2. Affine Utility Function

Proposition 4.1. : Suppose the utility function u(r) is affine, i.e., it can be written

as

u(r) = d+
∑
j∈K

cjrj, (4.8)

for some constants d and (cj)j∈K. Then the maximum utility in P4.2 can be attained by

letting each AP apply a flat PSD over the entire spectrum to serve a single user device

(or no user device if the PSD is all zero).

Proof. Let pm represent the array (pmi→j)i∈N,j∈K . Then P4.2 can be rewritten in the

following equivalent form, referred to as P4.3:

maximize
(pmi→j),(β

m)
d+

∑
m∈L

βm
∑
j∈K

cj
∑
i∈N

log

1 +
pmi→jgi→j

n0 +
∑

l∈N :l 6=i
gl→j

∑
q∈K

pml→q

 (P4.3a)

subject to (P4.2c), (P4.2d), (P4.2e), (P4.2f). (P4.3b)

Let (p,β) be a feasible solution to P4.3. Define m∗ ∈ L as a maximizer of∑
j∈K

cj
∑
i∈N

log(1+
pmi→jgi→j

n0+
∑

l∈N :l 6=i
gl→j

∑
q∈K

pml→q
). It is easy to see that for any fixed power allocation

(pmi→j), the utility is always maximized by letting βm
∗

= 1 and βm = 0 for all m 6= m∗,

where the constraints (P4.2c)-(P4.2f) remain to hold. Hence letting each AP apply a

flat power spectral density over the entire spectrum to serve no more than one device is

optimal. �

From now on we refer to one assignment of link powers (pi→j)i∈N,j∈K as a (power)

profile. Proposition 4.1 implies that when the utility function is affine (which can be
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regarded as the weighted sum rate), it is optimal to apply a single power profile over the

entire spectrum, where each AP serves a single device. Therefore, for the affine utility

function (4.8), P4.2 (and P4.1) is reduced to the following P4.4:

maximize
(pi→j)

∑
j∈K

cj
∑
i∈N

log

1 +
pi→jgi→j

n0 +
∑

l∈N :l 6=i
gl→j

∑
q∈K

pl→q

 (P4.4a)

subject to
∑
j∈K

|pi→j|0 ≤ 1, ∀i ∈ N (P4.4b)

0 ≤ pi→j ≤ Pmax, ∀i ∈ N, j ∈ K. (P4.4c)

4.3.3. A Fast Algorithm

In the following, we first reformulate P4.4 to remove the `0 norm constraint (P4.4b) and

further reduce the number of variables, and then solve it using the quadratic transform

technique proposed by Shen and Yu [71,72].

In a large network with many APs, a device can in general only be served by a small

subset of nearby APs due to path loss. For every j ∈ K, let Nj denote the set of APs

whose received signal-to-noise ratios at device j are above a certain threshold ξ, i.e.,

Nj ,

{
i ∈ N

∣∣∣∣ pigi→jn0

> ξ

}
,∀j ∈ K. (4.9)

We define Nj as the neighborhood of device j. Device j treats all APs outside Nj as

stationary noise sources whose total PSD (including noise) is denoted as nj. This can

be arbitrarily precise as Nj may include all APs except those received by device j at
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well below the noise level. Then for each AP i, define the set of devices that AP i can

potentially serve as Ki, specifically,

Ki ,

{
j ∈ K

∣∣∣∣ i ∈ Nj

}
, ∀i ∈ N. (4.10)

It is fair to assume the size of all Njs and Kis are upper bounded by a constant α, i.e.,

|Ki|, |Nj| ≤ α.

Since Proposition 4.1 guarantees that each AP serves no more than one device, let

variable zi denote the device served by AP i, where zi = 0 if AP i serves no device. For

convenience, we introduce additional parameters c0 = 0 and gi→0 = 0 for all i ∈ N .Then

based on Proposition 4.1, P4.4 can be reformulated as P4.5:

maximize
z,p

∑
i∈N

czi log(1 +
pigi→zi

nzi +
∑

l∈Nzi :l 6=i
plgl→zi

) (P4.5a)

subject to 0 ≤ pi ≤ Pmax, ∀i ∈ N (P4.5b)

zi ∈ Ki ∪ {0}, ∀i ∈ N. (P4.5c)

In P4.5, z = (zi)i∈N are the device decisions for APs. It is possible for multiple APs

to serve the same device, i.e., zi = zi′ for i 6= i′. Here, p = (p1, · · · , pn) is the vector

consisting of the constant PSDs of all APs over the entire spectrum. P4 has 2n variables

in total.

P4.5 is a fractional programming problem studied by Shen and Yu [71, 72]. Next,

we are going to apply a similar technique as in [72]. First, apply the Lagrangian dual
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transform to reformulate P4.5 to P4.6 by introducing non-negative auxiliary variable γ:

maximize
z,p,γ

∑
i∈N

czi log(1 + γi)−
∑
i∈N

cziγi +
∑
i∈N

czi(1 + γi)pigi→zi
nzi +

∑
l∈Nzi

plgl→zi
(P4.6a)

subject to 0 ≤ pi ≤ Pmax, ∀i ∈ N (P4.6b)

zi ∈ Ki ∪ {0}, ∀i ∈ N. (P4.6c)

When z and p are fixed, we can obtain the optimal γ by calculating the partial derivative

of (P4.6a) with respect to γ:

γ∗i =
pigi→zi

nzi +
∑

l∈Nzi :l 6=i
plgl→zi

. (4.11)

P4.5 and P4.6 are equivalent because the objective (P4.6a) is concave in γ and (P4.5a)

is equal to (P4.6a) with γ∗ in it.

Next, by applying the quadratic transform technique in [71], P4.6 is rewritten in an

equivalent form to P4.7:

maximize
z,p,γ,y

∑
i∈N

czi log(1 + γi)−
∑
i∈N

cziγi +
∑
i∈N

(
2yi
√
czi(1 + γi)pigi→zi

− yi
2

(
nzi +

∑
l∈Nzi

plgl→zi

))
(P4.7a)

subject to 0 ≤ pi ≤ Pmax, ∀i ∈ N (P4.7b)

zi ∈ Ki ∪ {0}, ∀i ∈ N (P4.7c)
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where y consists of an array of auxiliary variables. Since (P4.7a) is a quadratic function

of each yi, when z, p, and γ are fixed, we can derive the optimal y by:

y∗i =

√
czi(1 + γi)pigi→zi
nzi +

∑
l∈Nzi

plgl→zi
. (4.12)

Similarly, the optimal power allocation p for fixed z,y,γ are

p∗i = min

Pmax,
czi(1 + γi)gi→ziyi

2

(
∑
l∈Nzi

yl2gi→sl)
2

 . (4.13)

Finally, since the the utility function (P4.7a) can be decoupled in terms of each AP, the

optimal zi should point to the device that maximizes the utility for AP i, i.e.,

zi =



0, if max
j∈Ki
{cj log(1 + γi)− cjγi + 2yi

√
cj(1 + γi)pigi→j − yi2(nj +

∑
l∈Nj

plgl→j)} < 0

arg max
j∈Ki
{cj log(1 + γi)− cjγi + 2yi

√
cj(1 + γi)pigi→j − yi2(nj +

∑
l∈Nj

plgl→j)},

otherwise

(4.14)

In the case when multiple devices provide the same amount of contribution to the utility

function for an AP, we choose the j with minimal index to break the tie.

So far, we derive the optimal γ, y, p, and z when other variables are fixed. By

updating these variables iteratively, it can be easily verified that the utility (P4.5a) is

monotonically nondecreasing and hence must converge. This gives us an efficient algo-

rithm referred to as Algorithm 4.1 to solve P4.5.
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Algorithm 4.1 Joint power control and user association for affine utility function

Initialization: Pick random zi ∈ Ki ∪ {0} and pi ∈ [0, Pmax] for all i ∈ N .
repeat

Step 1. Update γ by (4.11);
Step 2. Update y by (4.12);
Step 3. Update p by (4.13);
Step 4. Update z by (4.14);

until Convergence

Algorithm 4.1 starts with an arbitrary initial power profile (z,p,γ) and searches for

a single optimal power profile, where APs are shut down sequentially to yield an active

subset of APs eventually. The total number of variables needed to be solved at each

iteration is O(n), moreover, each iteration in Algorithm 4.1 is performed in closed form

using local variables. In the next section, we are going to combine all the aforementioned

propositions and techniques to solve P0 for more general utility functions.

4.4. A Scalable Joint Power Allocation and User Association Algorithm

Theorem 4.1 ensures that an optimal allocation partitions the spectrum into no more

than k segments. The problem is to identify this set of segments and optimize these

bandwidths. Each segment corresponds to a power profile.

We next describe Algorithm 4.2, a profile pursuit algorithm which iteratively identifies

segment one by one until the utility converges. To initialize, we assume one feasible

segment p0 is given and is added to the set of collected segment P . One example of

the initial segment can be the conventional full-spectrum-reuse scheme in which each AP

reuses the entire spectrum with full transmit power. Denote the resulting rate vector by

r0. With P and r0 as the input to Algorithm 4.2, during the t-th iteration, one new

segment pt+1 is identified by optimizing the local linearization of the utility function at
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the point rt using Algorithm 4.1. The new segment then is added to the set P if it is

not already included, otherwise a randomly generated new segment will be added instead.

Then P4.2 is re-optimized using all the collected segments in P so far to allocate the

optimal bandwidth of each segment. Since the set of collected segments grows after each

iteration, the utility function increases after each iteration until it converges.

Algorithm 4.2 Iterative algorithm for profile pursuit

Initialization: Pick full spectrum reuse power allocation denoted by p0 as the initial
feasible solution which gives a feasible rate vector r0; t← 0; P ← {p0};
repeat

Step 1. Solve P4.2 with the objective function being 〈∇u(r(t)), r〉 using Algorithm
4.1, which gives us pt+1.
Step 2. If pt+1 /∈ P , P ← P ∪ {pt+1}; otherwise, add an arbitrary new segment that
is not in P , t← t+ 1.
Step 3. Solve P4.2 given power allocations in P and obtain the rate vector r(t).

until Convergence

Algorithm 4.2 is a Frank-Wolfe type algorithm (also known as the conditional gradient

algorithm) [73]. Unique to Algorithm 4.2 is that each iteration identifies one new power

profile to add to the set P so as to re-optimize P4.2.

4.5. General Resource Allocation Problem

In this section, the problem formulation of resource management is further general-

ized to accommodate a much broader set of utility functions, spectral efficiencies, and

power constraints. The general problem can also be efficiently solved using the proposed

technique in this paper.

First of all, for the spectral efficiency function si→j(·) in (4.3), other than using the

Shannon formula, it can be any measurable function.
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Secondly, the PSD constraint can be more general. For example, the SISO PSD

constraint (4.2) can be generalized to accommodate multicasting over the same spectrum,

i.e.,

∑
j∈K

|pi→j(f)|0 ≤ di, ∀i ∈ N, ∀f ∈ [0,W ] (4.15)

where di > 0 constrains the degrees of freedom of AP i. In an extreme case, di = k

for all i ∈ N . That is, an AP may serve all devices using the same slice of spectrum

simultaneously. The additional degrees of freedom are particularly useful in the case

of multiple-input multiple-output systems with multiple antennas. Moreover, the PSD

constraint (4.1) can also be generalized to the following:

0 ≤ pi→j(f) ≤ Q, ∀i ∈ N, j ∈ K, ∀f ∈ [0,W ]. (4.16)∥∥∥∥∥∑
j∈K

pi→j(·)

∥∥∥∥∥
α

≤ Pmax, ∀i ∈ N, (4.17)

where ‖h‖α =
(∫W

0
(h(x))α dx

) 1
α

and α ≥ 1. The left hand side of (4.17) is the α-norm

of the PSDs allocated to AP i. If α = 1, (4.17) constrains the total power of every AP

over the entire available spectrum. On the other hand, when α→∞, (4.17) becomes the

previous peak PSD constraint.

Furthermore, in addition to optimizing throughput and packet delay, we can also

incorporate energy efficiency into the utility function. Specifically, APs’ transmit powers
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can be expressed as

Pi =
∑
j∈K

∫ W

0

pi→j(f) df, i ∈ N. (4.18)

In addition, if AP i can be switched off to save its maintenance power (denoted as Ci)

when it is not allocated power (i.e., Pi = 0), then the utility function regarding energy

efficiency can be expressed as minus the total energy cost:

ue(P ) = −p
∑
i∈N

(Pi + 1{Pi>0}Ci), (4.19)

where p is the “price” of power and P = (Pi)i∈N . Denote the utility function regarding

spectral efficiency as us(r), then the utility function that incorporates both spectrum and

energy efficiencies is expressed as

U(r,P ) = us(r) + ue(P ). (4.20)

Theorem 4.2. : Let si→j(·) : Rn×k → R be a bounded measurable function. A (k +

n+ 1)-sparse piecewise constant power allocation optimally solves the following problem:

maximize
(rj),(pi→j(f)),(Pi)

U(r,P ) (P4.8a)

subject to rj =
∑
i∈N

∫ W

0

si→j(p(f)) df, ∀j ∈ K (P4.8b)

Pi =
∑
j∈K

∫ W

0

pi→j(f) df, ∀i ∈ N (P4.8c)

∑
j∈K

|pi→j(f)|0 ≤ di, ∀i ∈ N, f ∈ [0,W ] (P4.8d)
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(∫ W

0

[∑
j∈K

pi→j(f)

]α
df

) 1
α

≤ Pmax, ∀i ∈ N (P4.8e)

0 ≤ pi→j(f) ≤ Q, ∀i ∈ N, j ∈ K, f ∈ [0,W ]. (P4.8f)

The proof of Theorem 4.2 is given in Appendix A.7. P4.8 describes a very general

resource management problem, which essentially encompasses most existing optimization-

oriented formulations of physical resource allocation (including spectrum and time slot

allocation, user association, and power control) in the literature. The significance here

is that the sparsity guaranteed by Theorem 4.2 allows us to reduce the continuous PSD

function allocation problem to that of finding a discrete set of (k + n+ 1) power profiles.

If the spectral efficiency function si→j(·) can be written as a concave function of the

SINR given by (4.4), that is

si→j(p) = A(γi→j(p)), (4.21)

and A(·) : R → R is a concave function, then P4.8 can be solved using similar technique

proposed in Section 4.4.
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4.6. Numerical Results

Table 4.1. Parameter Configurations.

Parameters Value/Function

AP transmit power 23 dBm

Total bandwidth 10 MHz

Average packet length 0.5 Mbits

AP to user device pathloss (LOS) 30.18 + 26.7 log10(R)

AP to user device pathloss (NLOS) 34.53 + 36 log10(R)

Shadowing standard deviation (LOS) 4 dB

Shadowing standard deviation (NLOS) 10 dB

In this section, we investigate the performance gain of the proposed allocation scheme

by comparing with the following baseline schemes:

(1) Full-spectrum-reuse + maximum reference signal receive power (MaxRSRP): Ev-

ery AP reuses all available spectrum with full transmit power and every device

is associated to the strongest AP in terms of the received power.

(2) Full-spectrum-reuse + optimal user association: Every AP reuses all available

spectrum with full transmit power and device association is optimized for the

utility.

(3) The pattern-pursuit algorithm proposed in [32] which optimizes both spectrum

allocation and user association assuming full transmit power at each AP.

The performance metric is the average packet delay which is also the objective in P4.1. We

use parameters compliant with the LTE standard [66] as given in Table 4.1. To make fair
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Figure 4.2. Deployment of the medium scale network.

comparisons, we use exactly the same network (same topology, same channel conditions,

and same traffic loads) as in our previous paper [32], in which all active transmissions use

the maximum allowed PSD with binary (0 or peak) power control.

4.6.1. Performance in Medium Scale Networks

We first compare the performance of the proposed scheme in a network of medium size.

We randomly drop 100 APs and 250 user devices over a 1,330 × 1,330 m2 area as shown
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Figure 4.3. The theoretical packet delays (the objective function) of the
proposed scheme and baseline schemes.

in Fig. 4.2. The objective (average packet delay) versus traffic intensity curves are shown

in Fig. 4.3.

From Fig. 4.3, it can be observed that as the average device traffic increases to above

8, 13, and 30 packets/second, respectively, all three baseline schemes fail to support all

the devices. While the proposed solution has significantly larger throughput (above 39

packets/second) than the other schemes. The proposed solution also significantly reduces

the delay especially in the high traffic regime.

To validate the obtained allocation solution, we have built an event-driven packet-level

simulator. In the simulator, the instantaneous transmission rate of a link depends on the

current set of busy APs occupying the same part of the spectrum. Fig. 4.4 compares
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Figure 4.4. The simulated packet delays of the proposed scheme and base-
line schemes.

the simulated average packet delay of the proposed allocation scheme with the baseline

schemes. Compared with the theoretical results in Fig. 4.3, all the schemes achieve larger

throughput regions. That is because the service rate model (4.3) is “conservative”, i.e.,

an AP’s transmission rate over any spectrum segment is the worst-case rate, which is the

achievable rate when all APs in this segment are transmitting. In addition, the proposed

scheme achieves a quite larger throughput (60 packets/second/user device) than the other

schemes. Moreover, the delay is also reduced by more than 50% in the high traffic regime.
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Figure 4.5. Comparison with the baseline schemes.

4.6.2. Performance in Large Scale Networks

In this subsection, the proposed allocation scheme is used to compute the allocation

solution for a large network of 1,000 APs and 2,500 devices over a 4,200 m × 4,200 m

area. The AP density remains the same as that of the medium-scale network. The

objective (average packet delay) versus traffic intensity curves are shown in Fig. 4.5.

From Fig. 4.5, it is clear that the proposed solution has significantly larger through-

put (above 30 packets/second) than full-spectrum reuse with maxRSRP association (7

packets/second), full-spectrum reuse with optimal user association allocation (14 pack-

ets/second) and centralized optimization with full power (22 packets/second). The pro-

posed solution also outperforms other schemes in delay especially in the high traffic regime.
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Figure 4.6. Resource management in very large networks. (a) Deployment
and user association for the large network. (b) Topology graph for the
marked area in Fig. 4.6(a). (c) Allocation graph for the marked area in
Fig. 4.6(a).
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The obtained resource allocation at arrival rate of 25 packets/second/device is shown

in Fig. 4.6. As shown in Fig. 4.6(a), the lines connecting each AP-user pair indicate an

association. To clearly present spectrum allocation, user association, and power allocation,

the local cluster as marked in the red rectangle region is shown in enlarged display in

Fig. 4.6(b) and Fig. 4.6(c). Fig. 4.6(b) shows the user association for the marked area.

The numbers above each user device represent the user device index and its traffic load,

respectively. The number above each AP represents the AP index. The spectrum and

power allocation for the marked area is shown in Fig. 4.6(c). The widths of the rectangles

represent fractions of the entire spectrum of the active segments. The solid ones in each

row are the spectrum segments that are used by the corresponding AP to serve the

user device whose index is marked on that spectrum segment. Therefore, each row can

be viewed as the PSD of the corresponding AP. The algorithm achieves topology aware

frequency reuse for interference management, as well as an efficient traffic aware spectrum

allocation. Specifically, strongly interfering links (e.g., link 2 → 4 and link 3 → 5) are

assigned different spectrum segments, and the same spectrum segments are reused by two

links that are far apart (e.g., link 10→ 25 and link 9→ 26). Moreover, user devices with

light traffic loads or user devices on the transmission edge of two APs (e.g., user device

5) are assigned less spectrum and less power, and vice versa. These numerical results

demonstrate that the algorithm achieves topology aware frequency reuse for interference

management, as well as an efficient traffic aware spectrum allocation.
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Table 4.2. Computational cost for Algorithm 4.1 and Algorithm 4.2

Networks scales 10 APs 100 APs 1,000 APs

25 devices 250 devices 2,500 devices

# of iterations in Alg. 4.1 85.0 92.5 122.6

# of iterations in Alg. 4.2 12.8 23.8 27.2

# of active segments 10.6 23.1 27.2

Average runtime (seconds) 1.8 9.5 169.9

4.6.3. Complexity discussion

Table 4.2 shows the computational cost for the proposed method under different network

scales. The density of APs and devices remains the same for all networks. One observation

is that the number of iterations for Algorithm 4.1 to converge varies slightly even when the

network size is enlarged by hundred-fold. The algorithms are run on an Intel Core Xeon

3.6 GHz 6-core computer. It can be observed that the total computation only takes 1.8

seconds for small-scale networks and 170 seconds for metropolitan-scale networks because

of the closed-form updates in every iteration.6 In addition, the number of active segments

is very close to the number of candidate segments for all networks, meaning that at each

iteration of Algorithm 4.2, a useful segment is almost always obtained to contribute to

the final solution.

The proposed algorithm is able to solve the resource allocation problem for super

large networks using small amount of time due to its small number of iterations and low

per-iteration cost. As only convergence to a local optimum is guaranteed in all cases, the

converged values may differ depending on the starting point.

6The runtime is expected to be reduced significantly to fit in a moderate timescale using a powerful
cluster/cloud.
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4.7. Summary

We have studied a challenging joint resource allocation problem in metropolitan-scale

networks. We have developed a scalable formulation by exploiting the hidden sparse

structure of an optimal allocation and proposed an efficient algorithm to solve the refor-

mulated problem with guaranteed convergence. Moreover, each iteration is performed in

closed form, which makes centralized resource allocation practically feasible even for very

large networks. From numerical results, significant gains are observed compared with

conventional resource management schemes.

One possible future work is to incorporate the slow-timescale solution with fast-

timescale link scheduling [42]. That is, the slow-timescale solution may guide each AP

to better schedule transmission links locally on a fast-timescale. Another extension is to

consider allocating discrete subcarriers rather than continuous spectrum resources, which

may involve more complex problem formulations. This will allow the proposed solution

to be adopted in current and emerging radio access network (RAN) standards.
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CHAPTER 5

Conclusions and Future Work

As for wireless networks, resource allocation is the process of deciding how to imple-

ment spectrum management, user association as well as power control. In this thesis, we

address resource allocation and performance optimization for different kinds of wireless

networks. in particular, we incorporate spectrum allocation and user association as well as

the modeling of licensed and unlicensed bands into problem formulation to allocate differ-

ent kinds of resources. Subsequently, we introduced the user-centric model to reformulate

the original problem. By applying linear and nonlinear optimization techniques, a highly

efficient iterative algorithm is designed with guaranteed optimality gap. Finally, power

control in added into the joint optimization framework. Results are presented mainly

by comparing the performance of conventional approaches with the proposed algorithms

through simulations. We summarize our results by each chapter below.

For allocating resources over multiple radio access technologies, in Chapter 2, we have

proposed two optimization-based spectrum allocation schemes along with efficient algo-

rithms for computing the allocations. The proposed solutions take into account traffic

loads, network topology, as well as external interference levels in the unlicensed bands.

The performance is then compared with the conventional schemes (e.g., full frequency

reuse). Packet-level simulation results show that the proposed schemes significantly out-

perform orthogonal and full-frequency-reuse allocations under all traffic conditions.
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In Chapter 3, we have studied the scalability of the resource allocation schemes for

large-scale networks, in the effort to make centralized optimization practically realizable

for large-scale networks. Comparing with the above framework which formulates the

resource allocation problem as a convex optimization problem with an exponential number

of variables in the network size. A scalable reformulation is obtained by exploiting the

geometric graph nature of the network and provable sparsity of the optimal solution.

Moreover, we designe a highly efficient algorithm which iteratively finds patterns until a

certain optimality gap is reached. Numerical results show substantial gains compared to

all the other baseline schemes for networks with up to 1000 access points.

In Chapter 4, we have extended the above framework to further improve the sys-

tem performance by jointly optimizing spectrum allocation, user association and power

control. The proposed algorithm complements our previous work [32] that has only con-

sidered spectrum allocation and UE association. One key distinction of the new problem

formulation is that, instead of assuming all APs always transmit using full power, we allow

each AP to apply a continuous power spectral density over the entire band, i.e., the size

of the problem of power allocation at each AP has already grown to infinity. Moreover,

we also generalize the problem formulation to accommodate various classes of network

optimization problems.

The thesis mainly covers slow-timescale interference and resource management. We

propose a way to jointly optimize different kinds of resources for large-scale networks.

The proposed algorithms are applicable to most conventional utility functions. Such

framework can be potentially extended to take into account the features in HetNets, such

as backhaul resource allocation (with relay), CoMP transmission and beamforming. One
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future research direction is to incorporate the existing slow-timescale solution with fast-

timescale link scheduling. For example, given the solution in Chapter 4, how to make

use of such slow-timescale power control solution on the fast-timescale link scheduling

problem.
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APPENDIX A

Proof

A.1. Proof of Proposition 2.1

To analyze the queueing model with vacation and nonexhaustive service, we follow a

similar technique as in [65]. Denote the residual service time at time t by R(t), and the

waiting and service times for the i-th packet as Wi and Xi, respectively. We have,

E[X] =
1

r
. (A.1)

Assuming the queue is stable, by the Pollaczek-Khinchine formula,

E[W ] =
E[R]

1− ρ
, (A.2)

and the average packet delay is given by:

E[T ] = E[W ] + E[X] =
E[R]

1− ρ
+

1

r
, (A.3)

where ρ = λ
r
. Denote M(t) as the number of packets served up until time t. To calculate

E[R], we can see from Fig. A.1,

E[R] = lim
t→∞

1

t

∫ t

0

R(τ)dτ (A.4)
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Figure A.1. Residual service time R(t).

= lim
t→∞

1

t

M(t)∑
i=1

(
(Xi)

2

2
+

(Vi)
2

2

)
(A.5)

= lim
t→∞

M(t)

2t

M(t)∑
i=1

(Xi)
2 + (Vi)

2

M(t)
(A.6)

=
λ

2

(
E[X2] + E[V 2]

)
(A.7)

=
λ

r2
+
λν

2
. (A.8)

The equalities hold in the almost sure sense. Substituting (A.8) into (A.3), we obtain

(2.8).

To prove the convexity of (2.8), note that (2.8) can be written as the addition of two

parts,

t =
1

(r − λ)+ +
ν

2

rλ

(r − λ)+ . (A.9)

Since both parts are convex in the pair (r, λ) on R2, the sum is also convex in the pair

(r, λ) on R2.
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A.2. Proof of Theorem 2.1

We first reformulate P2.1 by a change of variables. The proof then follows a similar

geometric argument as in [34].

Consider a reformulation of P2.1 by replacing constraints (P2.1c), (P2.1e), and (P2.1g)

with the following three constraints, introducing a new collection of variables (zA,li→j):

r
(l)
j =

∑
A⊂N

(∑
i∈N

sA,li→jz
A,l
i→j

)
yA,l, j ∈ K, l ∈ {1, 2} (A.10)

∑
j∈K

zA,li→j ≤ 1, l ∈ {1, 2}, i ∈ N,A ⊂ N (A.11)

zA,li→j, y
A,l ≥ 0, j ∈ K, l ∈ {1, 2}, i ∈ N,A ⊂ N. (A.12)

The new problem is equivalent to P2.1. This is because the feasible set for the rate tuple

r remains the same, which is easy to see by regarding zA,li→j as the fraction of spectrum

under pattern A that AP i allocates to user device group j over RAT l. If one solves the

new problem, the actual spectrum allocations can be recovered as xA,li→j = yA,lzA,li→j.

We show that if r∗ is an optimal rate tuple of P2.1, then we can attain each sub-tuple

r∗(l) over RAT l with a k-sparse y(l). For each RAT l, let us begin with a generally

nonsparse optimal solution y(l), whose support is S(l) (yA,l = 0 if A /∈ S(l)). Let us freeze

the optimal zA,li→j variables and define a k-vector qA,l for every A ∈ S(l) with its elements

determined by qA,lj =
∑

i∈N s
A,l
i→jz

A,l
i→j. According to (A.10), a convex combination of the

vectors (qA,l)A∈S(l) with (yA,l)A∈S(l)
as coefficients form the optimal rate tuple r(l) over

RAT l. By Carathèodory’s Theorem [68], r(l) can be represented as a convex combination

of at most k + 1 of those vectors. Moreover, r(l) must be on the boundary, not in the
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Figure A.2. A loop in the BGR for the user device groups served by multiple
APs over the same RAT.

interior of the convex hull of (qA,l), because otherwise the rate tuple can be increased in

all dimensions, contradicting the optimality assumption. Thus, for each RAT l, we can

identify a vector y∗(l) whose support is a subset of S(l) with k or fewer elements, such

that the optimal r(l) is a convex combination of (qA,l) with y∗A,l as coefficients.

A.3. Proof of Theorem 2.2

The proof follows an analogous proof in [12]. The KKT conditions for P2.1 for nonzero

elements of x and y are :

∂U

∂r
(l)
j

sA,li→j − µ
A,l
i = 0, (A.13)

∑
i∈N

µA,li = ξ(l), (A.14)

where µA,li and ξ(l) are the Lagrange multipliers for constraints (P2.1e) and (P2.1f), re-

spectively. Assuming user device group j is served by two APs i1 and i2 over RAT l,

define s
(l)
i→j =

∑
A⊂N

sA,li→j and µ
(l)
i =

∑
A⊂N

µA,li . According to (A.13) and (A.14), we have

s
(l)
i1→j

s
(l)
i2→j

=
µ

(l)
i1

µ
(l)
i2

. (A.15)
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Following the argument in [12], a bipartite graph representation is used as in [69]. For

each RAT, denote the user device groups served by multiple APs and the corresponding

APs as nodes. An edge between a user device group and an AP represents an association.

It remains to show that the graph contains no loop. Suppose there is a loop in the bipartite

graph as shown in Fig. A.2. Then there exists a sequence of nodes of users j1, . . . , jp and

a sequence of APs i1, . . . , ip, where user jq is connected with AP iq for q = 1, . . . , p, user

jq+1 is connected with AP iq for q = 1, . . . , p− 1, and user 1 is connected with AP p. The

nodes are distinct otherwise we can find a smaller loop with this property. According to

(A.15), the loop implies:

s
(l)
ip→j1

s
(l)
i1→j1

s
(l)
i1→j2

s
(l)
i2→j2

. . .
s

(l)
ip−1→jp

s
(l)
ip→jp

=
µ

(l)
ip

µ
(l)
i1

µ
(l)
i1

µ
(l)
i2

. . .
µ

(l)
ip−1

µ
(l)
ip

= 1.

Since s
(l)
i→j is the sum of spectral efficiencies over all patterns over RAT l, it is a random

variable based on random topology. Therefore,
s
(l)
ip→j1

s
(l)
i1→j1

s
(l)
i1→j2
s
(l)
i2→j2

. . .
s
(l)
ip−1→jp

s
(l)
ip→jp

= 1 is a zero prob-

ability event, which shows that w.p.1 there is no loop in the graph. Since there are n APs,

the largest possible BGR without a loop has n− 1 user nodes, which proves Theorem 2.2.

A.4. Proof of Proposition 2.2

Taking the second derivatives of λ
(1)
j t̂

(1)
j with respect to λ

(1)
j and r

(1)
j , we have:

∂2λ
(1)
j t̂

(1)
j

∂λ
(1)
j

2 =
ηr

(1)
j

(r
(1)
j − βλ

(1)
j )3

, (A.16)

∂2λ
(1)
j t̂

(1)
j

∂r
(1)
j

2 =
ηλ

(1)
j

β

 1

(r
(1)
j − βλ

(1)
j )3

− 1(
r

(1)
j

)3

+
2βλ

(1)
j(

r
(1)
j

)3 . (A.17)
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When 1

λ
(1)
j

> β

r
(1)
j

, in other words, when the queue is stable, the derivatives are positive,

which means λ
(1)
j t̂

(1)
j is bi-convex in λ

(1)
j and r

(1)
j . In addition, since λ

(2)
j t̂

(2)
j is similar to

λ
(1)
j t̂

(1)
j except for an additional term

νj(λ
(2)
j )

2
r
(2)
j

2(r
(2)
j −βλ

(2)
j )+

, which is also bi-convex in λ
(2)
j and r

(2)
j ,

λ
(2)
j t̂

(2)
j is also bi-convex in λ

(2)
j and r

(2)
j . Since Û is a linear combination of bi-convex

functions, we conclude that (2.20) is bi-convex in λ and r.

A.5. Proof of Proposition 3.1

The affine utility function can be written as

u(r(w)) = d+
∑
j∈K

∑
A⊂N

∑
i∈A

cAi→jw
A
i→j (A.18)

for some constants d and (cAi→j).

Then P3.1 can be rewritten as:

maximize
yA≥0,

∑
A⊂N

yA=1
maximize

wAi→j≥0,
∑
l∈K

wAi→l≤y
A

∀j∈K,∀A⊂N,∀i∈A∑
j∈K

∑
A⊂N

∑
i∈A

cAi→jw
A
i→j + d.

(A.19)

Define j∗(i, A) ∈ K as a maximizer of cAi→j. It is easy to see that the solution to the inner

problem in (A.19) is to let each AP serve the single user device with the largest weight

for each pattern, i.e.,

wAi→j = yA1(j = j∗(i, A)) (A.20)
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for all A ⊂ N and i ∈ A, where 1(·) is the general indicator function. Then (A.19) can

be written as:

maximize
yA≥0,

∑
A⊂N

yA=1

∑
A⊂N

∑
i∈A

cAi→j∗(i,A)y
A. (A.21)

Again, (A.21) can be solved by allocating all the resources to one pattern that has the

largest weight, i.e., letting yA
∗

= 1 where A∗ maximizes
∑

i∈A c
A
i→j∗(i,A).

A.6. Proof of Theorem 3.2

To prove Theorem 3.2, we shall introduce two additional equivalent optimization prob-

lems as bridges between P3.1 and P3.2.

Lemma A.1. P3.1 is equivalent to PA.1:

maximize
r,w,y,h

u(r) (PA.1a)

subject to rj =
∑
A⊂N

∑
i∈A

sAi→j
∑
l∈L

wA,li→j, ∀j ∈ K (PA.1b)

∑
j∈K

wA,li→j ≤ yA,l, ∀A ⊂ N,∀i ∈ A, ∀l ∈ L (PA.1c)

∑
A⊂N

yA,l ≤ hl, ∀l ∈ L (PA.1d)

∑
A⊂N

|yA,l|0 ≤ 1, ∀l ∈ L (PA.1e)

∑
l∈L

hl ≤ 1, (PA.1f)

wA,li→j ≥ 0, ∀l ∈ L,∀j ∈ K, ∀A ⊂ N,∀i ∈ A. (PA.1g)
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Proof. We first show that P3.1 is equivalent to PA.1 with constraint (PA.1e) removed.

To see this, we recognize that the latter problem basically splits the variables in the former

into k constituents in identical form. The equivalence is then due to the concavity of the

utility function. To be precise, without (PA.1e), if all variables with subscript l is set to

0 except for l = 1, PA.1 reduces to P3.1. Thus PA.1 is a relaxation to P3.1. On the

other hand, from any solution to PA.1 without constraint (PA.1e), we can combine the

variables of l = 1, · · · , k to one feasible solution of P3.1. Hence the equivalence.

It remains to show that the additional l0 constraint (PA.1e) does not change the

optimal solution. Recall that P3.1 has an optimal solution that activates at most k

patterns by Theorem 3.1. If we let the k active patterns each correspond to a distinct

subscript l in PA.1, we obtain a feasible solution to PA.1 that yields the same utility.

Specifically, suppose the k active patterns found for P3.1 are A1, · · · , Ak ⊂ N , and the

optimal w and y variables are (wAi→j)j∈K,A⊂N,i∈A and (yA)A⊂N . Then the variables of

PA.1 are constructed as follows:

hl = yA
l

(A.22)

yA,l = yA
l

1(A = Al) (A.23)

wA,li→j = wA
l

i→j1(A = Al) (A.24)

for l = 1, · · · , k. Then it is easy to see that all constraints in PA.1 are satisfied and the

same optimal utility is achieved. �
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Lemma A.2. PA.1 is equivalent to PA.2:

maximize
r,w,z,h

u(r) (PA.2a)

subject to rj =
∑
A⊂N

∑
i∈A

sAi→j
∑
l∈L

wA,li→j, ∀j ∈ K (PA.2b)

wA,li→j ≤ zA,lj ∀A ⊂ N, ∀i ∈ A,∀l ∈ L,∀j ∈ K (PA.2c)

zA,lj +
∑

B⊂N :B 6=A

zB,lm ≤ 1, (PA.2d)

∀A ⊂ N,∀l ∈ L,∀j,m ∈ K (PA.2e)∑
j∈K

∑
A⊂N

wA,li→j ≤ hl, ∀i ∈ N, ∀l ∈ L (PA.2f)

∑
l∈L

hl ≤ 1, (PA.2g)

zA,lj ∈ {0, 1}, ∀l ∈ L,∀j ∈ K, ∀A ⊂ N (PA.2h)

wA,li→j ≥ 0, ∀l ∈ L,∀j ∈ K, ∀A ⊂ N,∀i ∈ A. (PA.2i)

Proof. We first note that the utility functions of PA.1 and PA.2 are identical. Also,

constraints (PA.1b), (PA.1f), (PA.1g) are identical to constraints (PA.2b), (PA.2g), (PA.2i).

Next, we will prove that every maximum of PA.1 is also a maximum of PA.2.

Suppose (r∗,w∗,y∗,h∗) is a maximum of PA.1. We seek z∗ such that (r∗,w∗, z∗,h∗)

is feasible for PA.2. Fix l ∈ L. Constraint (PA.1e) dictates that there is at most one

active global pattern for every l ∈ L. Namely, we can identify one A∗l ⊂ N , such that
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y∗B,l = 0 for every B 6= A∗l . From constraints (PA.1c), (PA.1d), we have

∑
j∈K

w∗
A∗l ,l
i→j ≤ h∗l, (A.25)

w∗B,li→j = 0, ∀B 6= A∗l . (A.26)

For every i, j, l, and A, let z∗A,lj = 0 if w∗A,li→j = 0 and z∗A,lj = 1 otherwise. Then by (A.25)

and (A.26), we have

z∗
A∗l ,l
j ≤ 1, (A.27)

z∗B,lj = 0, ∀B 6= A∗l . (A.28)

Then it is obvious that these variables satisfy constraints (PA.2c), (PA.2d), and (PA.2h).

For the remaining (PA.2f), we have

∑
j∈K

∑
A⊂N

w∗A,li→j =
∑
j∈K

w∗
A∗l ,l
i→j ≤ h∗l. (A.29)

Therefore, (r∗,w∗, z∗,h∗) is feasible for PA.2.

To show the converse, we show that if (r∗,w∗, z∗,h∗) is a maximum of PA.2, then

there exists y∗ such that (r∗,w∗,y∗,h∗) is feasible for PA.1. Fix l ∈ L. Constraints

(PA.2d) and (PA.2h) dictate that there is at most one active global pattern for all j ∈ K.

Namely, we can identify one A∗l ⊂ N , such that z∗B,l = 0 for every B 6= A∗l . From

constraints (PA.2c), (PA.2f) and (PA.2i), we have

w∗B,li→j = 0, ∀B 6= A∗l (A.30)
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∑
j∈K

∑
A⊂N

w∗A,li→j =
∑
j∈K

w∗
A∗l ,l
i→j ≤ h∗l. (A.31)

We let y∗ be defined as y∗A,l =
∑
j∈K

w∗A,li→j, then we have

y∗B,l = 0, ∀B 6= A∗l (A.32)

y∗A
∗
l ,l =

∑
j∈K

w∗
A∗l ,l
i→j . (A.33)

By (A.32) and (A.33), it is obvious that

∑
j∈K

w∗A,li→j ≤ y∗A,l. (A.34)

In addition, we have

∑
A⊂N

y∗A,l = y∗A
∗
l ,l ≤ h∗l, (A.35)

and

∑
A⊂N

|y∗A,l|0 = |y∗A
∗
l ,l|0 ≤ 1. (A.36)

Therefore, these variables satisfy constraints (PA.1c), (PA.1d), and (PA.1e). Hence

(r∗,w∗,y∗,h∗) is also feasible for PA.1. We conclude that every maximum of PA.1 cor-

responds to a maximum of PA.2, and vice versa. Hence the equivalence of PA.1 and

PA.2. �

Lemma A.3. PA.2 is equivalent to P3.2.
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Proof. The difference between P3.2 and PA.2 are entirely in the (w, z) variables

associated with global patterns and (x,d) variables associated with local patterns. The

utilities (PA.2a) and (P3.2a) are identical. Constraints (PA.2g) and (P3.2f) are identical.

We next relate the global variables (w, z) to the local variables (x,d), so that feasibility

of P3.2 and feasibility of PA.2 imply each other.

We first show that if (r,w, z,h) satisfy all constraints of PA.2, then there exist (x,d)

such that (r,x,d,h) satisfy all constraints of P3.2. Let x and d variables be obtained as

xA,li→j =
∑

C⊂N :C∩Nj=A

wC,li→j, ∀j ∈ K, l ∈ L,A ∈ Nj, i ∈ A (A.37)

dA,lj =
∑

C⊂N :C∩Nj=A

zC,lj , ∀j ∈ K, l ∈ L,A ∈ Nj. (A.38)

By (PA.2c), (PA.2h) and (PA.2i), it is obvious that (P3.2c), (P3.2g) and (P3.2h) hold.

For every user device j ∈ K, every local pattern A ∈ Nj, and every global pattern C ⊂ N

that satisfies C ∩ Nj = A, we have sCi→j = sAi→j by (3.12). From (PA.2b), (3.12), and

(A.37) for every j ∈ K,

rj =
∑
C⊂N

∑
i∈C

sCi→j
∑
l∈L

wC,li→j (A.39)

=
∑
A⊂Nj

∑
i∈A

sAi→j
∑
l∈L

 ∑
C⊂N :C∩Nj=A

wC,li→j

 (A.40)

=
∑
A⊂Nj

∑
i∈A

sAi→j
∑
l∈L

xA,li→j (A.41)
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which is (P3.2b). Moreover, fix l ∈ L. Constraints (PA.2d) and (PA.2h) dictates that

there is at most one active global pattern for all j ∈ L. Namely, we can identify one

Al ⊂ N , such that zB,lj = 0 for every j ∈ K and B 6= Al.

We next examine inequality (P3.2d) where d is defined by (A.38). For every j, l,m,A,

if Al ∩Nj = A, then

dA,lj +
∑

B⊂Nm:B∩Nj 6=A∩Nm

dB,lm

= zAl,lj +
∑

D⊂N :D∩Nm∩Nj 6=Al∩Nm∩Nj

zD,lm (A.42)

≤ zAl,lj +
∑

D⊂N :D 6=Al

zD,lm ≤ 1 (A.43)

where (A.43) is due to (PA.2d).

If Al ∩Nj 6= A, then

dA,lj +
∑

B⊂Nm:B∩Nj 6=A∩Nm

dB,lm

=
∑

C⊂N :C∩Nj=A

zC,lj +
∑

B⊂Nm:B∩Nj 6=A∩Nm

∑
D⊂N :D∩Nm=B

zD,lm (A.44)

≤ 0 +
∑
D⊂N

zD,lm ≤ 1 (A.45)

where (A.45) is due to the special case of (PA.2d) with j = m. Therefore (P3.2d) is

established. It remains to show (P3.2e). By definition (A.37),

∑
j∈K

∑
A⊂Nj

xA,li→j =
∑
j∈K

∑
A⊂Nj

∑
C⊂N :C∩Nj=A

wC,li→j (A.46)
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≤
∑
j∈K

∑
C⊂N

wC,li→j ≤ hl (A.47)

where (A.47) is due to (PA.2f).

Thus (r,x,d,h) satisfy all constraints (P3.2b)–(P3.2h) as long as (r,w, z,h) satisfy

constraints (PA.2b)–(PA.2i).

We next show that if (r,x,d,h) satisfy all constraints of P3.2, then there exists (w, z)

such that (r,w, z,h) satisfy all constraints of PA.2. The key is to reconstruct global

variables (w, z) from local variables (x,d). Fix l ∈ L. Constraints (P3.2d) and (P3.2g)

dictate that there is at most one active local pattern in every neighborhood. Namely, for

every j ∈ K, we can identify one Bl
j ⊂ N , such that dB,lj = 0 for every B 6= Bl

j. Let us

define a global pattern:

Al =
⋃
j∈K

Bl
j. (A.48)

Due to (P3.2d), we have Al ∩Nj = Bl
j. Define global variables:

wC,li→j = x
Blj ,l

i→j1(C = Al) (A.49)

zC,lj = d
Blj ,l

j 1(C = Al). (A.50)

Then (PA.2h) and (PA.2i) are trivial. Moreover,

rj =
∑
A⊂Nj

∑
i∈A

sAi→j
∑
l∈L

xA,li→j (A.51)

=
∑
i∈Nj

∑
l∈L

s
Blj
i→jx

Blj ,l

i→j (A.52)
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=
∑
i∈N

∑
l∈L

sAli→jw
Al,l
i→j (A.53)

=
∑
A⊂N

∑
i∈A

sAi→j
∑
l∈L

wA,li→j, (A.54)

where (A.53) is due to (A.49). Therefore, (PA.2b) is established. (PA.2c) is established

from (P3.2c), (A.49) and (A.50). In addition, (PA.2d) is established due to (P3.2d) and

(A.50). Finally, for (PA.2f), we have

∑
j∈K

∑
A⊂N

wA,li→j =
∑
j∈K

x
Blj ,l

i→j (A.55)

≤
∑
j∈K

∑
A⊂Nj

xA,li→j ≤ hl (A.56)

where (A.56) is due to (P3.2e).

In all, the utility and constraints of PA.2 are equivalent to those of P3.2. Hence the

equivalence of the two optimization problems. �

From Lemma A.1, Lemma A.2 and Lemma A.3, we can conclude that P3.1 and P3.2

are equivalent. Hence Theorem 3.2 is proved.

A.7. Proof of Theorem 4.2

The PSDs in P4.8 are arbitrary (Lebesgue measurable) functions in an infinite dimen-

sional function space. They determine the utility function through the rate and power vec-

tors (r and P ) of finite dimensions. The key to the proof is to invoke the Carathéodory’s

theorem [68] to assert the existence of a (k + n+ 1)-dimensional allocation that achieves

the desired (r,P ).
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Let L denote the set of Lebesgue integrable functions on [0,W ]. Let us define:

R =

{
(r,P , t) ∈ Rk × R

n × R
n : ∃ p(·) = (pi→j(·)) ∈ Lnk

s.t. rj =
∑
i∈N

∫ W

0

si→j(p(f)) df, ∀j ∈ K,

Pi =
∑
j∈K

∫ W

0

pi→j(f) df, ∀i ∈ N,

ti =

∫ W

0

[∑
j∈K

pi→j(f)

]α
df, ∀i ∈ N,

ti ≤ (Pmax)α, ∀i ∈ N,∑
j∈K

|pi→j(f)|0 ≤ di, ∀i ∈ N, f ∈ [0,W ],

0 ≤ pi→j(f) ≤ Q, ∀i ∈ N, j ∈ K, f ∈ [0,W ]

}
.

(A.57)

We adopt the Lebesgue integral throughout as a convenient justification of using “maxi-

mize” in P4.1 and P4.8, i.e., that the maximum is actually achieved. While it is perhaps

possible to adopt the less technical Riemann integral to the same outcome, it is not as

easy to work with. In particular, the limit of a sequence of Riemann integrable functions

may not be Riemann integrable at all.

In the special case P4.1, as long as si→j(p(·)) is measurable, p does not have to be

measurable. Nonetheless, we can restrict to measurable ones without loss of generality

because any feasible rate vector can be constructed by a measurable p.

We can think of R as a manifold in the (k+2n)-dimensional Euclidean space induced by

(continuous) power allocations (pi→j(f))i∈N,j∈K,f∈[0,W ] that satisfy some power constraints.
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R is nonempty because it includes the vector induced by the all-zero power allocation.

For every (r,P , t) ∈ R, (r,P ) are a pair of feasible rate and power vectors. The reason

to also include the vector t becomes clear later.

Define another set

S =

{
(u,v,w) ∈ Rk × R

n × R
n : ∃ q ∈ [0, Q]nk

s.t. uj = W
∑
i∈N

si→j(q), ∀j ∈ K,

vi = W
∑
j∈K

qi→j, ∀i ∈ N,

wi = W

[∑
j∈K

qi→j

]α
, ∀i ∈ N,

∑
j∈K

|qi→j|0 ≤ di,∀i ∈ N

}
.

(A.58)

The set S is bounded, closed, and therefore compact. S is also a manifold in the (k+2n)-

dimensional space. Every vector in S is induced by a single power profile q ∈ [0, Q]nk,

which can be achieved by the flat power allocation over the entire bandwidth defined

according to pi→j(f) = qi→j, ∀i ∈ N, j ∈ K, f ∈ [0,W ]. If indeed this single power profile



142

is adopted over [0,W ], we have according to (A.58):

rj =
∑
i∈N

∫ W

0

si→j(p(f)) df = W
∑
i∈N

si→j(q) = uj,

Pi =
∑
j∈K

∫ W

0

pi→j(f) df = W
∑
j∈K

qi→j = vi,

and

ti =

∫ W

0

[∑
j∈K

pi→j(f)

]α
df = W

[∑
j∈K

qi→j

]α
= wi

for all i ∈ N and j ∈ K.

(A.59)

The remainder of the proof includes three technical steps: We first show that R is a

subset of the convex hull of S, i.e., R ⊂ conv(S). We then invoke the Carathéodory’s

theorem to show that every point in R is a convex combination of (k + 2n+ 1) points in

S, and is hence achieved using a (k+2n+1)-piecewise constant power allocation. Finally,

we reduce the number of sub-bands needed from k + 2n+ 1 to k + n+ 1.

Step 1: The goal of this step is to show R ⊂ conv(S). Because S is compact, conv(S)

must be closed. Given (r,P , t) ∈ R, if we can explicitly define a sequence x1,x2, · · · ∈

conv(S), which converges to (r,P , t), then (r,P , t) ∈ conv(S). This part of the proof

hinges on the simple function approximation of Lebesgue measurable functions.1

Specifically, for every (r,P , t) ∈ R, there exists a power allocation p(·) that lies in

the feasible region of P4.8, which results in the rate vecor r and tranmist power vector

P as well as t as defined in (A.57). Since the PSD of each AP is a bounded measurable

function over [0,W ], it can be arbitrarily closely approximated by a sequence of simple

1This approach does not apply to Riemann integrable functions in general.
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functions [74]. Fix a positive integer l, and partition the kn-dimensional cube [0,
√
l)kn

into lkn disjoint cubes {Cm}lknm=1 with equal side length 1√
l

on each dimension. Each

dimension of the cube is indexed by a pair (i, j) with i ∈ N and j ∈ K. Let the edge of

partition Cm in the (i, j)-th dimension be represented by [ami→j, a
m
i→j + 1√

l
). Then Cm =∏

i∈N
∏

j∈K [ami→j, a
m
i→j + 1√

l
). Since p is a measurable function, we can define measurable

partitions of [0,W ] by Am = p−1(Cm), m = 1, · · · , lkn and A0 = [0,W ]\
lkn⋃
m=1

Am. Am

describes the spectrum on which the power profiles find their values in partition Cm. We

define a simple function pl : [0,W ]→ [0,
√
l]kn as

pli→j(f) =
lkn∑
m=1

ami→j1{f∈Am}. (A.60)

It is obvious that pli→j(f) ≤ pi→j(f) for all f ∈ [0,W ], i ∈ N, j ∈ K. As l → ∞, this

sequence of simple functions (pli→j) converges to (pi→j) from below almost everywhere.

Moreover, let rl = (rlj)j∈K where rlj =
∑lkn

m=1

∑
i∈N Si→j(a

m
i→j)µ(Am),

let P l = (P l
i )i∈N where P l

i =
∑lkn

m=1

∑
j∈K a

m
i→jµ(Am),

and let tl = (tli)i∈N where tli =
∑lkn

m=1[
∑

j∈K a
m
i→j]

αµ(Am),

where µ(·) is the Lebesgue measure in R
kn. It is clear that rl ≤ r and P l ≤ P . And we

also have

tli =

∫ W

0

[∑
j∈K

pli→j(f)

]α
df (A.61)

≤
∫ W

0

[∑
j∈K

pi→j(f)

]α
df (A.62)

≤ (Pmax)α, ∀i ∈ N. (A.63)
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Therefore, (rl,P l, tl) ∈ conv(S) and (rl,P l, tl) ≤ (r,P , t). As l goes to ∞, the number

of cubes in which [0, Q]kn is partitioned goes to ∞, (rl,P l, tl) converges to (r,P , t).

Therefore, R ⊂ conv(S).

Step 2: By Carathéodory’s theorem [68], (r,P , t) can be constructed as a convex

combination of k + 2n + 1 vectors in S.2 That is, for any feasible solution (r,P , t) of

P4.8, it can be rewritten as a convex combination of k + 2n+ 1 points in S. That is

(r,P , t) =
k+2n+1∑
m=1

βm(um,vm,wm), (A.64)

where (um,vm,wm) ∈ S, βm ≥ 0, m = 1, · · · , k+ 2n+ 1, and
k+2n+1∑
m=1

βm = 1. Specifically,

once the k + 2n + 1 power profiles and their weights are known, the power allocation p

can be constructed as

pi→j(f) = qli→j, if f ∈

[
l−1∑
m=1

βmW,
l∑

m=1

βmW

]

for l = 1, · · · , k + 2n+ 1. (A.65)

As in (A.59), it is straightforward to verify that this (k+2n+1)-piecewise constant power

allocation is feasible and achieves the optimal utility. Therefore, any feasible solution to

P4.8 can be attained with a (k + 2n+ 1)-piecewise constant power allocation.

Step 3: We next reduce the number of sub-bands needed from k+ 2n+ 1 to k+n+ 1.

2Carathéodory’s theorem has been invoked in the past to establish similar results (e.g., [19] and [38]),
but this is the first analysis that rigorously examine all conditions.
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For any feasible solution (r,P ) of P4.8, as we just proved, we can rewrite it as a

convex combination of k + 2n+ 1 points in S. That is

(r,P ) =
k+2n+1∑
m=1

βm(um,vm), (A.66)

where (um,vm) ∈ S, m = 1, · · · , k + 2n+ 1. Moreover, we have

k+2n+1∑
m=1

βm = 1, (A.67)

k+2n+1∑
m=1

βmwm ≤ (Pmax)α. (A.68)

Since k + 2n+ 1 > dim ((1, r,P )) = k + n+ 1, row vectors (1,u1,v1), · · · ,

(1,uk+2n+1,vk+2n+1) must be linearly dependent. Therefore, there are real scalars µm,

m = 1, · · · , k + 2n+ 1, not all zero, such that

k+2n+1∑
m=1

µm = 0, (A.69)

and

k+2n+1∑
m=1

µm(um,vm) = 0. (A.70)

Moreover, the coefficients can be chosen to satisfy

k+2n+1∑
m=1

µmwm ≥ 0. (A.71)
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because if (A.71) does not hold, we can replace µm by −µm to satisfy (A.69)–(A.71).

Then (r,P ) can be rewritten as

(r,P ) =
k+2n+1∑
m=1

(βm − aµm)(um,vm), (A.72)

for any real-valued a. Since not all of the µm are equal to zero. Therefore, there exists at

least one µm > 0. Define

â = min
1≤m≤k+2n+1

{
βm

µm
: µm > 0

}
=
βq

µq
, (A.73)

where q is an index with

βq − âµq = 0. (A.74)

Note that â > 0, and for every m between 1 and k + 2n+ 1,

βm − âµm ≥ 0. (A.75)

Therefore,

(r,P ) =
k+2n+1∑
m=1

(βm − âµm)(um,vm), (A.76)

with

k+2n+1∑
m=1

(βm − âµm)wm ≤
k+2n+1∑
m=1

βmwm − 0 ≤ (Pmax)α. (A.77)
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Every coefficient βm− âµm is nonnegative, their sum is one, and furthermore, the index q

satisfies (A.74). In other words, (r,P ) is represented as a convex combination of at most

k + 2n points of S. This process can be repeated until (r,P ) is represented as a convex

combination of at most k + n+ 1 points in S.

A.8. Proof of Theorem 4.1

P4.1 is a special case of P4.8. Using the same technique developed in Appendix A.7

(and dropping the P dimension in defining R), we can show that the optimal utility of P4.1

can be achieved by a (k + 1)-piecewise constant power allocation. Moreover, an optimal

solution r∗ must be found on the boundary of the feasible set of rate vectors. (If one

has an optimal rate vector being an interior point, one can increase all of its dimensions

until reaching the boundary with no loss of utility.) Thus, k-piecewise constant power

allocation achieves the optimum of P4.1.
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