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Abstract

There is no group of materials as diverse, complex, and ubiquitous as polymers. From plastic bags, to

rubber tires, electronics, food packaging, water �ltration and even aerospace applications, the penetration

of polymer materials into all aspects of life make them very important materials throughout all engineering

�elds. However, this breadth of application means that many di�erent variables can a�ect the properties

of polymer materials, such as the chemical and physical structure of the polymer, the addition of any �ller

material or additive, or the e�ect of external stimuli like temperature, strain rate, and humidity. Thus,

the development of new polymer materials can be an expensive and time consuming task. Computational

simulations can be used to help predict properties and test a range of polymer formulations, but e�cient

models require robust experimental data to verify the accuracy of the models used. Smart experimental

design is therefore imperative to e�ciently develop new polymer materials.

This thesis takes a design-driven approach to polymer materials characterization to establish and develop

experimental methods to connect local properties and morphology to bulk mechanical behavior and bridging

the gap between experiments and computational models. Given the breadth of polymer materials, three

polymer systems will be explored in more detail, crosslinked rubber blends and nanocomposites, epoxies for

�ber reinforced composite matrices, and thermoplastic starch. Each of these polymer material systems had

unique motivations and characterization challenges, and so the experimental approaches had to be tailored

for each system for e�cient materials design and development.

In rubber nanocomposites, chemical and physical interactions between �llers and rubber can result in

interphase regions that have properties distinct from the constituent materials, which can complicate pre-

dictive models. Therefore, a novel atomic force microscopy (AFM) viscoelastic property characterization

technique is developed and validated through comparison to bulk dynamic mechanical analysis (DMA). It is

applied to multi-phase systems such as crosslinked rubber blends carbon black-rubber composites, and shows

great potential for better understanding the time and temperature dependence of these local properties. Ad-

ditionally, �nite element simulations are paired with AFM indentation experiments for rubber composite

systems to better understand the e�ect of indentation artifacts that can lead to arti�cial increases in modu-

lus near a rigid particle. Pairing the results from FEA simulation and AFM experimentation leads to better

interpretation of experimental data and initial results show potential for improved predictive computational

viscoelastic rubber composite models.

For �ber-reinforced epoxy composite systems, applications for extreme, cryogenic temperature conditions
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are complicated by the thermal expansion di�erences between �bers and polymer matrices, resulting in

large thermal stresses and microcracking, and therefore matrix materials with strong fracture toughness are

desired to prevent catastrophic failure. This lead to the investigation of a set of model epoxy systems with

nanoscale heterogeneity, that has previously been reported to have interesting ballistic properties. In this

thesis, the temperature dependent mechanical and fracture properties of the model epoxy system are further

characterized using a custom set-up force-displacement analyzer attached to a temperature control chamber

and performing Vicker's indentation hardness and single edge notched bend (SENB) toughness tests. Distinct

correlations between temperature dependent mechanical and fracture behavior, fracture surface morphology,

and nanoscale heterogeneity are made. Additionally, these model epoxy systems are further investigation

by fabricating and testing semi interpenetrating polymer networks (IPNs) of the epoxy with thermoplastic

poly(methylmethacrylate), which initial data shows the potential for improved mechanical properties over a

wider temperature range.

Finally, due to their low cost, abundance and biodegradability, thermoplastic starch (TPS) materials have

emerged as potential replacements for petrochemical-based single use plastics. However, these materials are

very sensitive to atmospheric humidity, and current methods characterizing the e�ect of water content on

TPS materials are labor intensive and time consuming. This thesis will present a non-destructive, e�cient

method to measure the full range of humidity dependence of viscoelastic mechanical properties and moisture

absorption of thermoplastic starch (TPS) �lms using a quartz crystal microbalance (QCM). It will also be

used to evaluate the e�ect of di�erent plasticizers on TPS properties, and lays the groundwork for future

investigations into e�cient TPS materials development.

From the demonstration of a diverse set of design driven mechanical property characterization approaches

on multiple polymer systems, the work presented in this thesis can improve materials design and optimization

in polymer materials development.
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too ductile, they are indicated by x's and dashed markers at KIc = 0. . . . . . . . . . . . . . 135
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Chapter 1

Introduction

Polymer systems have become widespread throughout all engineering �elds due to their lightweight, de-

sign �exibility, diversity, and ease of processing [11]. Applications of polymers have been limited due to

their relatively low mechanical strength compared to metals and ceramics, but the development of polymer

composites, where the polymer material is strengthened by adding reinforcing materials such as �bers or

particles, has further expanded the use of polymers for more high performance applications [12]. However,

the design and development of new polymer composite materials is no easy task, as there are many di�erent

fabrication variables that can e�ect a polymer's properties. Additionally, a polymer's mechanical properties

is highly dependent on its environment, such as temperature, humidity, and timescale/testing rate, and can

vary by orders of magnitude depending on testing condition. Thus, each fabrication/processing variable must

be testing under all possible conditions before use, which can be a time - and money- consuming process.

The chart in �gure 1.1 demonstrates the complexity that goes into designing a polymer composite system

for a speci�c application and displays the interconnection between the processing and structure and proper-

ties of the system. Computational models of polymers and polymer composites have been developed to help

improve materials design and optimization. However, computational models are only as good as the under-

standing of the physics and chemistry of polymers at all length-scales, and the multi-length scale complexity

of polymers and polymer composites can make their bulk properties very di�cult to predict, as sometimes

interactions between polymers and added materials result in properties distinct from their constituents [13].

To improve these models, experimental methods that try to understand the local behavior of multi-phase

polymers as it relates to the bulk material, improve the e�ciency of polymer mechanical property testing,

and model a wide range of polymer formulations, need to be developed.
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Figure 1.1: Design chart demonstrating the complexity and interconnectivity of parameters and �ow in
polymer composite design. The red boxes are the focus of this dissertation.

Thus, the goal of this thesis is to develop such experimental methods to contribute to the understanding

of what a�ects the mechanical properties of several speci�c polymer materials in hopes to improve the design

of similar polymer composite systems in the future. Of the design chart of a polymer composite (�g 1.1), only

the red boxes are the focus of this dissertation, focusing mainly on the characterization polymers to be used

in the matrix of a composite (chapters 3, 5, 6, 7), but there will be some discussion of the poylmer �ber/�ller

interactions (chapter 4, and brie�y in chapter 3), and the incorporation of these results in the overall design

of potential polymer composites will be the topic of the future direction of the projects (chapter 8). Three

types of polymer systems will be explored in more detail: crosslinked rubbers and rubber nanocomposites

(chapters 3-4), epoxies with nanoscale heterogeneity (chapters 5-6), and thermoplastic starch (chapter 7).

Although each material-system investigated had unique motivations and goals, each explored at least two

out of the three major over-arching themes of this dissertation:

1. Mechanical characterization technique development. The development of new or adapted experimental

methods improve the resolution (chapter 3) or e�ciency (Chapters 5, 6, 7) of the mechanical properties

of the polymer materials in hopes to improve materials design for the applications of interest.

2. Understanding the structure-property relationships, and by extension, the link between bulk and local

mechanical properties. This is an essential theme in material science and materials design, as is

discussed in all chapters

3. Bridging the gap between experiments and computational simulations. As mentioned, computational
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models are only as good as the understanding of the polymer physics, which is veri�ed through ex-

perimentation (chapters 3, 5). At the same time, simulations can be used to help better understand

experimental results (chapter 4). This dissertation is more experimental focused, but future direction

of much of the work will be in applying what is learned from experiments to computational models

(chapter 8), so the experiments are designed with this in mind.

Chapter 2 provides background information on the relevant physics and properties of polymers in general,

such as the molecular basis for viscoelasticity. Additionally, important bulk and local mechanical characteri-

zation techniques that will be applied and modi�ed in the subsequent chapters, such as dynamic mechanical

analysis (DMA), instrumented indentation, and atomic force microscopy (and relevant contact mechanical

models), will be discussion. These topics are necessary to lay the foundation of the novel research this thesis

is based on.

Chapter 3 will describe the development of a novel and fast AFM dynamic indentation technique used

to measure the local viscoelastic properties of rubber, rubber blends, and rubber composites. The results

of this technique compare well with bulk DMA data and, for the multi-phase systems such as crosslinked

rubber blends carbon black-rubber composites, expected local phase morphology, and shows great potential

for better understanding the time and temperature dependence of these local properties. This chapter

reproduces work from �AFM-based Dynamic Scanning Indentation (DSI) Method for Fast, High-resolution

Spatial Mapping of Local Viscoelastic Properties in Soft Materials� published in Macromolecules in 2018

[4]. This work was published by myself with co-authors Dr. Pavan V. Kolluru, David W. Collinson, Dr. Xu

Cheng, Dr. David E. Delgado, Dr. Kenneth R. Shull, and Dr. L. Catherine Brinson.

In chapter 4, �nite element analysis is utilized to help understand possible indentation artifacts that

result from the indentation of an indenter tip into a polymer matrix near a rigid substrate to simulate an

AFM experiment of a rubber composite. Stress �elds generated by the tip indenting near a hard surface can

potentially overestimate modulus measurements near the interface. So, using the results of these simulations,

actual AFM experiments of rubber composites will be further analyzed to see if this stress-�eld interaction

e�ect can be deconvoluted. This chapter reproduces work from �Deconvolution of Stress Interaction E�ects

from Atomic Force Spectroscopy Data across Polymer=Particle Interfaces� published in Macromolecules in

2019 [14] published by myself with co-authors David W. Collinson, Dr. Kenneth R. Shull, and Dr. L.

Catherine Brinson.

Chapters 5 and 6 explore the temperature dependent fracture and mechanical properties of a model-epoxy

system whose properties are controlled by changing the chemistry of the system. One set of formulations
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results in nano-scale heterogeneity in the system the leads to interesting rheological behavior. In chapter

5, the fracture toughness, fracture mechanisms, hardness, and shape memory behavior as a function of

temperature of these epoxies are explored to see how this nano-scale heterogeneity a�ects the fracture

behavior compared to similar systems without this heterogeneity. Special attention is paid to low temperature

behavior (approaching -100◦C), as the possibility of these epoxies for low temperature applications are of

interest. This chapter reproduces work to be published in �Temperature Dependent Fracture Behavior in

Model Epoxy Networks with Nanoscale Heterogeneity,� submitted to Polymer in 2020 by myself with co-

authors Dr. Kenneth R. Shull, and Dr. L. Catherine Brinson.

Chapter 6 explores the use of interpenetrating polymer networks as a means of strengthening the same

epoxy systems from Chapter 5, and explores how the introduction of a second glassy polymer in the epoxy

matrix a�ects the sample low temperature properties.

Chapter 7 presents an investigation into the use of the quartz crystal microbalance (QCM) to measure

the high frequency viscoelastic mechanical properties and the absorption of water of a thermoplastic starch

(TPS) systems in response to humidity. It will compare the responses of TPS made with two di�erent

plasticizers: glycerol and an ionic liquid, and the molecular basis for these di�erences will be discussed.

Additionally, QCM will be shown to be an e�cient tool to evaluate TPS �lms over traditional mechanical

testing methods. This chapter reproduces work to be published in �Exploring the Eect of Humidity on

Thermoplastic Starch Films using the Quartz Crystal Microbalance� submitted to Carbohydrate Polymers

in 2020 by myself with co-authors Daniel Domene-López, Dr. Qifeng Wang, Dr. Mercedes G. Montalbán,

Dr. Ignacio Martin-Gullon, and Dr. Kenneth R. Shull.

Finally, chapter 8 will summarize this dissertation and discuss the outlook and the future directions that

can be explored to continue each project as a result of the work presented.
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Chapter 2

Background: Mechanical

Characterization of Polymers

2.1 Viscoelasticity in Polymers

2.1.1 Polymer Dynamics and Dynamic Mechanical Analysis

A polymer is by de�nition a large organic macromolecule that consists of long chains of repeated covalently

bonded molecular units known as monomers. The long chains are highly disordered, resulting in a mostly

amorphous structure amorphous. Some polymers, thermoplastics, consist of loosely bound network of many

chains, seen in �gure 2.1a, where a single polymer chain (in red) interacts with other polymer chains, bonded

my mostly weak inter-polymer network interactions, such as hydrogen bonding [15], electrostatic interactions

[16], or physical chain entanglements [17], that will �ow when heated. Other polymers, thermosets can be

crosslinked, where di�erent polymer chains are covalently bonded leads to networks that cannot �ow or melt

(2.1b). The shape and chemical make of of polymer chains and the interactions with other chains leads to

hierarchical structures, (2.1c) that can lead to some semi-crystalline regions within the amorphous networks

[18]. As a result, the mechanical response of polymers is directly related to the ease of motion of the polymer

chains, that is related to the interactions and strength of the bonds between them [19].

The molecular motions of polymers are dissipation mechanisms, meaning they can relieve applied stress or

strain if given enough time to relax, resulting in a time-dependent mechanical response. Thus, the mechanical

response to mechanical stress or applied strain is highly sensitive to both the temperature, which increases
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molecular motions, and consequently, the timescale of applied mechanical stimulus. The molecular motions

of polymers are dissipative mechanisms, meaning they can relieve applied stress or strain, resulting in a

time-dependent mechanical response [19]. Figure 2.1d plots the frequency dependent modulus, or complex

modulus, E∗, of a viscoelastic polymer as a function of both temperature, and frequency. Sharp drops

in modulus correspond to the relaxation modes of di�erent molecular motions of the polymer, with the

shorter motions occurring at high frequency/low temperature, and larger motions at low frequency/high

temperature. The most characteristic molecular motion is the α-transition, or the glass transition (Tg),

relates to the largest scale molecular motion, and corresponds to largest drop in modulus, where below the

polymer is in the glassy state, where it is rigid and relatively brittle, and above , it is in the �rubbery� state,

where the material is softer and more compliant [19].

Figure 2.1: (a) Schematic an amorphous polymer. A single polymer chain is highlighted in red, and interacts
with adjacent polymer chains. (b) Schematic of a crosslinked polymer network. (c) Schematic showing
the hierarchical ordered structures that are present in polymer networks that result in multiple mechanical
relaxation mechanisms at di�erent length scales. Images adapted from Shull & Emery [1]. (d) Example
of the complex modulus of a polymer as a function of both temperature and frequency, with transitions
indicated in the plot of result of molecular motions of example polymer in top right corner. Adapted from
PerkinElmer, Inc. [2].

The complex modulus, E∗, of a bulk polymer it typically measured through a technique called dynamic

mechanical analysis (DMA). An oscillatory sinusoidal strain, ε(t), is applied to a pre-strained rectangular

tensile with a strain amplitude, ε0, around at a set frequency, ω, via eq. 2.1. Due to the molecular motions,

there is a phase lag, φ, between the applied strain wave and the stress response. As a result, the measured

stress in eq. 2.2 is a superposition of a sine wave in phase with the applied strain, and a sine wave completely

out of phase with the strain.
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ε(ω, t) = ε0 sin(ωt) (2.1)

σ(ω, t) = σ0 sin(ωt+ φ) = σ0 cos(φ) sin(ωt) + σ0 sin(φ) cos(ωt) (2.2)

Thus, the the in-phase component of stress-strain ratio is the storage modulus, E′, which is related to

the elastic response of the material, where as the out-of phase component is the loss modulus, E′′, which

is related to the viscous response of the material, and therefore the molecular motions of the polymer that

can dissipate stress. Together, they are the real and imaginary parts of the complex modulus, E∗, whose

magnitude is the ratio of the stress to strain amplitudes (eq. 2.4). Additionally, the ratio of E′′ to E′ is

related to the phase angle per 2.5

E′ =
σ0
ε0

cos(φ), E′′ =
σ0
ε0

sin(φ) (2.3)

E∗ = E′ + iE′′, |E∗| = σ0
ε0

(2.4)

E′′

E′
= tanφ (2.5)

As mentioned, the complex modulus and viscoelastic phase angle, dependent on both temperature and

the frequency of the test. Thus, to understand the full behavior of a polymer, it must be conducted at

multiple frequencies, known as a frequency experiment [20]. Figure 2.2a shows the typical stress and strain

data of a frequency sweep DMA experiment. However, most DMA instruments are limited in the range of

frequencies they can probe, typically 0.1 - 10 Hz. So, typically the frequency sweep experiments are coupled

with experiments done at di�erent temperatures as well, where a much broader range of temperatures can

typically be tested on these DMA instruments. Figures 2.2b and c show the results of the complex modulus

vs. frequency conducted at di�erent temperatures and the complex modulus vs. temperature at di�erent

frequencies for a sample of styrene-butadiene rubber (SBR), respectively. The frequency sweep experiments

show that the slope of each frequency sweep changes slightly with each increase in temperature. If the

frequency sweep data is shifted along the frequency axis (x-axis) to overlap with the slope of the data of

the adjacent temperature, a master curve can be reconstructed of the viscoelastic properties (2.2d). This
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is master curve construction is the result of the principle of time-temperature superposition (TTS), which

dictates the temperature dependence of a polymer's mechanical properties is directly related to the frequency

dependence of the property [20]. According to the TTS principle, the frequency (ωT ) at a temperature T

is related to the reference frequency ωTr at the reference temperature (Tr) by the temperature dependence

shift factor, aT , per the relation in eq. 2.6.

ωTr = aTωT (2.6)

This master curve allows the prediction of mechanical properties well above or below the testing frequencies of

the DMA experiment at the Tr [20, 21]. For the SBR material, the master curve of |E∗| and φ at Tr = −20◦C

are shown in 2.2d, but the mastercurve for any Tr can be constructed by dividing all shifted frequencies by

the shift factor at the desired reference temperature. However, the development of experimental viscoelastic

master curves works best when there is an appreciable gradient in the viscoelastic properties of the frequency

sweep data segments obtained from any two successive temperatures. As we approach the rubbery or glassy

regimes (e.g., for SBR in Figure 2.2, this is above 15± 5 ◦C or below -45 ◦C, respectively), the gradient in

frequency sweep data for |E∗| at each temperature decreases, leading to a reduction in the accuracy of the

empirical shift factors and in turn, the master curves in these two regimes, as compared to the transition

regime. Theoretically, shift factors in the transition regime and above should follow the Vogel-Fulcher-

Tamman relation, given by eq. 2.7, where B and T∞ are �tting parameters, which is derived from modeling

the macroscopic motion of the bulk polymer [22, 23]. As can be seen by the plot of the shift factors in 2.2e,

the empirical shift factors deviate from the VFT �t at high temperatures (which in this case are ambient

temperatures), and so constructing a master curve at such temperatures would have more error in it. Thus,

the use of higher rate viscoelastic measurement techniques have been explored to couple with DMA to better

predict high frequency behavior [4, 24]. Once such method developed using an atomic force microscopy

dynamic indentation technique is the topic of chapter 3.

log(aT ) =
B

(T − T∞)
− B

(Tr − T∞)
(2.7)
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a

Figure 2.2: (a). Example plot of stress, σ, and strain, ε, vs. time for a theoretical DMA experiment in a
viscoelastic material. In tension, a rectangular tensile sample is pulled to a set strain, allowed to relax, and
then oscillated with an applied strain amplitude, ε0 at set frequency, ω, and the resulting stress, σ is measured
to calculate viscoelastic properties according to eqs. 2.3-2.5 [3]. (b) |E∗| plot from DMA frequency sweep
from 0.1 - 10Hz of a sample of styrene-butadiene rubber (SBR) conducted at di�erent temperatures (each
color is a di�erent temperature, -120 to 40◦C). (c) Same DMA data, but plotting |E∗| vs. temperature for
3 di�erent frequencies. (d) DMA mastercurve formed from same DMA frequency sweep data of SBR, with
a reference temperature of -20◦C. (e) Plot of shift-factors used to shift the frequencies of each temperature
to form mastercurve in (d), with transition regime �t to VFT equation. [4].

As discussed, the changes in the frequency dependent modulus with time or temperature depend on the

molecular motions of the polymer. Thus, any changes to the polymer network that facilitate (i.e. plasticizers)

or inhibit (i.e. rigid �llers) the molecular motions of a polymer will change the frequency and temperature

dependence of their viscoelastic mechanical properties. However, the addition of other materials to a polymer

matrix tends to violate the assumptions needed for TTS and master curve construction, namely that the

material is homogeneous, isotropic, amorphous, and the viscoelastic response is linear [20, 21]. As such, the

ability to measure local viscoelastic mechanical properties at the lengthscales of these additives and phases

or model the changes in properties in regards to the addition of secondary phases, �llers, or plasticizers is

essential in the materials design of polymers and polymer composites.

2.1.2 Indentation of Viscoelastic Materials

The length-scale of the mechanisms that a�ect the mechanical behavior of polymer composites and polymer

thin �lms is often on the microscale, and more recently, the nanoscale [25]. The use of techniques that
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can probe at these lengths scales and accurately quantify mechanical properties are of great interest. In-

strumented indentation, as its name suggests, indents a sharp tip into the surface of material that can be

carefully controlled via force or displacement that can be measured continuously and simultaneously over

the entire indentation cycle [26]. The resulting force-displacement curve provides a lot of information about

the mechanical behavior of the material, such as hardness, elastic moduli, and plastic deformation. Force

control from nN-mN and tip radii that can range from nm to mm means that a wide variety of materials

can be characterized at many di�erent length scales, from hard materials like ceramics to soft materials like

polymers. Early work began in the 1970's from the research of Bulychev, Alekhin, Shorshorov, who deter-

mined that the Young's modulus of a material can be determined from the slope of a force vs. displacement

indentation curve as seen in eq. 2.8 [27].

S =
dP

dδ
=

2√
π
Er
√
A (2.8)

Where the slope of the curve is the material sti�ness, S, and A is the tip-sample contact area, and Er is

the reduced modulus, de�ned as eq. 2.9. An example force-displacement curve of an indentation experiment

in a glassy polymer is shown in �gure 2.3a.

1

Er
=

1− υ2s
Es

+
1− υ2i
Ei

(2.9)

Where Es and υs are the Young's modulus and Poisson's ratio of the sample, an Ei and υi are that of

the indenter. Since, typically, Ei>�> Es, the second term can typically be ignored.

Additionally the hardness, H, of a material can be calculated from eq. 2.10. The hardness is a measure

of localized deformation of a material, and is a superposition of both reversible elastic and irreversible plastic

deformation. However, polymer materials tend to creep when held at a constant force, as can be seen by the

displacement change at Pmax in the example curve in �gure 2.3a [28]. And so, the contact area increases with

increasing hold time. Thus, the hold time must be reported when indicating hardness in polymer systems,

and it must be held constant when comparing hardness data [29, 30].

H =
Pmax
A

(2.10)

Initially, the use of indentation techniques to characterize the mechanical properties of materials was

revolutionized by Oliver & Pharr in their landmark 1992 article establishing a technique to accurately
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quantify the elastic modulus from a nonlinear indentation curve [26]. In nanoindentation, the indenter has

a well-de�ned pyramidal-shaped tip, such as a Berkovich (3-sided pyramid) or Vicker's indenter (4-sided

pyramid). These indenters have a well de�ned area function, that are given by eq. 2.11, where hc is the

contact depth, shown by the schematic in �g. 2.3c, which due to the elastic deformation if the surface, is

slightly less than the maximum indentation depth, hmax. Oliver-Pharr showed that the contact depth can

be measured from the hmax and S via eq. 2.12, where ε is a tip geometric constant, ε = 0.75 for pyramid

indenters. Additionally, the area of the indent using a Vicker's type indenter (which is used in chapters

5 & 6), can also be measured by optically measuring the diagonal of the residual imprint per eq. 2.13,

as seen in the schematic in �g 2.3b. However, the viscoelastic nature of polymer results in a signi�cant

amount of indentation recovery of the indent, resulting in a decrease in the residual indentation depth, hf

(see �g 2.3c) , after the indenter is removed [31]. However, research has shown that the viscoelastic recovery

of the indentation of polymers is concentrated in the walls of the indent bowing inward, described as a

�pin-cushion� e�ect [32]. Thus, for Vicker's indentation of glassy polymers, recovery on the diagonals of the

indent is negligible, so the hardness measurement from measuring the diagonal lengths remains �xed even

as the indent recovers [30].

A = 26.43h2c (2.11)

hc = hmax − ε
Pmax
S

(2.12)

AV =
d2

1.8544
(2.13)
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Figure 2.3: (a). Example force-displacement curve in an instrumented indentation experiment on an epoxy
material (D400-100, see chapter 5) using a Vicker's tip. (b) Top-view Schematic of indent left behind by
Vicker's indenter with diagonal, d, used to calculate the contact area. (c) Side-view schematic of Vicker's
indentation experiment (adapted from [5]).

However the elastic indentation experiments of modulus and hardness are typically done with glassy

polymers well below the Tg that have a very low phase angle (< 5◦). As the Tg is approached, the speed

at which an indenter pushes into a material can greatly a�ect the measured mechanical properties, and

so dynamic indentation techniques have been developed to more accurately describe their time-dependent

response [3, 33, 34]. One of the ways to do this with a nanoindenter is a technique called nano-dynamic

mechanical analysis (nano-DMA). The tip is indented to a speci�ed displacement, and then, after time given

for the material to relax, to a displacement oscillation with amplitude δ0 at a speci�ed frequency, ω, is

applied, and the resulting force response, with amplitude P0 is recorded. This is analogous to the bulk

tensile DMA experiments described in the previous section, and the resulting data collected is follows the

same shape as the stress-strain data shown in 2.2a, except force and displacement are measured instead

[34]. In this case, the complex modulus becomes the reduced complex modulus |E∗r |, and is calculated via

2.14, and derived from eq. 2.8, where for an oscillatory indent, S = P0

δ0
. The viscoelastic phase angle, φ, is

calculated similarly as in bulk tensile DMA by the phase lag, and the relations of reduced storage and loss

modulus of eqns. 2.3, 2.4, and 2.5 still apply [33, 34].

|E∗r | =
P0
√
π

2δ0
√
A

(2.14)
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However, these derivations require the assumption that the contact radius remains constant, which can

be true for a �at-punch indenters, but not for other tip geometries whose contact area is depth dependent

[35, 36]. Although, possible ways to get around this are small oscillations (small δ0), indenting the tip

while oscillating (known as the continuous sti�ness measurement (CSM)) [37], or if the material has strong

adhesion to the tip [36, 37], which will be discussed in chapter 3.

2.2 Atomic Force Microscopy

Another technique to probe the mechanical properties at small length scales is Atomic force microscopy

(AFM). AFM probes samples at the nanoscale using the de�ection of cantilevers with tips with radii on the

size of nanometers to tens of nanometers. AFM is very versatile, having many di�erent modes of operation

for di�erent applications, such as topography, phase contrast, electrical properties, and, of course, mechanical

properties [38]. Techniques that monitor the force on the cantilever and the corresponding indentation into

the sample, to collect a force-displacement indentation curves (FDC) are called scanning force spectroscopy

(SFS) methods. By monitoring the de�ection of the cantilever properly calibrating its sti�ness, FDCs can

be collected from which material properties can be calculated, similarly to that of nanoindentation curves

[6]. This section explores the fundamentals of AFM force spectroscopy and how to accurately measure

the mechanical properties from the AFM force-displacement curves. For the majority of this AFM work

conducted for this thesis, a Bruker Dimension Icon AFM was used, and will be referred to the most, although

some work was done with the Asylum Cypher-ES AFM from Oxford Instruments.

2.2.1 Fundamentals of AFM Force Spectroscopy

Atomic Force Microscopy (AFM) is a technique to characterize the surface of a material through the inter-

actions between a cantilever probe and the material surface. The cantilever is attached to a piezo, whose

vertical motion, δp, can be controlled and monitored by the AFM [38]. When the tip meets the surface,

the cantilever de�ects a distance,δc . By monitoring this cantilever de�ection with a laser re�ected o� the

back of the cantilever, the applied force on the surface of the material, P , can be measured [39]. Figure 2.4a

shows a schematic of AFM tip indenting into a sample. Most AFM's only directly measure two parameters,

the voltage applied to the piezo, Vp, and signal from the laser re�ected from the cantilever, Vc. To measure

the mechanical properties, namely the material modulus, as shown in eq. 2.8, force, P , and displacement

into the sample, δs, must be determined from Vc and Vp. The displacement of the piezo is calculated by
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multiplying the voltage by the piezoelectric charge coe�cient of the piezo, which is typically calibrated by

the manufacturer. Although the piezo may need to be recalibrated once a year due to piezoelectric drift,

it is not necessary to conduct before each measurement and the piezo electric displacement, δp, is typically

output by the AFM instrument with the raw data. As seen by the schematic in �gure 2.4a, δp is distributed

through the cantilever as the sum of δc and δs (eq. 2.15).

δp = δc + δs (2.15)

The cantilever de�ection, as is mentioned previously is monitored by a laser re�ected o� the back the

cantilever, which can either detect the voltage or the current through the detector (the Bruker Dimension

Icon AFM measures the voltage), to determine δc from this signal, a calibration on a rigid sample, usually

Sapphire must be conducted [40]. The sample must be rigid enough so that the tip does not indent into the

sample, so δs = 0, and ergo, δp = δc. With this, the inverse of the slope of the signal - displacement curve

on the rigid sample gives the cantilver de�ection sensitivty, Sdefl, in units of nm/V. This will allow δc to be

calculated for the indentation of any sample based on the product of Vc and Vc, as shown in eq. 2.16.

δc = VcSdefl (2.16)

a.

I

II
IV

III

V

VI

b.

Figure 2.4: (a). Schematic of an AFM indentation during a SFS indentation. (b). Schematic of a force-
displacement curve of an AFM indent in the matrix of a 10wt% carbon black styrene-butadiene rubber
composite, showing the approach (I), the �pull-down� of the tip when it gets near the surface (II), the
loading indent (III), the unloading (IV), the adhesive pull-o� force needed to separate the tip from the
surface (V), and the retraction of the tip from the sample (VI). Hysteresis due to viscoelasticity is also
evident in the force-displacement curve.
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Thus, with δc known, δs can be calculated by rearranging eq. 2.15 and subtracting δc from δp. For the

rest of this thesis, sample indentation, δs, will simply be referred to as δ.

Finally, the applied force on the surface can be measured by eq. 2.17, by multiplying δc by the cantilever

spring constant, kc.

P = kcδc (2.17)

Although a nominal cantilever sti�ness is provided by the manufacturer, there is a third-power dependence

of kc on the cantilever thickness, t, as determined by Euler-Bernoulli beam theory in eq. 2.18, where E is

cantilever material modulus, W is the width of the cantilever, and L is its length [41]. This makes the true

kc highly variable with each cantilever as the t is very small (< 1µm) and di�cult to measure.

kc =
EWt3

4L3
(2.18)

So, kc must be calibrated independently for each cantilevers. For cantilevers with a nominal spring constant

of less than 6N/m, the spring constant can be found using a thermal tuning method available with the

AFM software that �ts a Gaussian curve to the cantilever response around its resonance frequency [40].

Unfortunately, thermal tuning methods are less accurate for sti�er tips due to the amount of noise that is

produced around the resonance peak. Thus, the Sader method was used instead to calculate kc for sti�er

tips, given by eq. 2.19 [42].

kc = 0.1906ρfb
2LQfΓi(ωf )ω2

f (2.19)

Where ρf is the density of the �uid (air in this case), b is the cantilever width, L is the cantilever length,

ωf is the resonance frequency of the cantilever, Qf is the quality factor of the cantilver's oscillation at

resonance, and Γi(ωf ) is the imaginary term of the hydrodynamic function evaluated at ωf . L and b can be

measured using optical microscopy, and Qf and ωf can be found by tuning the tip with the AFM software.

The bene�t of this method, is that it allows the calculation to be done without measuring the thickness, t.

Additionally, the Bruker Dimension Icon holds the tip at a 12◦ angle from the sample, the spring constant

from this calculation must be divided by cos2(12o) [40, 42].

With the calibration of Sdefl and kc as described above, the P − δ curves can then be extracted from

the AFM for further analysis. Figure 2.4b shows an example of a P − δ indenting into a polymer material
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[6, 38]. The tip approaches the surface, not feeling any forces far away from the surface (I), then when the

tip becomes close enough to the surface of the material to experience attractive molecular interaction, the

tip will �pull down� to the surface of the material (II). Then, the tip will start to indent into the surface of

the material for the duration of the loading cycle (III). After, the tip will start the unloading cycle (IV), but

due to adhesion forces between the tip and the sample, require a much larger force to pull the tip out of the

sample (V). The tip will then continue moving away from the surface without any additional forces acting

on it (VI). Additionally, the time dependent nature of polymers can result in hysteresis, as shown by the

separation between the loading and unloading curves. How to address adhesion and hysteresis in mechanical

property analysis will be addressed in 2.2.3, as well as in Chapters 3 and 4, for speci�c applications of

rubbers and rubber composites.

2.2.2 AFM Force-Spectroscopy Mapping Modes

The Bruker Dimension Icon has two main modes for the collection of force-curve maps. The �rst, and more

established method is called Force Volume Mode, approaches the sample at a user de�ned linear ramp speed

until a de�ned �trigger� force is reached. There are four main control parameters for this mode: number of

samples, trigger threshold, ramp size, and ramp speed [39]. The number of samples de�nes the number of

force curves in each scan line and number of lines that will be scanned. More samples gather more force-

curves and is therefore higher resolution, but consequently more acquisition time is required for the whole

scan. The trigger threshold determines the maximum force the tip will experience before reversing direction,

which is directly related to the depth the tip indents into the material surface. The ramp size is the distance

the tip will travel during the ramp, which must be large enough to overcome the adhesive forces from rubbery

material to make sure the tip separates from the surface during the indent. Lastly, the ramp speed sets the

time it takes for the tip to complete a loading/unloading cycle, which in Bruker's FASTForce Volume� mode

is between 0.1 and 300 Hz. However, higher speeds can create a lot of noise in the force-displacement curve,

so it is important to choose a frequency that is fast enough to collect many force displacement curves in

a reasonable time, but not so fast that the force curves are too noisy for accurate analysis. At 30 Hz, a

256Ö256 pixel force volume map can be taken in approximately 30 minutes.

Peak Force Quantitative Nanomechanical Mapping� ( PF-QNM� ) is a SFS method developed by Veeco

Instruments Inc. (now Bruker) that utilizes a peak force feedback mechanism. The cantilever oscillates at a

speci�c frequency with a user-de�ned amplitude. After de�ning a peak force, the piezo will adjust itself so

that it indents into the surface far enough to experience the de�ned peak force. Thus, adjusting the peak
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force will adjust the penetration depth into the sample. The method has pico-Newton resolution, allowing

the analysis of delicate soft samples and the reduction of tip wear. The de�ning feature of the method is

that it uses a sinusoidal ramp rate instead of a linear ramp rate. The high frequency operation of 1-2kHz

allows for thousands of force displacement curves to be recorded over a two-dimensional area in a matter of

minutes as opposed to the hours required in linear ramp SPM. This allows for two-dimensional areas to be

mapped much faster than ever before, drastically reducing the acquisition time of force-displacement curve

collection. The software instantly processes the force-displacement curves allowing for mapping of a variety

of properties, such as height, modulus, dissipation, adhesion, and deformation.

Additionally, this thesis also makes use of Asylum Cypher-ES and MFP-3D AFM's as well, which both

have their own force volume, linear ramp rate mode, and a sinusoidal ramp rate mode (FastForceMapping),

that work similarly with Bruker. There are two main di�erences between Bruker's PF-QNM and Asylum's

FastForceMapping. First, the Ayslum instruments have a linear variable di�erential transformer (LVDT)

attached to the piezo, and so it can more accurately measure the piezo displacement, δp, without the need

for extra calibration. And second, PF-QNM can only operate at discrete frequencies (125, 250, 500, 1000,

2000Hz), whereas FastForceMapping can operate at ANY frequency between 10 and 1000 Hz.

2.2.3 Contact Mechanics

2.2.3.1 Hertzian Contact Mechanicas

As discussed in section 2.1.2, modulus measurements from indentation experiments using equation 2.8 or

2.14 require knowledge of the tip-sample contact area, A. However, in atomic force microscopy, the given the

nanometer length-scale size of the AFM tips, the tip-surface contact area is impossible to monitor directly

through optical analysis. So, contact mechanical models must be used to determine this contact area, and

some geometrical assumptions must be made [43]. The �rst is that the geometry of the tip can be estimated

as a parabola, shown in �gure 2.5. The AFM tip in the Scanning electron microscope (SEM) image in 2.5b is

superimposed with a parabola (red), showing that this geometric approximation is acceptable. The contact

mechanics of a parabolic indenter into a �at surface was �rst investigated by Heinrich Hertz in 1882 who

derived it from the analytical solution of elasticity theory equations under half-space approximation [44, 45].

Hertz showed that the vertical elastic surface displacement, uz, at a radial distance, r, from the tip of a
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parabolic indenter that applies a load, P , is given by eq. 2.20.

uz(r) =
3P

8Era3
(2a2 − r2), r ≤ a (2.20)

where a is the circular area contact radius, as shown in, �gure 2.5a. From this schematic, it can be seen that

the total indent, δ, is separated into a contact region and a non-contact region. However, since the shape of

the contact region is estimated to be a parabola with a radius of curvature R, this elastic displacement can

also be de�ned geometrically as eq. 2.21.

uz(r) = δ − 1

2R
r2, r ≤ a (2.21)

2a 

undeformed
surface

deformed
surface

a. b.

Figure 2.5: (a). Schematic of Hertzian contact mechanics of a parabolic-tip with tip radius of curvature R
intenting a distance δ into the surface of a material with a contact radius a. (b). Scanning Electron Micro-
scope (SEM) image of an Olympus OMCL-AC240TS-R3 silicon nitride tip A parabola (red) is superimposed
over the

Setting equations 2.20 and 2.21 equal to each other at r = 0 yields the following relationship for δ in

2.22.

δ =
3P

4Era
(2.22)

The same two equations can then be set equal to each other at r = a, and using equation 2.22, the

contact radius can be de�ned using eq. 2.23.

ahertz =
√
Rδ (2.23)

Therefore, a can be calculated using two measurable parameters. R can be measured by an SEM image
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of the AFM tip and superimposing a parabola or circle on the end, as in �gure 2.5b, or it can be estimated

using the topology of a roughness sample (see Appendix: A.1), and δ is measured as described in 2.2.1.

Substituting eq. 2.23 into 2.22 and solving for P yields eq. 2.24, the expected P − δ relationship of a

parabolic indenter of radius R indenting into a surface of a materiel with modulus Er. This equation is

plotted in �gure 2.6a. Di�erentiating this expression by δ yields the original equation for sti�ness in eq. 2.8,

where A = πa2 = πRδ.

P =
4

3
ErR

1/2δ3/2 (2.24)

The Hertz equation can be �t to P − δ curves to determine modulus, provided there is minimal adhesion,

which is can be �ne for rigid materials at larger scale indentation and large tip radii (>10−6m). However,

AFM P − δ curves deal with very small loads and depths, and AFM tips are on the order of 10−9m - 10−8m

[6]. Additionally, many polymers, especially soft and elastomeric polymers, typically show adhesion over

even larger length scales, so attractive forces cannot be ignored [35, 46, 47]. This is manifested in AFM in

the form of the �pull-down� in the loading curve (II), and the �pull-o�� force in the unloading curve (V), as

shown by the example AFM curve in �gure 2.4b. So, the contact mechanics equations need to take this into

account to improve quantitative accuracy.

Figure 2.6: Theoretical P −δ curves as determined by (a) Hertz model using eq. 2.24, (b) DMT Model using
eq. 2.25, and (c) JKR Model using eqs. 2.26 and 2.27. Each P − δ shows a schematic of the tip-sample
contact region and adhesive forces assumed in the corresponding model, reproduced from Chyasnavichyus,
et al. [6]. Each P − δ curve the parameters Er = 5.5MPa, R = 20nm, and G = 2.6mJ/m2were used.
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2.2.3.2 Adhesive Contact Mechanics

Adhesive contact is a complex subject that can manifest itself di�erently in di�erent materials, but ultimately

it is related the interactions between the two materials in contact as a result of van der Waals forces, hydrogen

bonds, and ionic bonds [48]. The adhesion between two materials is typically quanti�ed by the amount of

energy needed to separate the materials in contact per unit area, known as the energy release rate, G (in

units J/m2), which is a geometry-independent property characteristic of the di�erence in surface energy of

the two separated surfaces and the two materials in contact [49]. However, exactly how the energy release

rate, G, a�ects the P − δ curve in an indentation experiments depends on not just the magnitude of G, but

also the geometry of contact , compliance of the surface, and length-scale of the adhesive interaction [50].

Di�erent adhesive contact mechanical models have been developed to take into account tip-sample adhe-

sive interactions, such as the Derjaguin-Muller-Toporov (DMT) [51], Johnson-Kendall-Roberts (JKR) [52],

and Maugis-Dugdale (MD) [50]. For more rigid materials, where surface of the material is too sti� to deform

due to adhesion and the adhesive forces are dominated by long range forces, the DMT model is typically used

[51, 53]. The DMT model assumes no additional adhesive e�ect in the region of contact, but the adhesive

interaction between the tip and the surface just outside the area of contact, as seen by the tip schematic

in �gure 2.6b. Since there is no change in surface deformation, the contact area is still described by eq.

2.23, however, the long range adhesive forces will apply a tensile force on the surface of the material that is

felt even when δ = 0, which will compete with the applied compressive force and change equation 2.24 into

equation 2.25.

P =
4

3
ErR

1/2δ3/2 − 2πGR (2.25)

The DMT equation can therefore be thought of as just a vertical shift in the Hertz equation by −2πGR,

which can also be thought of as the DMT force of adhesion, Padh = 2πGR, or the maximum tensile force felt

by the surface. This can be seen by the theoretical P − δ curve in �gure 2.6b, as well as the plot of a − P

in 2.7a, which shows that the same trend in a vs. P for the DMT equation, just shifted by Padh.

However, for softer, adhesive elastic materials, the contact is typically described by the Johnson-Kendall-

Roberts (JKR) model [43, 52]. Unlike the DMTmodel, the JKR model takes into account surface deformation

toward the tip due to the strength of adhesion in the contact region and compliance of the material surface,

and is described by eqs. 2.26 and 2.27.
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a3JKR =
3R

4Er

(
P + 3πRG +

√
6πRGP + (3πRG)2

)
(2.26)

δ =
a2JKR
R
−
√

2πG
Er

aJKR (2.27)

The theoretical JKR P − δ curve is shown in �gure 2.6c. The big di�erence here is that the tensile force

continues to exist even δ < 0, due to the tip pulling the surface with it during unloading. Additionally, the

maximum tensile force during unloading is slightly lower than in the DMT, Padh = 3π
2 GR, since only the

adhesive forces in the region of contact are taken into account. This surface warping due to adhesive forces

leads to a much larger contact radius at similar forces, as plot of a−P in �gure 2.7a, compared to the hertz

model, as well as at similar displacements, namely δ = 0, as seen in �gure 2.7b.

Figure 2.7: Comparison of Contact Radius, a , vs. (a) Applied Force, P , and (b) surface displacement, δ
from Hertz, DMT, and JKR models whose P − δ curves are shown in �gure 2.6. Note, The a − δ curves
of Hertz and DMT are exactly the same. (c) Plot of ratio of aJKR to aHertz vs. πRG/Sδ, per eq. 2.29.
Adhesive models assume constant G.

The JKR contact radius can be written in terms of the Hertzian contact radius, eq. 2.23, �rst by replacing

Er with S
2a as determined by eq. 2.8, in eq. 2.27. This leaves an easily solvable quadratic equation in aJKR

shown in eq. 2.28.

aJKR = R

(
πG
S

)1/2

+R

(
δ

R
+
πG
S

)1/2

(2.28)

Dividing by the Hertz radius, aHertz =
√
δR gives eq. 2.29
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aJKR
aHertz

=

(
πRG
Sδ

)1/2

+

(
1 +

πRG
Sδ

)1/2

(2.29)

The JKR model deviation from the simple Hertzian prediction is given by the quantity πRG/Sδ, shown in

�gure 2.7c. From this relation, it is apparent that the JKR contact radius is reduced to the Hertz radius

when Sδ >> πRG, namely when the material is very sti�, the indent is very deep, the indenter is large, and

the energy release rate is low. Understanding this can allow Hertzian approximations of adhesive materials

in speci�c conditions.

In reality, many adhesive materials behave somewhere in between the DMT and JKR cases, something

the Maugis-Dugdale model tried to connect based on material sti�ness and shape of the adhesive regime

[50]. In general, sti�er materials such as metals and glassy polymers tend to follow the Hertz or DMT model

where softer, more compliant adhesive materials like rubber typically follow close to the JKR model [53, 54].

However, these models are purely elastic contact models; they do not take into account the time dependent

viscoelastic nature of polymers, particularly hysteresis, which is seen in most polymers like the example

curve in �gure 2.4b. Another problem occurs in unloading, where the models as described don't take into

account the resistance to separation of the two surfaces, so the contact radius doesn't reduce monotonically

with displacement and force in unloading until a critical force is reached [36], this will be discussed more

in section 3.2.0.1. So, some modi�cations and assumptions need to be made to these models to address

these concerns. Later in this thesis, two di�erent arguments will be described in applying the JKR model to

adhesive rubber where there is signi�cant hysteresis. In 3, the strong adhesive interactions will be shown to

signify a constant contact radius in unloading using a fracture mechanics based argument. In Chapter 4, it

will be shown that the JKR model can provide a reasonable �t of the loading curve of the AFM force curves

on rubber=carbon composites due to the high speed of the indentation.
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Chapter 3

Quantitative Viscoelastic Property

Mapping in Rubber Composites and

Blends using Atomic Force Microscopy

Abstract

This chapter will describe the development of a novel and fast AFM based dynamic scanning indentation

(DSI) nano-DMA method which relies only on the commonly available capabilities of commercial AFMs to

provide quantitatively accurate high-resolution (∼15 nm) spatial maps of local viscoelastic mechanical prop-

erties (E′, E′′, and tanφ) in heterogeneous soft adhesive material systems. Quantitative agreement between

DSI nano-DMA and bulk DMA measurements is demonstrated for two di�erent homogeneous elastomers:

styrene butadiene rubber (SBR) and synthetic natural rubber (SNR). The capability of the DSI methodology

in acquiring quantitatively accurate viscoelastic property maps of heterogeneous soft solids was validated

through experiments on an SBR-SNR blend sample. Experimental factors a�ecting DSI data quality, such as

shift factor and AFM tip size, are also discussed. Finally, the application to rubber-composite systems is also

discussed. This chapter reproduces work from �AFM-based Dynamic Scanning Indentation (DSI) Method

for Fast, High-resolution Spatial Mapping of Local Viscoelastic Properties in Soft Materials� published in

Macromolecules in 2018 [4]. This work was published by myself with co-authors Dr. Pavan V. Kolluru,

David W. Collinson, Dr. Xu Cheng, Dr. David E. Delgado, Dr. Kenneth R. Shull, and Dr. L. Catherine
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Brinson, where myself and Dr. Pavan Kolluru contributed equally to the work. All of the experiments were

conducted by me.

3.1 Introduction

3.1.1 Motivation: Interface E�ects in Polymer Composites

Soft materials, such as elastomers, polymers, and gels, are �nding increasing utility in a wide range of engi-

neering applications owing to the ability to control their composition and microstructure and, in turn, their

properties. Heterogeneous soft material systems such as polymer nanocomposites and blends and biomate-

rials such as tissues, which include a second (or even multiple) phase material, provide signi�cant material

design opportunities to achieve target properties by controlling a wider selection of material and microstruc-

tural parameters. Interface engineering is a particularly important design approach in such material systems

[12, 55�60]. In the vicinity of an interface, macromolecular materials experience spatial con�nement e�ects,

resulting in the formation of a tertiary interphase region having distinct properties from those of the far-�eld

bulk material [61, 62]. For materials with microscale complexity such as polymer blends and composites, the

assessment of their bulk mechanical properties can be di�cult to predict with mathematical models. Often

residual stresses arising from dissimilar thermal stresses during manufacturing, or other imperfections such

as voids can also contribute the development of a tertiary interphase-like region [63, 64]. Global or average
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experimental measurements of physical properties and other analytical or computational studies have often

estimated the interphase regions to be on the order of tens to hundreds of nanometers in length scale and to

possess complex spatially graded material properties that are distinctly di�erent from the bulk-like far �eld

macromolecular behavior [65, 66].

Figure 3.1: Simple schematic of interphase within a carbon black-rubber composite.

Rubber nanocomposites are particularly interesting due to the interphase e�ects on viscoelastic behavior,

where the increase in the strength, toughness, and durability of the material while maintaining the �exibility

of a rubber is desired. Rubber blends allow the optimization of the matrix phase in terms of improving of

the technical properties of the matrix rubber, achievement of better processing behavior, and cost reduction

[67]. The interphase e�ects of rubber composites are very pronounced, for example, traditional continuum

mechanics would suggest that for a linearly viscoelastic rubber, the storage modulus, E′, should approach a

constant value of (1 + 2.5ϕ)E′, where ϕ is the �ller concentration. However, measurements of �lled rubber

systems show deviations of 2 to 10 times the expected value [68]. Figure 3.1 shows a hypothetical schematic of

what this interphase looks like in carbon black-rubber composite, but the exact length scale and extent is still

debated. Some researchers suggest that the interphase in rubber composites actually consists of two regions:

a thin, very still bound phase <10 nm around the particle, and less sti� �loosely bound� region that can

extend another 40-50 nm away from the particle [13, 69]. However, more accurate and direct experimental

characterization of local material property gradients across the interphase regions in heterogeneous soft

material systems, are needed for: (1) determination of the length scale and shape of the property gradients

in interphase regions to aid the development of reliable predictive models to design advanced heterogeneous

materials with tailored properties and (2) studying the fundamental aspects of macromolecular con�nement

such as the local changes in polymer dynamics in spatially con�ned polymer volumes.
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3.1.2 Viscoelastic Property Mapping Using AFM

The ability to accurately map the local interphase mechanical behavior is crucial to understanding spatial

con�nement e�ects in macromolecular systems, as well as for the optimization of material design and engi-

neering advanced multiphase soft materials [12, 55, 70�74]. Given the nanoscale dimensions of the interphase

region, AFM scanning force spectroscopy (SFS) is an appealing tool for the mechanical characterization of

this region. AFM force curve analysis, as described in 2.2.1, relies on the use of elastic mechanical models to

measure mechanical behavior of a probed material, and such experiments on model nanocomposite sampless

have been developed to obtain high-resolution spatial maps of local elastic properties in soft heterogeneous

materials [13, 75, 76]. However, these elastic models do not take into account the time-dependent viscoelas-

ticity of these materials, that result in hysteresis of the force curves, and therefore can lead to errors in the

calculations, and an incomplete picture of the mechanical response.

Research has been conducted in trying to measure viscoelastic properties from AFM indentation, such

as multi-frequency AFM methods [77, 78] and contact resonance [79], and are either qualitative or semi-

quantitative. For instance, contact resonance methods provide viscoelastic properties relative to those of

a calibration sample, by measuring the resonance frequency shifts and amplitude damping of the AFM

cantilever upon contacting a sample [79]. The choice of a calibration sample and an accurate and independent

knowledge of the viscoelastic properties of the calibration sample are critical to the success of quantitative

measurements. This latter aspect is in fact extremely di�cult to establish experimentally. Additionally, the

method is slow, with moderate resolution scans requiring many hours. Even more importantly, the contact

resonance method is reliably applicable only in the case of sti� polymers, where E′ > 1GPa, where there is

minimal tip-sample adhesion. Thus, this approach is not an option for the viscoelastic characterization of

very soft, adhesive materials such as elastomers or biological tissues.

By contrast, quasi-static indentation experiments, such as creep and relaxation experiments, have been

better developed to provide direct measurements of viscoelastic properties and phenomenological time-

dependent responses of soft materials [80, 81]. However, in addition to the major controls challenges of

performing an indentation creep/relaxation experiments with an AFM (e.g., maintaining force/displacement

control with a compliant AFM cantilever, or accounting for the �nite initial force/displacement ramp), such

experiments where the tip needs to spend many minutes at one location (to collect a creep/relaxation curve)

is unsuitable for spatially mapping the viscoelastic properties of heterogeneous materials.

Recently, high resolution contact-mode AFM-based dynamic indentation methods capable of providing
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quantitatively accurate viscoelastic property measurements on soft macromolecular materials such as cells

and elastomers, have been developed [82�85]. These methods operate on the principle of adding a secondary

piezoelectric actuator that oscillates the sample/stage across 2=4 decades of frequency. However, these meth-

ods require signi�cant modi�cation of commercial AFMs, such as the addition of external instrumentation

(high bandwidth piezoelectric actuators and high power ampli�ers) to dynamically oscillate the sample and

associated control features (such as syncing the operation of the external piezoelectric actuators with that

of the AFM piezoelectric actuator used for initial engagement into the sample and scanning), thus creating

very expensive solutions that are not generally accessible to typical users. More importantly, these methods

are still very slow for producing viscoelastic property maps of moderate, 64 Ö 64 pixels resolution; they

require anywhere between 5 and 20 hr for about 10 di�erent frequencies, spanning a frequency range of 2

to 4 decades [81�85]. At these extremely long time-scales (and the contact mode conditions represented in

these experiments) even the lowest lateral drifts rates, on the order of ∼1=10 pm/s [86, 87], can produce

signi�cant lateral distortions (particularly in the slow scan direction) on the order of tens or hundreds of

nanometers. Additionally, the temperature sensitive nature of the external actuators also limit the range

of temperature-dependent experiments, thus precluding the ability to perform important thermorheological

studies on the nature of relaxation dynamics in spatially con�ned soft material volumes such as the interphase

regions [88].

This chapter describes a novel and versatile AFM-based fast dynamic scanning indentation (DSI) nano-

DMA methodology that is capable of providing quantitative viscoelastic measurements of soft mate-

rials. Importantly, this method does not require any modi�cations to AFM instrumentation and can

be easily and inexpensively performed using the existing mechanical testing modes that are available on

commercial AFMs, such as the PeakForce Quantitative Nanomechanical Mapping (PF-QNM) mode or the

FastForceMapping (FFM) mode, featured on the Bruker and Asylum AFMs, respectively. PF-QNM and

FFM are SFS modes that operate under a peak/maximum force feedback mechanism. The de�ning feature

of these modes is their use of smooth sinusoidal force ramp for the AFM tip oscillation in an intermediate

frequency regime (10=2000 Hz) which is orders of magnitude greater than the range of frequencies em-

ployed in linear force ramp SFS modes (e.g., Force-Volume mode), yet orders of magnitude lower than the

cantilever resonance frequency. Operation at these intermediate frequency ranges allows for thousands of

force=displacement curves to be recorded over a two-dimensional area in a matter of a few seconds/mins as

opposed to the hours/days required in other methods.

The novel DSI methodology reported here exploits these unique features of commercial SFS modes such
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as PF-QNM or FFM to conduct dynamic indentation experiments that can quickly provide high-resolution

spatial maps of quantitatively accurate viscoelastic properties for soft, adhesive heterogeneous materials. In

fact, the DSI methodology will be demonstrated to be ∼10 times faster compared to existing methods [82�

85] with the ability to capture a viscoelastic property map of 64 Ö 64 pixels resolution (at each frequency)

within 1 min. Additionally, the ability to perform thermo-rheological DSI experiments is shown to result

in an e�ective frequency span of 5 decades. The ensuing sections of this manuscript describe the speci�cs

of the new DSI method and its quantitative validation by comparing the results from the DSI experiments

against corresponding bulk-scale viscoelastic property measurements for two homogeneous soft materials:

styrene=butadiene rubber (SBR) and synthetic high cis-1,4-polyisoprene (98%) (also known as synthetic

natural rubber, SNR), as well as a heterogeneous blend of SBR and SNR. Moreover, the uniquely important

thermorheological capabilities of this novel DSI methodology and the associated capability to produce nano-

DMA viscoelastic master curves, which will open doors to quantitative characterization of local relaxation

dynamics in heterogeneous soft materials, will also be described.

3.2 The Dynamic Scanning Indentation (DSI) Method

The operation of an atomic force microscope (AFM) in the tapping mode typically involves monitoring

the interaction forces (P ) as a function of distance (δ) between the AFM probe tip and the surface being

probed, while rastering across to image the surface topology. During standard operation, Bruker's PeakForce

Quantitative Nanomechanical Mapping (PF-QNM) mode as well as Asylum's FastForceMapping (FFM)

mode, combine the high-resolution image acquisition (up to 256 Ö 256 pixels) process with a simultaneous

recording of the entire P −δ curve at every pixel, all achievable at spatial scanning rates of ∼1 Hz (∼1 min to

collect an image with 64 Ö 64 pixels resolution), thus enabling the AFM to serve as an instrumented indenter

with high spatial resolution. Importantly, these modes operate the cantilever with a sinusoidal displacement

drive, at relatively low oscillation frequencies of 10=2000 Hz (well below the resonant frequency of AFM

cantilevers), under a feedback loop that can keep the maximum forces of indentation down to 10 pN, thus

providing exceptional control to dynamically indent soft materials such as elastomers.

The sinusoidal displacement drive of these modes was exploited in the current study to a new viscoelas-

tic experimental protocol termed dynamic scanning indentation (DSI). The DSI methodology is veri�ed on

two leading brands of commercial AFMs: Asylum (Cypher ES and MFP-3D In�nity) AFMs, and Bruker's

Dimension Icon AFM. A primary di�erence between the two sets of AFMs was the ability of the two Asylum
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AFMs to operate over a relatively continuous range of frequencies between 10=1000 Hz (Cypher ES) or

10=300 Hz (MFP-3D In�nity) respectively, where the lower limit of this frequency range is comparable to

the upper limit of bulk-scale DMA experiments. The corresponding temperature ranges of these two AFMs

are 0 to 120 ◦C and =30 to + 150 ◦C respectively. Thus, conventional frequency sweep DSI experiments and

the associated construction of a nanoDMA viscoelastic master curve was achieved with these AFMs. Con-

trastingly, Bruker's Dimension Icon version used in this investigation operates only at the discrete frequencies

of 1000 and 2000 Hz. Because of issues with noisy data at 1000 Hz, all data taken with the Dimension Icon

for this study was at the 2000 Hz frequency and at multiple temperatures. It is however important to note

that a vast number of the DSI nano-DMA experiments reported in this study were performed using Bruker's

PF-QNM mode, owing to the better application programming interface (API) available for this AFM (as

compared to the Asylum AFMs) which made it easy to batch process large sets of raw force=displacement

data using MATLAB or Python and perform customized viscoelastic data analyses as described later in

this section. As most experiments reported in this study were run in the PF-QNM mode of operation, the

experimental methodology is primarily described based on this mode of operation. Important di�erences

encountered during the application of the DSI methodology on Asylum AFMs are explicitly mentioned where

necessary.

Before viscoelastic DSI scans, a �standard� PF-QNM pre-scan was performed on the chosen sample

area of interest. The prescan utilized the desired spatial resolution settings and total oscillation distance,

or �peak-force amplitude�, (2δ0) of more than 200 nm, to establish the reference values of P and δ, thus

ensuring the quantitative accuracy of subsequently measured viscoelastic (DSI) P − δ curve. Moreover,

the standard PF-QNM curve, schematically illustrated, in blue, in �gure 3.2a, is the only way to measure

important quantities such as maximum indentation depth (δmax) and adhesion force (Padh), that are required

in subsequent calculations of viscoelastic moduli from DSI experiments. The standard PF-QNM indent, the

orange curve in 3.2a, is similar to a traditional instrumented indentation experiment used to study the

elasto-plastic mechanical properties of materials, with the AFM tip starting the oscillatory cycle in air (1)

until it engages with the sample surface and penetrates into the sample, eventually reaching a user-input

peak force set point (Pmax) (2), then reversing course and retracting from the sample until it completely

disengages from the sample surface to reach the original starting position (3). On the basis of the standard

PF-QNM P − δ curve, one can clearly identify the reference value for P (P = 0 at the plateau in region 1

before engagement) and the instant the tip engages the surface, thus establishing the reference position of the

sample surface (δ = 0). The reference P −δ curve enables the identi�cation of a quantitatively accurate δmax
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and the absolute minimum force value of this curve as Padh. In the current study, the standard PF-QNM

mode of operation was used by manually adjusting the peak force set point (Pmax) to the desired value

instead of using the automated control settings. Consequently, the peak force also controls maximum depth

of the penetration, as a larger force will indent the tip deeper into the material. For the materials reported

here, the peak force set point was adjusted to be 5=25 nN when using AFM tips with ∼5 N/ m cantilever

sti�ness, 30=100 nN for ∼40 N/m sti� tips and 100=1000 nN for ∼250 N/m sti� tips.

b.a.

Figure 3.2: (a) Comparison of the force vs displacement curves obtained from the same location on SBR (at a
temperature of 16 ◦C) using the standard PeakForce QNM operation as well as the modi�ed DSI nano-DMA
protocol developed in the current study to measure viscoelastic properties. The accompanying schematic
illustrations describe the di�erence between the standard and dynamic (DSI) nanoindentation experiments.
Important AFM control parameters of peak force (Pmax) and displacement oscillation amplitude (δ0) that can
be varied to perform standard QNM and DSI indentation experiments, as well as the important measured
quantities such as the adhesion force (Padh) and maximum indentation depth (δmax ) that are used in
subsequent data reduction process are schematically labeled. It should be noted that the standard P − δ
curve was translated along the displacement axis such that both the standard and modi�ed curves reach
their Pmax at the same displacement. (b) Individual force vs time (P − t) and displacement vs time (δ− t)
data from the modi�ed DSI nano-DMA experiment (whose P − δ data were shown in (a)) are plotted along
with the corresponding �t lines that represent �ts to eqs. 3.1 and 3.2, respectively.

Once the standard force-displacement curve map was performed, the aforementioned DSI technique could

be conducted. The DSI scan uses the same spatial resolution settings as the aforementioned standard PF-

QNM prescan over the same region, although the oscillation amplitude, of the AFM cantilever is progressively

reduced, while maintaining a constant peak force set point, Pmax, until the P − δ curve turns into a smooth,

closed, cyclic curve, as shown in orange in Figure 3.2a. It should be noted that this is done in real-time as

the tip continues to scan the surface, so as to be able to monitor the quality of the P − δ curve and ensure

that the AFM controller is stable and properly controlling the AFM tip. The process of amplitude reduction
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is stopped once a stable, fairly symmetric looking DSI viscoelastic indent is observed. A DSI scan composed

of such cyclic indents at each pixel is then obtained. Careful observation of Figure 3.2a reveals that the DSI

viscoelastic indent data, in isolation, cannot provide the baseline/ reference values of P or δ, thus visually

reiterating the need for a standard PF-QNM indentation prescan. It should be noted that in Figure 3.2a, the

standard P − δ curve was translated along the displacement axis such that both the standard and modi�ed

curves reach their Pmax at the same displacement value because the same peak force setting is both scans is

expected to result in the same displacement.

Figure 3.2b shows the temporal distribution of P and δ oscillation measurements obtained from the cyclic

DSI indentation in Figure 3.2a. The overlaid �ts in Figure 3.2b represent the least-squares regression lines

to sinusoidal equations of the form expressed in eqs. 3.1 and 3.2.

P = P0 sin(2πωt+ ϕP ) + Pavg (3.1)

δ = δ0 sin(2πωt+ ϕδ) + δavg (3.2)

where P0 and δ0 represent the force and displacement oscillation amplitudes respectively, ω is the frequency

of oscillation, Pavg and δavg represent the di�erence between the maximum and minimum force and dis-

placement, respectively, and ϕP and ϕδ are the phase o�sets for the force vs time and displacement vs time

curves. The sinusoidal displacement drive of the PF-QNM mode is evident from the smooth displacement vs

time data and the extremely good �t of eq 3.2 to the experimental data. Moreover, the viscoelastic nature

of the sample is evident from the phase lag between the force and displacement data, providing a direct

measurement of the phase angle (φ) as eq. 3.3.

φ = |ϕδ − ϕP | (3.3)

The P − δ data obtained from DSI nano-DMA experiments also enable independent measurements of the

magnitude of the viscoelastic complex modulus |E∗|, which can can be calculated using eq. 3.4 which comes

eqs. 2.14 and2.9as described in the previous chapter, assuming a circular contact area of A = πa2, where a

is the contact radius, and assuming υ = 0.5, the typical value for rubbers.

|E∗| = 3P0

8δ0a
(3.4)
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The complex modulus can then be parsed into the storage modulus (E′) and loss modulus (E′′), once the

phase angle φ is determined from eq. 3.3, using the equations from Chapter 2, eq. 2.3.

The measurement of contact radius, a, during the dynamic indentation of soft, rubbery materials is

di�cult due to the signi�cant tip=sample adhesive interactions and the relatively large oscillation amplitudes

of DSI nano-DMA. However, using a fracture mechanics analysis based on the Johnson=Kendall=Roberts

(JKR) model [36, 52], two contact mechanics assumptions are made that enable the use of eq 3.4:

(i) Owing to the relatively deep indents (δ ≥ R) and high frequency of indentation into the sample

(G −→ 0) [89, 90], use of the expression for Hertzian contact radius of a paraboloid of revolution with tip

radius R, eq 3.5, is applicable, as described in section 2.2.3.2.

aJKR ∼ aHertz =
√
Rδmax, Sδ >> πRG (3.5)

(ii) During the oscillatory indentations, a is assumed to remain constant due to the signi�cant adhesion

between the tip and the sample, and the relatively low strain energy release rate at the maximum depth of

indentation (See 3.2.0.1).

It should be noted that for the necessarily deep indentations (δ ≥ R), required for stable DSI experiments,

relatively high characteristic strain can be experienced directly under the indenter tip, which could locally

depart from linearized Hertz/JKR theories. However, using Tabor's relation for indentation strain [91], all

indentation data reported in this study were ensured to be signi�cantly below the typically reported linear

viscoelastic strain limits for elastomers [92].

3.2.0.1 Constant Contact Radius Assumption

Application of eq. 3.4 for calculating |E∗| requires the assumption of a constant contact area to in an

oscillatory indent [35]. However, in the initial discussion of the JKR adhesive contact mechanical model of a

parabolic tip in section 2.2.3.2, the model assumes that the contact radius, a, follows the same relationship

with tip displacement, δ, during loading and unloading, suggesting that a increases and decreases with δ,

as shown in �gure 2.7b. This would cause a problem in the DSI method, as the tip oscillates a distance

2δ0over the course of the indent, and some of the oscillation amplitudes can be rather large, since decreasing

too much can create a cyclic DSI curve that is too noisy for good sinusoidal �ts. However, this assumes

that the energy release rate, G, of the tip-samples systems is constant throughout the indent, which is likely

the case during loading, but not necessarily during unloading [36]. During unloading, a reduction in a
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requires the separation of two surfaces, which can be modeled as a propagating crack and analyzed using

fracture mechanics arguments. According to linear elastic fracture mechanics, the surfaces will not separate

unless the system G surpasses a critical energy release rate, Gc, which represents the strength of the adhesive

interactions of the tip and the sample. The energy release rate of the system according the JKR model can

be expressed as eq. 3.6, by taking eq. 2.27and solving for G.

G =
S

4πa2

(
a2

R
− δ
)2

=
P0

4πδ0a2

(
a2

R
− δ
)2

(3.6)

where S = P0

δ0
, from the derivation of 3.4 from 2.8 for cyclic indents (assuming constant a) [35]. Our initial

assumption that for these deeper indents aJKR ∼ aHertz, means that during loading δ ∼ a2

R , and thus G ∼ 0.

However, once the tip reaches the maximum depth
(
a2

R ∼ δ = δmax

)
and reverses direction, the adhesive

force between the tip and the sample will resist separation, and the contact area will remain constant at

amax =
√
Rδmax as long as G is below Gc. Eq. 3.6becomes eq. 3.7.

Gunload =
P0

4πδ0δmaxR
(δmax − δ)2 ,Gunload < Gc (3.7)

With a constant, Gwill now increase while δ decreases. For the contact area to be constant during the

whole unloading cycle, the maximum G, or Gmax, must remain below Gc. Gmaxwill occur at the minimum δ,

which is when the tip has moved the length of the oscillation cycle from the maximum depth, at δ = δmax−2δ0,

resulting in eq. 3.8.

Gmax =
P0

4πδ0δmaxR
(δmax − (δmax − 2δ0))

2
=

P0δ0
πRδmax

(3.8)

It has been reported in the literature that Gc ∼ 0.4J/m2 for elastomers [35, 36], so it was used as a

limit for acceptable DSI data. Only DSI experiments having Gmax ≤ 0.4J/m2 were reported in this thesis.

From 3.8, it can be seen that higher values of Rδmax and lower values of P0δ0 will enable keeping Gmax

low. Additionally, the force curves reported at each pixel using the PF-QNM mode is actually an average of

several curves, not a single curve [93]. Thus several oscillations are performed on each pixel before it moves

to the next pixel (the AFM lifts the tip a little further as it moves between pixels). This minimizes the e�ects

of the increasing contact area during loading in the �rst cycle, since it is averaged out by the subsequent

cycles at constant contact area. This force curve averaging, however, does not occur with Asylum's FastForce

Mapping module, but the sinusoidal �ts of the data collected from those AFM did not seem to be noticeably
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a�ected.

3.3 Material & Methods

3.3.1 Sample Preparation

3.3.1.1 Homopolymer Rubbers and Rubber Blends

Cross-linked, commercially available synthetic high cis-1,4-polyisoprene (98%) (SNR, Natsyn 2200), and

anionically prepared styrene=butadiene rubber (SBR, SLF16S42) were provided by The Goodyear Tire &

Rubber Company. Additionally, a peroxide crosslinked 75wt% SBR-25wt% SNR sample was also provided

by The Goodyear Tire & Rubber Company. These samples were cured using 0.5 phr dicumyl peroxide, for

35 min at 160 ◦C. Bulk DMA samples were prepared by cutting approximately 20 mm long strips with a

2 Ö 2 mm2 cross-section. For the DSI nano-DMA experiments, 1=2 mm thick slices of these rubbers were

prepared using a Leica EM UC7 Ultramicrotome with FC7 cryo-chamber. Slices were cut with the chamber

and the sample holder set to =120 ◦C, while the knife was held at =40 ◦C. Slices were cut and collected with

a DiATOME Ultra 45◦ Diamond knife designed for wet sectioning, using a mixture of 3:2 dimethyl sulfoxide:

deionized water.

3.3.1.2 Carbon Black Rubber Composite & Carbon Black Sandwich Sample

Uncrosslinked SBR was mixed with 0.5 wt% dicumyl peroxide dispersed in toluene with 10wt% total solids.

After toluene is evaporated, a mixture of 10% carbon black particles in toluene and 1% rubber + 0.5wt%

peroxide is sprayed on a piece of the uncrosslinked rubber. After, a second piece of rubber is laid on top

of this sprayed rubber layer. This �sandwich� is then crosslinked by placing in an oven at 160◦C for 1hr.

A cross-section of this carbon black-rubber �sandwich� was cut with a a Leica EM UC7 Ultramicrotome

with FC7 cryo-chamber perpendicular to the carbon black layer. Additionally, a 10 wt % carbon black

and sulfur cross-linked, anionically prepared styrene=butadiene=rubber (SBR, SLF16S42) were provided by

The Goodyear Tire & Rubber Company for in-situ composite examination. Cryotome slices were prepared

similarly to homopolymer rubber and rubber blend samples.
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3.3.2 Bulk Scale Dynamic Mechanical Analysis (DMA)

Frequency sweep tensile DMA experiments were performed on bulkscale rubber samples using an RSA3

dynamic mechanical analyzer (TA Instruments), spanning a frequency range of 0.1 to 10 Hz, at a constant

tensile strain of 0.1, for each temperature. Each set of frequency sweep experiments covered a temperature

range of =100 to +40 ◦C, in intervals of 5◦C.

3.3.3 AFM

The force curve spectroscopy data collected via the procedure outlined in section 3.2 using mostly a Bruker

Dimension Icon in the Peak-Force Quantitative Nanomechanical Mapping (PF-QNM) mode. For experiments

De�ection sensitivity was determined from the slope of piezo movement vs de�ection on a sti�, sapphire

calibration sample, as described in section 2.2.1, and cantilever sti�ness was then calibrated using the Sader

method, also described in section 2.2.1 [42]. Finally, the tip radius of sharp/small radius, parabolic AFM

tips used in this study was estimated by using the �roughness sample� method (appendix A.1) [39], or SEM

micrographs (�gure 3.3). In case of large radius (R ∼ 250nm) parabolic AFM tips (purchased from Team

Nanotec) used in this study, scanning electron microscope images (SEM) provided by the manufacturer were

used to identify the tip radius, as shown in Figure 3.3b. Additional details of these calibration procedures

can be found in section 2.2.1 and appendix A.1.

Some of the DSI AFM experiments were also performed on Asylum's Cypher ES and MFP-3D In�nity

AFMs using the FastForceMapping module. For calibration, these AFMs were also capable of a thermal

tune and Sader Method based noncontact calibration procedure for calibrating the cantilever spring constant

and de�ection sensitivity [94], using the proprietary GetReal application developed by Asylum Research[95].

The latter approach was followed in this study. Subsequently, tip radius was still quanti�ed using the

aforementioned roughness sample and SEM imaging approaches. The AFM and tip used in each experiment

will be indicicated with the corresponding data and discussion.
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a. b.

Figure 3.3: Representative scanning electron microscope images of (a) sharp parabolic AFM tips (Olympus
OMCL-AC240TS-R3) and (b) large radius parabolic AFM tips (Team Nanotec LRCH 250) after a nano-DMA
experiment.

3.3.4 Thermal Setup for Thermorheological DSI Experiments.

Thermorheological nano-DMA experiments performed in this study used di�erent types of heating/cooling

stages. Asylum's Cypher ES AFM has a built-in environmental control chamber and an associated heat-

ing/cooling stage with a range of 0 � 120 ◦C. Similarly, for Asylum's MFP-3D In�nity AFM an Asylum

CoolerHeater StageTM with a temperature range of -5 ◦C to +35 ◦C was used. For Bruker's Dimension

Icon AFM, a custom-built heating/cooling system using a Instec mK2000 series high precision temperature

controller, was used to adjust sample temperature between -30 ◦C and +50 ◦C using liquid nitrogen. Thin,

cryotomed slices of the elastomer samples were placed on ~5 mm square silicon wafers. Good thermal contact

between the metallic cooling stage and the silicon wafer was ensured by applying silver paint (Leitsilber 200,

Ted Pella Inc., USA) to the base of the silicon wafers before mounting them onto the stage. Due to the

low thickness (< 5 µm) and orders of magnitude lower thermal mass of the samples, the temperature of

the elastomer samples was approximated to be the same as the steady-state thermocouple measurement. A

nitrogen enclosure was built around the AFM using a polyethylene casing and zero-grade gaseous N2 was

supplied into the enclosure to create an inert, moisture-free atmosphere and prevent condensation on the

sample.
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3.4 Results & Discussion

The goal of this research was to develop and validate an AFM based nano-DMA methodology capable

of quickly mapping the local viscoelastic properties in heterogeneous material systems such as polymer

nanocomposites, using the readily available features of commercial AFMs. To this goal, the current section

will focus on validating the quantitative accuracy of the DSI nano-DMA methodology described previously

and discussing the likely impact of key experimental parameters on the quality of results. Initially, in section

3.4.2, the development of nano-DMA viscoelastic master curves (using DSI experiments on Asylum's Cypher

ES and MFP-3D In�nity AFMs) and their comparison to bulk DMA data (in frequency space) will be

presented. Section 3.4.3 will focus on validating the DSI nanoDMA methodology when using Bruker-type

commercial AFMs, which only provide a single operating frequency or a few discrete operating frequencies,

precluding the construction of an independent nano-DMA master curve through empirical frequency-space

shifts of viscoelastic data. Subsequently, the use of van Gurp=Palmen (vGP) plots to address concerns

associated with shift factor uncertainty in such experiments is presenteds This section also discusses the

e�ect of ideal large radius parabolic AFM tips and high-resolution small radius parabolic AFM tips on the

quantitative accuracy of the resulting DSI nano-DMA viscoelastic measurements. Finally, in section 3.4.4,

the ability of the DSI nano-DMA method to map the viscoelastic mechanical properties of heterogeneous

soft adhesive materials with high spatial resolution and quantitative accuracy is validated.

3.4.1 DMA Data

Master curves of the viscoelastic properties of |E∗| and tanφ were created following the time=temperature

superposition (TTS) principle as described in section 2.1.1. Figures 3.4a shows the master curve for SBR at

Tr = −20◦C and 3.4b is the master curve for SNR at Tr = −40◦C respectively. The reference temperatures

were chosen as they were in the transition region of the curves. The shift factors were found using DMA

software that optimizes the the overlap of the |E∗| frequency sweep data, and these as plotted in 3.4c. The

di�erent regimes of the master curve, glassy, rubbery, and transition, are marked in these plots (�gures 3.4a-

c) to show that there is some noticeable uncertainty in the shift factors in the glassy and rubbery regions of

the curves, particularly for SNR.
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Figure 3.4: Results from bulk DMA experiments showing (a) complex modulus (|E∗|) as a function of
temperature and frequency for SBR and (b) the corresponding complex modulus |E∗| and loss tangent (tanφ)
master curve data for SBR based on the time=temperature superposition principle (reference temperature
= =20 ◦C). (c) Similarly constructed |E∗| and tanφ master curves for SNR (reference temperature = =40
◦C). Solid lines in parts (b) and (c) are spline �ts to the transition regime. (d) Experimental/empirically
determined shift factor (aT ) values as a function of temperature, required for constructing the viscoelastic
master curves of SBR and SNR, shown in parts (b) and (c). The gray region in part (d) represents the
temperature range accessed by AFM DSI experiments in the current study.

It is important to note the uncertainty of the high temperature (rubbery regime) shift factors when

comparing AFM-based DSI viscoelastic measurements to the corresponding bulk DMA measurements. One

way to mitigate the issue of shift factor/master curve inaccuracy is to visualize viscoelastic data in the form of

a van Gurp-Palmen (vGP) plot, which is a plot of |E∗| vs. φ or tanφ, as shown in Figure 3.5a,b, for SBR and

SNR respectively. vGP plots, which do not include the frequency/time component and corresponding time-

temperature shifts associated with the frequency space viscoelastic master curves, were originally developed

to visualize viscoelastic data from polymer blends where it was shown that even when relaxation times

change slightly, |E∗| - tanφ, plots remain unchanged [96]. This process will be utilized later this chapter to

eliminate the frequency/time component of the viscoelastic master curves and enable a simpler comparison

of bulk DMA data to the DSI results.
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a. b.

Figure 3.5: Van Gurp=Palmen (vGP) master curves from bulk DMA experiments for (a) SBR and (b) SNR.
The solid lines represent spline �ts to experimental data (scatter).

3.4.2 DSI Method Validation via Nano-DMA Viscoelastic Master Curves

The Asylum's Cypher and MFP-3D AFMs represent the most versatile commercial AFMs owing to their

ability to control both the frequency of operation for mechanical testing and temperature. This versatility

enables the acquisition of complete frequency sweep DSI nano-DMA curves. In the current study, DSI nano-

DMA experiments on SBR and SNR were performed using the Cypher ES AFM, with the frequency sweeps

spanning �ve discrete frequencies of 10, 32, 100, 320, and 1000 Hz, in 5◦C temperature intervals, over a

temperature range of 0◦C (lower limit of the instrument) to 40◦C (corresponding to the rubbery plateau

regime). Figure 3.6a shows the frequency sweep |E∗| data for SBR. Empirical shifting of data in Figure 3.6a

results in the |E∗| DSI nano-DMA master curve shown in Figure 3.6b. Room temperature (20◦C) was used

as the reference temperature for constructing the |E∗| nano-DMA master curve. The empirical shift factors

used to create the |E∗| DSI master curve in Figure 3.6b are presented in Figure 3.6c. These same DSI shift

factors were then used to create the nano-DMA tanφ master curve illustrated in Figure 3.6d. It is important

to note that the empirical shifting of the nano-DMA |E∗| data, Figure 3.6b, was achieved only via horizontal

shifting and in isolation, without trying to compare and match the emerging nano-DMA master curve to

the bulk DMA data. This independent process allows us to judge the ability of the DSI method to provide

reliable nano-DMA master curves in the future for materials or interphase regions for which a priori bulk

DMA master curves would not be available.

In addition to being able to match the shapes of successive frequency sweep curves from thermorheological
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DSI experiments and construct DSI nano-DMA master curves, Figure 3.6, temperature dependence of the

shift factors, aT should follow the Vogel=Fulcher=Tammann (VFT) equation (eq. 2.7, section 2.1.1). So,

values of aT determined during the creation of the |E∗| master curve (Figure 3.6b), are presented in Figure

3.6c. Figure 3.6c demonstrates that the nano-DMA shift factors are very similar to the bulk DMA shift factors

and also shows a �t of transition regime bulk DMA aT to the VFT �t in eq 2.7 (see section 2.1) and its

extrapolation to the rubbery regime [22]. This analysis establishes that the time=temperature superposition

principle is applicable to the viscoelastic data collected from thermorheological DSI experiments using sharp

parabolic AFM tips, and can be used to create nano-DMA master curves.

Figure 3.6b,d also compare the DSI nano-DMA master curves of the two viscoelastic functions (|E∗|

and tanφ, respectively) to the corresponding bulk DMA master curves. Excellent quantitative agreement

between the bulk and nano-DMA master curves in Figure 3.6b,d validates the quantitative accuracy of the

viscoelastic measurements obtained from the novel DSI methodology. Small di�erences between the DSI and

bulk DMA |E∗| master curves in Figure 3.6b, particularly in the rubbery regime can be attributed largely to

the use of Hertzian contact mechanics model in these calculations, which ignores the tip= sample interaction

forces and underestimates the indentation contact area, thus overestimating |E∗|. The DSI tanφ master

curve, Figure 3.6d, which is not a�ected by these concerns, still shows good quantitative agreement with

bulk DMA data.



62

a. b.

c. d.

Figure 3.6: (a) Complex modulus, |E∗|, data from frequency sweep DSI nano-DMA experiments on SBR.
(b) |E∗| nano-DMA master curve (in the inset) created by empirical shifting of frequency sweep |E∗| data
(shown in part (a)) and compared to the corresponding bulk DMA master curve (both sets of master curves
are referenced to 20◦C). (c) Empirically determined DSI shift factors used to create the |E∗| nano-DMA
master curve shown in part (b). (d) Comparison of the DSI loss tangent (tanφ) master curve (obtained
using the DSI shift factors shown in part (c)) to the bulk DMA tanφ master curve. Error bars on DSI data
in parts (a), (b), and (d) represent the standard deviation of the 10 measurements at each temperature
and frequency. Theses DSI experiments were conducted on the Asylum Cypher ES AFM adapted from the
FastForceMapping mode according to the DSI nano-DMA procedure.

Similar to the comparisons for SBR in Figure 3.6, Figure 3.7 depicts the generally good quantitative

agreement between the DSI nano-DMA and bulk DMA master curves for SNR, thus reinforcing the validity

of the DSI nano-DMA methodology. As noted earlier, the nearly uniform overestimation of DSI complex

modulus in Figure 3.7a is a consequence using the Hertz contact mechanics model that does not account for
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the signi�cant adhesion observed in the rubbery regime.

Despite a slight overestimation of tanφ by the DSI methodology in Figure 3.7b, a generally excellent

overall agreement was observed between the bulk and nano-DMA loss tangent master curves. Owing to the

low Tg of the SNR sample (relative to the SBR sample), and the frequency and temperature limits of the

Cypher ES AFM, the DSI nano-DMA data from SNR, Figure 3.7, lie completely in the rubbery regime.

In this regime, a comparison of the DSI nano-DMA and bulk DMA shift factors, depicted in the inset of

Figure 3.7b, reveals an interesting observation: the DSI nano-DMA based shift factors continue to be very

reliable, and are in excellent agreement with the extrapolated VFT �t to the bulk DMA shift factors from the

transition regime. For the reasons mentioned earlier, the experimentally determined bulk DMA shift factors

deep in the rubbery regime have signi�cant uncertainty and a VFT extrapolation provides a more accurate

estimation. While future improvements to the temperature and frequency capabilities of the commercial

AFMs are to be expected and this will improve the ability to access the transition regime of low Tg materials,

it is also extremely important to note at this stage that even with the current capabilities of commercial

AFMs, the nano-DMA master curves generated by these novel thermorheological DSI experiments, Figures

3.6 and 3.7, already span an e�ective frequency range of 5 orders of magnitude, which supersedes the current

state-of-the-art frequency range of 4 decades [82, 85]. Nevertheless, the time taken to collect all the data

required to construct the nano-DMA master curves in Figure 3.6a is still 4=8 times lower than what has

been previously reported.
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a. b.

Figure 3.7: Results from DSI nano-DMA experiments on SNR rubber showing (a) the |E∗| nano-DMA
master curve created by empirically shifting the frequency sweep |E∗| data shown in the inset (with a
linearly scaled ordinate) and compared to the corresponding bulk DMA master curve (both sets of master
curves are referenced to 20◦C). (b) Comparison of the DSI based tanφ master curve, which are obtained
using the DSI shift factors shown in the inset (these shift factors were determined through the development
of the |E∗| master curve shown in part (a)). Theses DSI experiments were conducted on the Asylum Cypher
ES AFM adapted from the FastForceMapping mode according to the DSI nano-DMA procedure.

3.4.3 DSI Methodology with only Temperature Sweep Capability

Many commercial AFMs such as the Bruker AFMs provide little to no frequency sweep capability in their

mechanical mapping mode. In this section, it is shown that the DSI methodology continues to be very

useful under these circumstances to obtain the local viscoelastic properties of soft materials while resorting

to temperature sweep DSI experiments at a single frequency. DSI experiments on SBR and SNR reported

in this section were conducted on Bruker's Dimension Icon AFM. The DSI experiments were performed

at 2 kHz across a wide range of temperatures ranging between =35 and +50 ◦C. Owing to the lack of a

frequency sweep capability, comparison of the DSI based viscoelastic properties to the corresponding bulk

DMA data can only be achieved by shifting the DSI data using shift factors determined from bulk DMA

experiments. As noted earlier through Figure 3.4d, for low Tg materials, such as the soft elastomeric materials

being considered in this current study, most of the temperatures used in DSI experiments correspond to the

rubbery regime, wherein the shift factors have greater uncertainty. Therefore, DSI nano-DMA and bulk

DMA results will be initially compared through van Gurp=Palmen (vGP) plots to estimate the quantitative

accuracy of the DSI nano-DMA measurements. As the calculation of |E∗|, which is the abscissa of vGP
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plots, can depend on the tip shape/geometry and size, the impact of these parameters on the quality of DSI

nano-DMA calculations will also be discussed in this section.

3.4.3.1 Tip Size E�ects: Large Radius vs Small Radius Parabolic Tips

Hertzian contact mechanics models rely on the assumptions of ideal tip geometry with large radii (section

2.2.3.2 & eq. 3.5). However, practical considerations of maximizing spatial resolutions during AFM scans

(even for nano-DMA experiments using DSI methodology), require the use of the sharp parabolic tips, with

smallest possible tip radii. The primary concern associated with the use of small radius AFM tips is that the

tip geometry is not well-de�ned, and may be altered during experimentation. As noted in section 3.2, this

is likely to impact the accuracy of the complex modulus calculations, which are dependent on the accuracy

of the underlying contact mechanics model used. Moreover, the use of sharp AFM tips is also expected to

result in high local strains resulting from the relatively larger indentation depths, thereby inducing nonlinear

e�ects that may invalidate the use of time=temperature superposition principle used to shift nano-DMA

data . In the latter case, even the phase angle (φ) comparisons between bulk and nano-DMA experiments

are expected to be impacted. To estimate the likely impact of these factors on the quality of the DSI nano-

DMA measurements, the e�ects of tip geometry and radius on the reliability of nano-DMA measurements

were studied.

Initially, DSI experiments were conducted with the AFM tips having an ideally large tip radius (of 250

nm) as shown in Figure 3.3b. Parts (a) and (b) of Figure 3.8 compare these nano-DMA results (obtained

through DSI experiments on a Dimension Icon AFM over a temperature range of =15 to +50 °C) for SBR

and SNR respectively, to the corresponding bulk DMA vGP master curves.
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a. b.

Figure 3.8: vGP plots comparing nano-DMA data (scatter) of (a) SBR and (b) SNR, obtained at 2 kHz
frequency and di�erent temperatures, using the DSI method on a Dimension Icon AFM with a large radius
(~250 nm) circular AFM tip (and cantilever sti�ness, k ≈ 250 N/m), to the respective bulk DMA master
curves (solid lines). Bulk DMA master curves are the �t lines to the original raw data, previously depicted
in Figure 3.5, parts (a) and (b), respectively. Error bars on DSI data represent the standard deviation of all
the 1024 data points analyzed from a 32 Ö 32 pixels resolution DSI scan obtained at each temperature.

Generally, the DSI nano-DMA data in Figure 3.8a,b show the expected trend of increasing |E∗| with

decreasing temperature. Moreover, with the exception of some near-Tg measurements, the nano-DMA data

for SBR in Figure 3.8a generally show good quantitative match with the bulk DMA master curve. The

near Tg underestimation of loss tangent was reported earlier in Figure 3.6d, as well as by a previous study

conducted by Nakajima and coworkers [82, 85], who suspected deviations from ideal contact mechanics

conditions as the likely cause. However, it should be noted this issue persists in Figure 3.8a, despite the

use of an ideally large radius, parabolic tip, thus suggesting that deviation from ideal contact mechanics

conditions might not be arising from tip geometry/size concerns. The DSI nano-DMA measurements on

SNR obtained from experiments with large radius tips, Figure 3.8b, also match the bulk DMA master

curve fairly well, except for the small, yet consistent o�set to the right of bulk DMA master curve. This

o�set can potentially be attributed to the overestimation of |E∗| due to unaccounted adhesive e�ects in the

Hertzian contact mechanics model. Accounting for adhesion would result in an increase of contact area and

a consequent reduction in |E∗|, thus systematically shifting the nano-DMA data to the left. These adhesion

e�ects are more prominent for DSI experiments on the low Tg SNR sample, which, despite the use of lower

temperatures and higher frequency than the corresponding DSI experiments reported in �gure 3.7, is still
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largely in the rubbery regime.

Complementing the large radius tip data, a new set of DSI experiments were performed on both SBR and

SNR, using sharp/small radius AFM tips: Bruker's recommended PF-QNM RTESPA probes. An RTESPA-

300 with a nominal cantilever sti�ness 40 N/m (experimentally measured value of 39.9 N/m) was used to

probe the SBR sample while an RTESPA-150 with a nominal cantilever sti�ness of 6 N/m (experimentally

measured sti�ness was 3 N/m) was used for the relatively softer SNR sample. Tip radii for these tips were

determined to be ~35 and 32 nm respectively by the method described in section A.1. The resulting nano-

DMA properties for SBR and SNR are shown in parts (a) and (b) of Figure 3.9, respectively, wherein they

compare extremely well to the bulk DMA results, thus highlighting the ability of the DSI method to provide

quantitatively reliable measurements. In fact, from Figure 3.9b, it is apparent that the DSI methodology

is capable of providing reliable nano-DMA properties for the transition regime of SNR when the requisite

low-temperature regime (∼ −35◦C) could be experimentally accessed. At the same time, it is important

to note that in case of SBR, although the temperature stage could go lower in temperature, the material

became too sti� at lower temperatures to perform stable DSI indents, indicating the likely limitation of this

technique below a material's Tg.

Interestingly, DSI nano-DMA data on SBR, obtained with sharp parabolic tips, Figure 3.9a, are slightly

o�set to the right, similar to the nano-DMA properties of SNR obtained with large radius parabolic AFM

tips, Figure 3.8b. Although this systematic o�set was then attributed to ignoring the e�ect of adhesion in

|E∗| calculations for SNR, the nano-DMA properties of SNR measured with sharp tips, Figure 3.9b, do not

re�ect the same o�set. It is thus apparent that other experimental factors (apart from the tip size) could

be impacting the quantitative accuracy of DSI nano-DMA data. Further studies to understand the complex

interrelation between the choice of AFM cantilever sti�ness, peak force, indentation depth, and experimental

temperature relative to sample Tg are currently ongoing.



68

a. b.

Figure 3.9: vGP plots comparing nano-DMA data (scatter) of (a) SBR and (b) SNR, obtained at 2 kHz
frequency and at di�erent temperatures using the DSI methodology on a Dimension Icon AFM, with sharp
parabolic AFM tips (R = 30=35 nm, and k ≈ 40 and 3 N/m respectively), to the respective bulk DMA
master curves (solid lines). Error bars on DSI data represent the standard deviation of all the 1024 data
points analyzed from a 32 Ö 32 pixels resolution DSI scan obtained at each temperature.

3.4.3.2 DSI Data and Shift Factor (aT ) Evaluation.

To compare DSI nano-DMA data from AFMs having only temperature sweep capability to the bulk DMA

master curves, the shift factor curve calculated from the bulk DMA data could be applied to the AFM data.

However, the accessible DSI temperatures correspond to the rubbery regime temperatures of bulk DMA and,

the bulk DMA determined shift factors in this regime are less accurate. Here we demonstrate an approach

to use the DSI nano-DMA data itself to improve the accuracy of the rubbery regime shift factor �t from

bulk DMA, even in this case where the AFM only has temperature sweep capabilities.

Per section 3.4.3.1, the |E∗|, tanφ values pairs from the DSI experiments are consistent with the bulk

DMA measurements at temperatures above Tg. As shown in Figure 3.6c, a VFT �t, eq 2.7, can be applied

to the reliable bulk DMA shift factors from the transition regime and extrapolated to the rubbery regime

(dashed lines in Figure 3.10a,c, which will henceforth be referred to as �extrapolated VFT� shift factors).

The DSI data from �gures 3.8 and 3.9 are then replotted in frequency space using these extrapolated VFT

shift factors, �gure 3.10c,d.

However, we can use additional information from the DSI data to improve the shift factors in the extrap-

olated region of the VFT �t. Since the DSI data used in this section were obtained at a frequency of 2000
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Hz, which is 2 orders of magnitude higher than the highest frequency used in bulk DMA, DSI viscoelastic

data that was obtained at temperatures corresponding to the rubbery regime of bulk DMA could still be

in the transition regime and provide reliable shift factors. Hence, the rubbery regime DSI nano-DMA shift

factors can be estimated by a simple mapping: for each AFM data point, �nd the closest point on the bulk

DMA tanφ master curve, take the corresponding shifted DMA frequency from the bulk DMA master curve,

and divide by the AFM frequency (ωAFM = 2000 Hz), as given by eq 3.9:

(aT )AFM =
(ωaT )bulkDMA

ωAFM
(3.9)

This mapping provides an extended set of shift factors in the rubbery regime from the DSI nano-DMA

data, which can be used in conjunction with the reliable transition regime bulk DMA shift factors, to

cumulatively provide an improved �combination VFT �t� (solid lines in Figure 3.10a, b). DSI nano-DMA

results obtained using large radius (�gure 3.8) and small radius (Figure 3.9) parabolic tips were used to

estimate these rubbery regime shift factors for SBR and SNR via eq 3.9, Figure 3.10a,b. Shift factors from

DSI experiments at temperatures below 10 ◦C were ignored for SBR since they greatly deviated from the

bulk DMA v-GP plot, as seen in �gure 3.8a. The solid combination VFT �t lines show a small improvement

over the dashed extrapolated VFT �t lines, Figure 3.10a,b. However, this small change in shift factors can

have a measurable impact on the frequency dependence of the DSI nano-DMA data. In �gure 3.10 (e) and

(f), DSI nano-DMA data (for SBR and SNR respectively), now shifted in accordance to the combination

VFT �ts, are compared to their respective bulk DMA master curves. A comparison of of �gure 3.10 (c) and

(e) shows that a small di�erence in shift factors produces a noticeable di�erence in the frequency space nano-

DMA master curves of SBR. Use of the re�ned combination shift factors results in an improved quantitative

agreement between bulk and DSI nano-DMA master curves, �gure 3.10e, which lasts until the peak of the

loss tangent curve. Although the di�erence between extrapolated and combination VFT �ts in SNR, Figure

3.10b, are similar to those observed in SBR, �gure 3.10a, the impact of this di�erence on the DSI master

curves for SNR is limited (comparing parts (d) and (f) of �gure 3.10).

Owing to the relatively higher frequency of the DSI method, this methodology can provide high-temperature

shift factors corresponding to the rubbery regime of bulk DMA experiments and help construct accurate

shift factor curves and more reliable viscoelastic master curves for homogeneous materials. The methodology

helps create DSI nano-DMA master curves when using commercial AFMs that only provide temperature

sweeping capabilities under limited frequency settings.
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a. b.

c. d.

e. f.

Figure 3.10: Empirical (scatter data) and VFT �t (lines) shift factors vs temperature for (a) SBR and (b)
SNR, showing the di�erent types of �ts to the VFT equation eq. 2.7. Dashed lines in parts (a) and (b)
represent the �extrapolated VFT �ts� to eq 2.7, obtained by only using the bulk DMA transition regime shift
factors (open diamonds) and extrapolating the �t to the (high temperature) rubbery regime. Solid �t lines
in parts (a) and (b) represent the �combination VFT �ts� to eq 2.7, obtained by �tting both the transition
regime bulk DMA shift factors (open diamonds) and DSI nano-DMA shift factors (�lled symbols that were
calculated using eq. 3.9). Circles represent DSI data obtained with large radius parabolic AFM tips, while
the inverted triangles represent DSI data obtained from DSI experiments with small radius/sharp parabolic
AFM tips. Comparison of bulk vs nano-DMA |E∗| and tanφ master curves in frequency space for (c, e)
SBR and (d, f) SNR was carried out for both sets of VFT �ts identi�ed in parts (a) and (b), respectively.
Extrapolated bulk VFT �ts (dashed lines in parts (a) and (b)) were used to shift DSI data in parts (c) and
(d), whereas the revised, combination VFT �ts (solid lines in parts (a) and (b)) were used to shift DSI data
in parts (e) and (f).
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3.4.4 Validation of DSI Nano-DMA Method for High Resolution Viscoelastic

Property Mapping of Heterogeneous Soft Materials

The DSI method was developed to enable fast and quantitatively accurate, high resolution spatial mapping

of viscoelastic property gradients in soft heterogeneous materials such as polymer blends and nanocompos-

ites. Having established the quantitative validity of the DSI methodology in the earlier sections through

experiments on homogeneous elastomers, the objective here is to demonstrate a preliminary validation of

the applicability of the DSI methodology to spatially map the viscoelastic properties of a heterogeneous soft

material system. Speci�cally, the viscoelastic properties of an elastomeric blend sample (constituted of 75

wt % SBR and 25 wt % SNR) were quantitatively mapped with the DSI nano-DMA methodology by per-

forming a room temperature nano-DMA scan across a 1 Ö 1 µm2 area with 64 Ö64 pixels resolution (spatial

resolution of ~15 nm). Figure 3.11a,b illustrate the spatial maps of tanφ and |E∗| and measured from this

nano-DMA experiment, alongside the standard PF-QNM log(DMT modulus) map, Figure 3.11c, taken prior

to the nano-DMA scan (as described in section 3.2). Clearly, an excellent contrast was achieved within the

DSI viscoelastic property scans, particularly the loss tangent scan in Figure 3.11a, reproducing the same local

microstructure visualized with Bruker's standard PF-QNM DMT modulus map. This consistency indicates

the ability of the DSI approach to successfully capture the local microstructural heterogeneity of the sample,

without inducing any damage to it despite performing relatively deep (δ > R) dynamic indentations (similar

to contact mode scanning) with a sharp AFM tip, in the material's rubbery state. It also highlights the

method's ability to produce real-time spatial maps when implemented into commercial AFM software, at

least when considering the simplicity and directness of the phase angle (or loss tangent) calculations involved

with this method.

The �rst approach to verify that this high-resolution DSI scan produced quantitatively accurate nano-

DMA properties, involved the selection of two random pixels in the DSI scan such that each lay deep within

one phase. The two representative points are depicted in Figure 3.11a with a black triangle (embedded

deep within the SBR phase) and a white star (embedded deep within the SNR phase). The corresponding

|E∗| and tanφ measurements at these two locations were compared to the corresponding bulk DMA master

curve for SBR and SNR in parts (d) and (e) of Figure 3.11. An excellent agreement between the two sets

of data can be clearly observed. It is important to note that even the apparent overestimation in the DSI

measurement of SNR |E∗| is similar to the previously observed discrepancy for homogeneous SNR samples,

in Figure 3.7a and Figure 3.10e,f.
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To further ensure that the viscoelastic properties measured across the scan were within reasonable limits,

|E∗| and tanφ values at each of the 4096 pixels in the DSI scan, shown in Figure 3.11a,b were plotted in

Figure 3.11f and compared to the bulk DMA master curves of homogeneous SBR and SNR. Every single

point from the DSI nano-DMA scan of the blend sample fall in between the bounds of SBR and SNR master

curves, and are clearly closer to the SBR phase, due to its dominant weight fraction (of 75%). It is also

important to note that the nanoDMA data from the two pixels corresponding to pure SBR and SNR phases,

Figure 3.11d,e, are also plotted in Figure 3.11f. Clearly, these DSI data from the two phases more closely

represent the upper and lower bounds for the band of blend properties depicted in Figure 3.11f, as should be

expected, thus validating the quantitative reliability of the DSI methodology for capturing high-resolution

viscoelastic property maps of heterogeneous soft materials.
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a. b. c.

d. e. f.

Figure 3.11: Spatial maps of (a) tanφ and (b) |E∗| obtained by performing a high-resolution (64 Ö 64
pixels) DSI nano-DMA scan over a 1 Ö 1 µm2 area of an SBR-SNR blend sample (75/25 wt %). The
centers of the star (white) and triangle (black) symbols in parts (a) and (b) depict the locations of the
coordinates for pure SBR and pure SNR regions respectively, that were used for quantitative validation of
the DSI methodology for heterogeneous materials in parts (d) and (e). (c) Standard PF-QNM modulus
map scan performed over the same region, taken immediately prior to the performing the DSI scan, is also
provided as a reference image to compare the spatial blend morphology revealed by the two methods. The
nano-DMA properties measured at the two pixels depicted in parts (a) and (b), corresponding to SBR and
SNR phases, are quantitatively compared to their corresponding bulk DMA master curves in parts (d) and
(e), respectively. (f) Nano-DMA properties for all 4096 pixels in the scan are compared to the bulk DMA
master curves through a vGP plot. Image taken with Bruker Dimension Icon adapting PF-QNM mode with
DSI procedure.

3.4.5 Initial Results for Rubber Composites

Initial work on the viscoelastic properties of rubber composites have been shown to be quite tricky due to

many reasons. The �rst is the fact that since AFM is a 2D surface measurements, particles underneath the

surface of a material could result in local modulus changes that are not strictly due to interphase e�ects.

One of the ways we tried to get around this was by making a �sandwich� sample, as described in section

3.3.1.2. A cross section of this �sandwich� can then be prepared using a cryo-microtome. Figure 3.12a shows

an optical image of the sandwich sample after cryo-microtoming. The carbon black layer can clearly be seen

on the left side of the image. Scanning the AFM tip across this layer allows individual particles to be found
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without having to worry about the e�ects of neighboring particles hidden beneath the surface, as seen by

the PF-QNM modulus map image in Figure 3.12b.

a. b.

Figure 3.12: (a). An Optical microscope image of carbon black-rubber slice. Carbon layer is clearly seen in
left side of image. (b). AFM image of a CB black particle found in the layer.

With a particle identi�ed, the DSI viscoelastic property technique could be performed on the zoomed in

area on the right of the particle in Figure 3.12b, shown in Figure 3.13a using a peak force of 5nN and an

amplitude of 7.8nm. However, not all of the viscoelastic measurements can be trusted. Analysis of the force

curves in the DSI technique of the matrix area (marked by the red dot in �gure 3.13a) shows a nice cyclic

force-displacement curve needed for the DSI analysis to work, shown in in Figure 3.13b. However, on the

particle, (marked by the blue dot in �gure 3.13a), since the particle itself is orders of magnitude sti�er than

the matrix and not inherently viscoelastic , the resulting indent is not cyclic (see Figure 3.13c), and thus

viscoelastic properties cannot be measured using the DSI method. However, the analysis software will still

try to �nd a measurement from these curves, resulting in a loss tangent line scan as seen in Figure 3.13d

across the middle of the image. As seen, to the right of this plot, most of the data is around a loss tangent

of 0.9, and relatively consistent. This regular data corresponds to the matrix. However, as it gets closer to

the particle on the left, the measured loss tangent values are now all over the place. Thus, the data needs

to be �ltered to remove bad data from non-cyclic force displacement curves.



75

a. b.

c. d.

Figure 3.13: (a). Zoomed in region (558nm x 558nm) of the particle shown in Figure 3.12b. (b), DSI Force
Displacement curve for the red pixel in (a), representing the matrix. (c). DSI Force Displacement curve for
the red pixel in (a), representing the particle. (d) Loss Tangent map from DSI method across the center of
the map in (a).

The best way to �lter this data is to look at the sine �t for the force vs. time , eq. 3.1. A poor �t

would mean that the tip is pulling out of the sample, and so the data should be ignored. The quality of the

�t can be evaluated by the normalized root mean square error described in eq. 3.10 where N is the total

number of experimental data points used in the �t, Pj , is experimental force measurement at t = tj , P̂j , is

force predicted by the sine �t at t = tj . The summation is normalized by is the force amiplitude,P0, so that

resulting value is unitless. Figure 3.14a shows the same loss tangent line scan in Figure 3.13c in blue as well

as the corresponding relative root mean square error of the sine �t of the force vs. time curve (normalized

to the matrix value). This sets the relative error in the matrix to be about 1. As you approach the particle,

the error in the �t will start to shoot up rapidly. This point can be used as the estimate of where the rubber
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meets the particle (marked by the vertical red line). Once this is marked, there is clearly a slight increase in

the loss tangent near the particle compared to the bulk loss tangent data. Where the data starts to deviate

from the matrix loss tangent values by 5% is marked by the green vertical line, as an estimate as the end

of the interphase. For this line scan, this interphase length was measured to be 52.72nm. This analysis was

repeated on every line in the loss tangent map in Figure 3.14b, showing an average of 50.83±25.45nm. The

average interphase measurement from this loss tangent map has a few concerns. First, the standard deviation

is very large (50% of the measured value), thus there is quite a spread in the data, this could be due to the

fact that the particle is still an irregular shape, and may lead to di�erent tip interactions in di�erent areas.

Second, the tip radius is around ~30nm which is not much smaller than the measured interphase length,

thus there is a likely possibility that some of the bulk measurement deviation is due to tip-substrate probe

e�ects due to the physical interaction of the probe indenting near a hard substrate, which will overestimate

any true interphase e�ects [13, 97]. Thus, in order to get any interphase information from these experiments,

these geometry and probe e�ects need to be deconvoluted, which will be the focus of the next chapter.

NRMSE =
1

P0

√√√√ 1

N

N∑
j=1

(
Pj − P̂j

)2
(3.10)

a. b.

Figure 3.14: (a). Same loss tangent line scan as in 3.13d (blue) as well as the corresponding NRMSE (eq.
3.10) in the sine �t at each point (red). The red vertical line corresponds to the point where the error starts
to increase and the green vertical line is when the loss tangent data starts to deviate from the baseline. The
distance between these lines is 52.72nm. (b). This same analysis applied to every line of the loss tangent
map around particle shown in �gure 3.13a. Average interphase length is 50.83±25.45nm.
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Nevertheless, preliminary investigations of the DSI technique were conducted on in-situ carbon black-

SBR composites. Figure 3.15a shows a 2µmx2µm PF-QNM elastic modulus map scan of a 10wt% carbon

black in SBR where the DSI technique was applied. The resulting viscoelastic maps of tanφ and |E∗| are

shown in 3.15b and c, respectively, with regions of high RMSE of the sine �t of the force vs. time curve

(>5x the average matrix value) set to zero (dark blue). In both cases, these dark blue regions correspond

presicely with the high modulus particles in the PF-QNMmodulus map in 3.15a, although they are noticeably

larger, suggesting that some of the matrix/interphase region near the particles are lost due tip size a�ects.

Nevertheless, regions near the particles but su�ciently far away from the paricles that are less likely to be

caused solely by geometric e�ects show increases in both modulus and loss tangent when compared to the

regions furthest away from particles. An increase in both loss tangent and complex modulus is consistent

with a shift of the SBR master curve towards higher frequency (towards the glassy regime) by approximately

1.3 orders of magnitude, and similar behavior has been seen in other AFM viscoelastic investigations of

rubber-carbon black nanocomposites [98]. A shift towards the glassy regime for rubber near a rigid particle

makes sense since the molecular motions of the rubber are constrained by the rigid particles. These are very

preliminary results, and more work needs to be done to verify these trends are consistent, and to better

understand tip e�ects. However, the initial results can be used for preliminary investigations in predictive

computational models, some of which will be discussed in the future work section of chapter 8.

c.

Figure 3.15: (a) Standard 2µmx2µm PF-QNM elastic modulus map scan of a 10wt% carbon black in SBR,
taken immediately prior to the performing the DSI scan. The viscoelastic maps of |E∗|

3.5 Conclusion

A novel, versatile, quantitatively accurate and temporally fast AFM-based dynamic scanning indentation

(DSI) nano-DMA method, which enables real-time, high-resolution spatial mapping of the local viscoelastic
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properties of heterogeneous soft materials, using the existing capabilities of commercial AFMs is presented.

This novel approach exploits the recent developments in low-frequency sinusoidal force ramp-based, force-

curve capturing nanomechanical mapping modes of commercial AFMs, through simple, yet elegant control of

the operational parameters of peak indentation force and tip oscillation amplitude. The quantitative accuracy

of the DSI nano-DMA methodology was validated by demonstrating an excellent agreement between the

viscoelastic properties obtained from DSI experiments on two di�erent homogeneous elastomers (SBR and

SNR) and a heterogeneous elastomer (SBR-SNR blend sample) to the corresponding bulk-scale viscoelastic

master curves of SBR and SNR (for frequencies below and temperatures above Tg). In case of the elastomeric

blend sample, it is shown that quantitatively accurate DSI nanoDMA scans with a spatial resolution of ∼15

nm could be achieved.

These extremely favorable quantitative comparisons between nano-DMA properties measured from AFM-

based DSI experiments and standard bulk DMA measurements were possible despite relying on relatively

simple viscoelastic property calculations for DSI data; as a �rst-order approximation basic Hertzian contact

mechanics were assumed, while the assumption of constant contact area during dynamic indentation was

demonstrated to be valid using a fracture mechanics-based energy release rate calculation. Incorporating

future improvements and complexity of contact mechanics models used for nano-DMA analyses of the data

provided by the DSI method should be relatively trivial and could only enhance the quality of the viscoelastic

measurements from the DSI methodology.

Using state-of-the-art commercial AFMs that provide reasonably good temperature and frequency sweep

capabilities, such as the Asylum's Cypher ES and MFP-3D In�nity AFMs, the full potential of the DSI

method to enable the empirical and independent construction of quantitatively accurate nano-DMA vis-

coelastic master curves was demonstrated. These nano-DMA master curves spanned an e�ective frequency

range of 5 decades, which is at least an order of magnitude better than the previously reported high-resolution

nano-DMA methods. It was further shown that, despite the restricted availability of only one or two discrete

operating frequencies on some commercial AFMs (such as the Bruker AFMs), the DSI method could be still

applied successfully over multiple temperatures and continue to provide quantitatively reliable viscoelastic

data over a similarly e�ective frequency span of 5 decades. A relatively simple, custom-built thermal en-

closure and heating/cooling stage was shown to be useful in accessing temperatures between =35 and +50

°C in this study. In the case of the latter experiments, on AFMs without frequency sweeping capabilities,

independent construction of frequency space nano-DMA master curves was not possible; instead, AFM data

at di�erent temperatures had to be shifted based on a priori knowledge of viscoelastic shift factors. A
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methodology that relies on the use of the van Gurp=Palmen representation of viscoelastic data (i.e, plots of

|E∗| and tanφ) to analyze the quantitative accuracy of the DSI data, and to augment/correct DMA shift

factors in the rubbery regime was developed and demonstrated.

Preliminary investigations have also been performed on model composite and in-situ carbon black rubber

composite systems, showing increased loss tangent and complex modulus values around the carbon black

material, consistent with a shift of the matrix properties towards the glassy regime. This data can be

used as a reference for improving computational rubber composite models, but more work needs to be done

to determine the e�ect of geometric tip constraints, and the temperature/frequency dependence of this

interphase regime. Cumulatively, these capabilities of this novel DSI methodology render it a powerful and

easily accessible tool for studying the local thermorheological behavior of complex soft materials, which opens

the doors to study important nanoscale phenomena such as the viscoelastic response of spatially con�ned

polymers and biomaterials.
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Chapter 4

Understanding AFM Indentation Data

in Rubber Composites using FEA

Simulations

Atomic force microscopy (AFM) is a powerful technique for imaging polymer nanocomposites as well

as other systems with heterogeneous material properties on the nanoscale. However, the quantitative mea-

surement of modulus is highly susceptible to convoluting structural e�ects due to the �nite tip radius and

stress �eld interactions with particles and substrates which are often termed the �substrate e�ect� or �thin

�lm e�ect�. We present an empirical master curve that can model the change in measured modulus (EMC)

due to structural e�ects in an AFM indentation on a soft material near a sti� �ller, using N121 and N660

carbon black=styrene=butadiene rubber nanocomposites as examples. Finite element analysis is combined

with experimental AFM data across an interface at increasing indentation depths to create a robust method

for con�rming or rejecting the presence of an interphase layer in AFM. From the raw data, which is initially

inconclusive, we reasonably estimate the width of the loosely bound layer (ξint) surrounding each (strongly

interacting) N121 particle to be 50=60 nm after deconvolving the substrate e�ect. In comparison, we found

no signi�cant loosely bound layer around the (weakly interacting) N660 particles. While this technique is

demonstrated for polymer nanocomposites, the strategy could also be applied to multiphase soft materials.

This chapter reproduces work from �Deconvolution of Stress Interaction E�ects from Atomic Force Spec-

troscopy Data across Polymer=Particle Interfaces� published in Macromolecules in 2019 [14]. This work
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was published by myself with co-authors, David W. Collinson, Dr. Kenneth R. Shull, and Dr. L. Catherine

Brinson, where myself and David W. Collinson contributed equally to the work. All of the AFM experiments

were conducted by me, while David W. Collinson conducted the FEA simulations. We worked together in

analyzing and connecting the experiments and simulation data.

4.1 Introduction

Rubber nanocomposites are an important engineering material with many industrial uses. Engineering

rubbers are typically �lled with carbon black or silica nanoparticles as a reinforcing agent, and the nanoscale

reinforcement is responsible for the high strength and toughness of rubber nanocomposites compared to that

of pure rubber systems [99�101]. The reinforcement of the rubber also leads to macroscale behavior that

deviates signi�cantly from continuum scale predictions of the elastic [99] and viscoelastic [101] mechanical

properties based on properties of constituents alone. Nanoparticles are able to reinforce rubber through

multiple mechanisms including hydrodynamic reinforcement [68, 102], altering the polymer network [103],

�ller=�ller interactions [101], and polymer=�ller interactions [104]. Of these, the rubber=�ller interactions

best explain the observed viscoelastic[105, 106] and elastic [107] behaviors of rubber nanocomposites at

the bulk scale. The rubber=�ller interactions are typically described as a layer of �bound rubber� or an

�interphase�, which manifest as a region of rubber surrounding the particles with properties di�erent from

the bulk rubber phase due to chemical and physical interactions between the �ller particle and the rubber

matrix.

Atomic force microscopy (AFM) is a promising tool for characterizing polymer nanocomposites at the

nanoscale [108]. Measurement artifacts associated with indentation, particularly the �structural indentation

e�ect�, also known as the �stress interaction e�ect� or �substrate e�ect�, can convolute the measurement

of material modulus in multiphase composites. While �nite element analysis (FEA) techniques have been

developed to deconvolute the interphase in model systems [13, 109], many commercially important nanocom-

posites have highly irregular morphology, which cannot be replicated easily in FEA. Therefore, techniques

that provide a simple framework to extract the interphase extent (ξint) present in in situ polymer nanocom-

posites free from stress interaction e�ects will improve our understanding of the processing=structure=

property relationship that results in a bound rubber layer.
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4.1.1 Rubber Nanocomposites and the Bound Rubber Layer

The bound rubber layer has been shown to exhibit higher sti�ness and longer relaxation times compared

to the matrix and, as such, can be thought of as an interphase between the particle and the matrix. This

interphase region is often considered to exist as a bilayer with a sti� glassy region that directly interacts with

the particle, which is surrounded by a loosely bound, softer layer, and both may contribute to the overall

properties of the composite [104, 110].

The extent of the bound rubber and its impact on the bulk scale properties is the result of the strength

of the rubber interaction with the carbon particle. The interaction strength between the particle and the

rubber is a�ected by the surface area of the particle and the number of chemically active sites for rubber

molecules to interact with the surface of the carbon [111]. The resulting impact of the bound rubber layer on

the bulk mechanical properties of the composite will also depend on the particle size or agglomerate [100]. A

larger particle size will reduce the particle surface-area-to-volume ratio in the composite, lowering the overall

volume fraction of the bound rubber layer in the composite and reduce the contribution of the bound rubber

layer to the properties of the composite. Understanding the extent and magnitude of the bound rubber layer

in situ is of vital importance for material design and development [112].

While there have been numerous studies to quantify the extent and strength of the interphase region

both directly [13, 69, 70, 113�115] and indirectly [116, 117], a quanti�cation of the interphase extent free

from stress interaction e�ects in AFM remains elusive for in situ carbon black particle=matrix composites,

where high geometric complexity due to the nature of carbon black makes analysis di�cult. Multiple studies

have indirectly measured the extent of the interphase region within uncross-linked rubber composite systems.

Solution techniques that dissolve unbound rubber in toluene or another suitable solvent leave the insoluble

bound rubber layer attached to the particle from which the wt % of bound rubber can be calculated. The

extent of the remaining bound rubber layer can be highly dependent on the choice of solvent and experimental

conditions [118]. Small-angle X-ray and neutron scattering, as well as nuclear magnetic resonance (NMR),

can estimate the interphase extent to be between 1 and 10 nm [115�117, 119]. However, the sensitivity

of such methods to the loosely bound layer varies [119] with the work of Tadiello, et al. [115], suggesting

disagreement between NMR and AFM as to the true extent of the bound rubber layer. Complicating the

matter further, the extent of the bound rubber layer as measured by NMR can increase by an order of

magnitude when the temperature during measurement is close to the Tg of the polymer [120]. With careful

treatment of the stress interaction e�ects associated with AFM indentation in multiphase composites, the
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extent and magnitude of the bound rubber layer can be characterized in in situ composites with greater

con�dence.

4.1.2 Previous AFM Studies on Rubber Nanocomposites and Existing Chal-

lenges

The contrast in sti�ness in the interphase layer compared to that in the bulk matrix along with the 1=100 nm

length scale makes AFM a suitable technique for the direct measurement of the extent and sti�ness change

of the bound rubber. Limiting the accuracy of the measurement are structural e�ects, which can convolute

indentation measurements and are a major factor limiting the accuracy of local modulus as measured in AFM.

The most severe artifact occurs when two di�erent phases are directly contacted simultaneously by the AFM

tip, which then measures a single contact sti�ness with direct contributions from both phases. However,

important indirect structural e�ects arise when the AFM tip is wholly in the polymer phase because the

force=displacement curve measured is a convolution of the response of a �nite volume of material surrounding

the tip, as opposed to a discrete in�nitesimal material point. Therefore, near a surface or particle, the volume

probed in the force=displacement relation includes that foreign body and changes the e�ective compliance of

the probed volume [97, 121], impacting the local modulus measured for the polymer. This particular behavior

is commonly termed as the substrate e�ect or �thin �lm e�ect�. The size and extent of structural e�ects are

highly dependent on the size of the tip used and indentation depth [122], the relative sti�ness and location of

neighboring phases relative to the indentation [13, 70], the viscoelastic state [123], and the incompressibility

of the indented material [124]. In particle=matrix composites, the indentation measurement can be further

complicated due to the shape of the particle targeted for analysis or the presence of other nearby or subsurface

particles [113]. The particle geometry itself can in�uence the magnitude of the stress interaction e�ect if the

particle shape and subsurface geometry are such that the material between the particle and the indenting tip

becomes highly con�ned [123]. In addition, a nanoparticle is a nonideal substrate and is expected to de�ect

or rotate under load.

Several previous studies have sought to address, remove, or account for these structural e�ect issues in

the interphase modulus pro�le as measured by AFM by iterating a material pro�le input into FEA until the

modulus as measured by simulated indentations matches the experimental pro�le [13, 76, 109, 113]. However,

this technique is limited to simple model geometries and cannot be applied to complex in situ composites

due to the highly variable and unknown �ller geometries and is especially di�cult for �llers with complex
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particle morphology such as carbon black.

4.1.3 Challenges in High-Speed Indentation Modes of Polymer Nanocomposites

High-resolution spatial maps of local elastic properties in soft heterogeneous materials have been obtained

from experiments on model nanocomposite samples, using scanning force spectroscopy techniques (SFS),

which use a force setpoint (Pmax) for feedback [75, 76, 109]. SFS techniques have the ability to collect thou-

sands of force=displacement curves per second and map out local mechanical properties in two dimensions

without having to manually set x and y positions at each point in the array [125]. A number of studies have

shown that in the best-case scenario, one can still expect errors in the absolute modulus at minimum to be

between 10 and 15% due to uncertainty in the precise contact mechanical model and errors in cantilever

sti�ness and de�ection calibration [126, 127]. This error is exacerbated for viscoelastic materials, since the

time dependence of the material response, as well as the absence of robust and widely accepted viscoelastic

contact mechanical models, leads to more uncertainty [128]. Thus, some studies have chosen to compare

modulus values in multiphase systems, such as rubber blends and composites, by normalizing the modulus

measurement to a bulk value, such as the comparison of an interphase region modulus measurement to the

noninterphase bulk modulus measurement [75, 76, 109]. This allows the comparison of di�erent AFM in-

dentation responses related to the material sti�ness and modulus in di�erent regions of the same scan even

with the uncertainty of the accuracy of the absolute measurement.

However, the accuracy of modulus maps produced of rubber composites is further complicated by the

existence of structural interaction e�ects near the rubber=particle interface. In a two-dimensional modulus

map, there are particles throughout the image, and the probed volume near the particle surface is the region

of interest (ROI) for particle=matrix interphase e�ects. The structural indentation e�ect thus impacts

the validity of any measured interphase modulus in these maps, which will report a larger and/or broader

modulus magnitude variation near the sti� particles than the real values. Thus, this investigation explores

a way to remove these modulus artifacts from indentations in the rubber to help improve the accuracy

of AFM modulus maps of composite material interphases. Ideally, AFM indentation experiments would

accurately measure the modulus magnitude and width of the interphase layer, but we will focus primarily

on understanding the broadening of the measured interphase width and leave the modulus magnitude of the

interphase layer to future investigations.

In this study, we develop a simple, easily applied technique to (1) determine whether the alteration

of a modulus pro�le of a soft material near a rigid substrate or particle is due to the existence of one or
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more interphase regions or just the stress interaction e�ects, and (2) estimate the width of the interphase

regions when they are detected. The contact radius-dependent structural indentation e�ect is �rst established

using the simulation of indentation experiments at di�erent depths with an FEA model of known geometry

and material properties. When there is no interphase, the modulus pro�les of di�erent indentation depths

collapse on a single curve when normalized by the contact radius but will remain separated when there is an

interphase. The structural indentation e�ect can be quanti�ed and subtracted from the modulus pro�les from

simulations with interphase regions, and the interphase width can be determined by shifting the modi�ed

pro�les laterally to collapse on a single curve. We then apply the technique developed to experimental data

on a variety of carbon=styrene=butadiene rubber (SBR) composites with a variety of interaction strengths

and geometries. The technique can successfully remove structural e�ects from inconclusive raw data pro�les

and estimate the interphase width even when multiple interphase layers exist. This study will look at only

one-dimensional modulus pro�les, but it will provide a basis for structural indentation e�ect removal to be

applied in twodimensional AFM maps in future work.

4.2 Methods and Materials

4.2.1 Materials

4.2.1.1 Rubber Nanocomposite

Rubber composites of 10 wt % carbon black and sulfur cross-linked, anionically prepared styrene=butadiene=rubber

(SBR, SLF16S42) were provided by The Goodyear Tire & Rubber Company. Two di�erent carbon blacks

were used to form the composites, N660 and N121. N660 particles are more spherical and less absorptive to

phthalates, iodine, and nitrogen, whereas N121 is higher in surface area and more absorptive [129]. Thus,

we expect higher chemical absorption onto the surface of N121, which should lead to stronger interfacial

e�ects. The rubber composites formed using N660 carbon black and the N121 carbon black as the �llers are

subsequently referred to as �N660� and �N121�, respectively.

4.2.1.2 Model Graphite Sample

To simulate a model �at carbon= rubber interface, a rubber=graphite �sandwich� sample was made. SBR

rubber was prepared by mixing 10 wt % uncross-linked SBR (SLF16S42, provided by The Goodyear Tire

& Rubber Company) in toluene with 0.5 phr dicumyl peroxide. The toluene was then evaporated overnight
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in a nitrogen �ow chamber. A small, approximately 1 Ö 1 mm2 piece of this rubber was masked with two

pieces of tape, leaving an approximately 0.25 mm thick strip in the center. Then, the sample was placed in

a sputter coater and coated with evaporated carbon from a graphite rod multiple times to ensure a thick

deposition of the carbon layer. Afterwards, the masks were removed, and a second uncross-linked SBR layer

was placed on top of the coated sample, creating a sandwich. The sandwich was then cured for 60 min at

160◦C under nitrogen. A schematic of this process is shown in Figure 4.1.

Figure 4.1: Schematic of the sample preparation procedure for the sputter-coated carbon=SBR sandwich
sample. First, an uncross-linked SBR layer is masked with tape, leaving only a thin, ~0.25 mm thick region in
the middle exposed. Then, the sample is placed in a sputter coater and coated with carbon from a graphite
rod. The masks are removed, and a second SBR layer is placed on top of the coated sample, creating a
sandwich. Finally, the sandwich is cured at 160◦C for 1 h under nitrogen.
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4.2.2 Cryo-ultramicrotomy

Thick slices of these rubbers were prepared using a Leica EM UC7 ultramicrotome with an FC7 cryochamber

with the sample holder set to =120◦C, while the knife was held at =40◦C. Slices were cut and collected

with a DiATOME Ultra 45° Diamond knife designed for wet sectioning, using a mixture of 3:2 dimethyl

sulfoxide/deionized water [130]. The slices were cut to at least 300 nm thickness to ensure that the supporting

substrate (a silicon chip) did not in�uence the measurement at the indentation depths probed.

4.2.3 Finite Element Analysis (FEA)

A �nite element analysis model was developed to replicate a force-controlled indentation by an AFM can-

tilever. The created FEA model (Figure 4.2) was solved using ABAQUS software in a three-dimensional

Cartesian space. An elastic model was chosen to represent the rubber to simplify analysis. The matrix

modulus was adjusted to 15 MPa such that the indentation depth measured in the FEA was similar to

typical indentation depths in rubber. The use of Hertzian contact mechanics in FEA instead of JKR contact

mechanics due to the lack of adhesion results in a smaller contact radius, and less force is needed to reach

the same indentation depth. The Poisson's ratio (ν) of the interphase and matrix was maintained at 0.495.

The input interphase modulus if required was then scaled relative to the matrix modulus. The substrate

properties are assigned to be typical of carbon black (E = 15 GPa, ν = 0.23). The substrate properties were

found to not a�ect the measured modulus during indentation in the rubber phases as long as the substrate

modulus is 2=3 orders of magnitude greater than the matrix. The tip was modeled as a perfectly rigid,

analytical surface with a tip radius that matched the tip used in AFM experiments (R ∼ 20nm). To repli-

cate the cantilever de�ection, a spring element was attached to the centroid of the tip. A nominal spring

sti�ness of 0.2 N/m was assigned to replicate the sti�ness of the cantilever used in experiments. To perform

indentations, a load was applied to the other end of the spring element as a concentrated nodal force at a

linear ramp over a long enough time period to ensure a quasi-static indentation. A pro�le of modulus was

collected by repeatedly relocating and indenting the tip so that indentation data could be collected. To

calculate the modulus, a Hertzian model (eq. 2.23) is used. Using the radius of the tip, R as a reference, a

set of model interphases were created for analysis in FEA.

Four di�erent step interphase extents (ξint) were explored: 0.25R (5 nm), 0.6R (12 nm), 1.25R (25 nm),

and 2.5R (50 nm). The four interphase lengths were chosen to encompass a range of length scales relative

to the size to the far-�eld contact radii and span the full range of possible contact conditions between the
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tip and the interphase layer. For ξint = 0.25R, the contact radius at each force setpoint is larger than the

interphase width. For ξint = 0.6R, the two lowest forces (1=2 nN) have contact radii (a/R = 0.45 and 0.57,

respectively) smaller than the interphase width, but the remaining force setpoints (3=5 nN) have contact

radii larger than the interphase width. For both ξint = 1.25R and 2.5R, all contact radii are smaller than the

interphase widths, but for ξint = 2.5R, the contact radius at each force setpoint is at most half the interphase

width, ensuring that the full diameter of the tip can indent onto the interphase region. The range of ξint

examined here will provide an understanding of how the relative size of the contact radius to the interphase

extent in�uences how well the interphase can be resolved with AFM.

Figure 4.2: FEA model setup, including variables used to describe the position of the indenter relative
to the substrate=rubber interface, the assigned material properties, the measured indentation depth, and
�cantilever� de�ection. Black circles refer to a roller boundary condition allowing horizontal motion in x and
z, but not vertical motion in y.

4.2.4 Atomic Force Microscopy (AFM)

AFM experiments were conducted on a Bruker Dimension ICON using the FASTForce Volume mode. Experi-

ments were conducted with either a biosphere B20-CONT, a high-density carbon tip with a well-characterized

20 nm tip radius and a nominal spring constant of 0.2 N/m for the experiments on the sputter-coated

graphite=rubber samples, or a Bruker SCANASYST-Air AFM probe, a silicon nitride AFM probe with a

nominal spring constant of 0.4N/m for the experiments with the in situ carbon black=rubber composite
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samples. The tip radius was measured to be between 20 and 30 nm using the �roughness sample� method

(see Appendix A.1), where a tapping mode height map of a Bruker titanium roughness sample (RS 15)

was acquired with that particular AFM tip and inverse-analyzed using the AFM software, or measured via

scanning electron micrographs. De�ection sensitivity of the cantilever was calibrated with a sti� sapphire

sample, and the true spring constant was calibrated using a thermal tuning method according to the Bruker

Dimension ICON user manual [40]. Force curves were collected using a linear ramp rate of 30 Hz. For inter-

phase analyses on the 10% �lled system or graphite=rubber sandwich sample, a single particle, or smooth

graphite interface region was selected with the particle or graphite layer on one side of the image, for a total

scan area between 500 Ö 500 and 800 Ö 800 nm2 with 100 Ö 100 pixels. The small pixel size was chosen

to ensure that in a scan the tip was contacting the region where an interphase may be present at multiple

locations. For two-dimensional microstructure analyses, representative regions between 2 Ö 2 and 3 Ö 3 µm2

were imaged with 256 Ö 256 pixels. Five di�erent force setpoints (Pmax) were used per sample, typically

between 1 and 5 nN, while making sure the indentation depths did not exceed the elastic limit of the rubber.

The resulting elastic modulus maps were calculated from analyzing the force curves using a custom script

written in Python to �t the loading portion of the force=displacement curves with the JKR equations.

4.3 Results

The following sections isolate and describe the contact-radius dependent e�ects resulting from the stress

interaction e�ect with an analytical function and then apply the function to modulus data acquired around

reinforcing phases in polymer nanocomposites. First, idealized systems will be examined by solving �nite

element analysis models for a range of indentation locations. Indentations near a �at planar substrate

without a model interphase layer are analyzed to establish the dependence of the stress interaction e�ect on

the contact radius for a given indentation location and develop a model describing the behavior. A range

of step interphase layers are then included in the FEA model to demonstrate the in�uence of the interphase

on indentations and how the modulus pro�les deviate from behavior expected from a pure stress interaction

e�ect. The simulation results are then compared to in-situ carbon black=SBR composites that provide

varying geometries and level of reinforcement.
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4.3.1 Analysis of Ideal FEA Interface

4.3.1.1 Ideal, Flat Substrate with Step with No Interphase Model

The initial analysis focuses on the ideal case of a planar substrate to demonstrate the contact radius depen-

dence of the apparent stress interaction e�ect. The simulation is �rst conducted without an interphase layer

to measure the contribution from the substrate. Using the radius of the tip, R, as a reference, a set of raw

data is created for analysis by indenting repeatedly at di�erent distances away from the substrate, x, ranging

from 0 to 5R for a range of force setpoints between 1 and 5 nN (Figure 4.3a). The measured modulus is

then normalized to the far-�eld (x > 5R) measurement of the elastic modulus at each applied load to obtain

a relative modulus. We �nd that near the substrate, the local modulus (E) can be up 1.4× the far-�eld

modulus (EFF ), purely as a result of the change in e�ective compliance. When the tip begins to directly con-

tact the substrate (represented with open symbols) during indentation, the relative modulus data increases

dramatically. As the maximum indentation force is increased, the increase in modulus begins further away

from the substrate, showing that the stress interaction e�ect is dependent on the depth of penetration as

expected. With increasing load, the tip indents further into the material, and correspondingly, the probed

volume will increase and is represented here by the contact radius, a. Normalizing the distance from the

substrate (x) by the far-�eld contact radius (aFF ) (eq 2.23) using the measured far-�eld indentation depth,

δ, and known tip radius, R, yields the plot in Figure 4.3b. This normalization causes the measured modulus

from each sweep to collapse on a single curve, demonstrating that the scaling of the stress interaction e�ect

is linearly proportional to aFF . The �master curve� can be determined by �tting eq. 4.1 to the data (Figure

4.3b, inset)

E

EFF
= A

(
x

aFF

)−b
+ 1, for x > acap (4.1)

Here, A and b are the �tting parameters which are found to be 0.64 and 1.48, respectively, and acap is the

spherical cap radius, given by acap =
√
δ(2R− δ). As x→ 0 and the tip contacts the substrate (Figure 4.3d,

inset), the relative modulus increases rapidly, starting when x/aFF ∼ acap/aFF . The point of tip=substrate

contact (x = acap) is predicted in FEA through consideration of the tip geometry and indentation depth

[14]. Once the tip encounters the substrate at a value close to acap/aFF = 1.25, the data to the left of this

point is the result of the tip directly touching the substrate and is not useful. The master curve, obtained

by �tting eq 4.1 to the modulus data, can represent the stress interaction e�ect for every indentation depth

examined until tip=substrate contact occurs. Comparing the master curves obtained from eq 4.1 for a range
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of substrate moduli suggests that A and b are invariant if Esub � 10EFF , which is typical of most rubber

nanocomposites [14]. Therefore, eq 4.1 has broad application for the calculation of the stress interaction

e�ect for an indentation in an approximately incompressible rubber and a neighboring sti� phase and suggests

that the behavior of the stress interaction e�ect in carbon black=rubber composites may not be signi�cantly

altered by even a multiple order of magnitude change in the local modulus as a result of a bound rubber layer.

The validity of the Hertzian contact assumption was con�rmed by measuring the contact radius directly from

the displacement �eld output of the FEA model and compared to the predicted contact radius. Figure 4.3c

shows a comparison of the true FEA contact radius of the 5 nN max force pro�le vs the contact radius

obtained from the Hertz equation (eq 2.23). The Hertz equation slightly underestimates the true contact

closer to the substrate, which is likely due to asymmetry in the contact region caused by the presence of the

substrate bounding the surface of the rubber. However, it also shows that the true contact radius is relatively

consistent until direct tip=substrate contact occurs. Far away from the substrate, the Hertz equation slightly

overestimates the true contact radius; however, the measurement is within the error bars associated with

the uncertainty of the simulated contact radius limited by the FEA model mesh size. Thus, using a single

far-�eld contact radius should be reasonable to approximate the local contact radius up until tip=substrate

contact. Additionally, it is important to note that the FEA model uses a spherical model where the Hertz

equation for contact radius in eq 2.23 is the parabolic approximation solution. The spherical solution is

identical to the parabolic solution for small δ/R, but begins to deviate as δ/R increases. At the maximum

force examined here (5 nN), δ/R ∼ 0.63 and the di�erence between the spherical and parabolic solution

is around 15% [50]. However, the error in the true simulated contact regime due to meshing limitations is

greater than the deviation between the spherical and parabolic solutions to the Hertz equation.
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Figure 4.3: Normalized modulus pro�les for indentation moduli of a simulated soft material near a rigid
substrate (with no interphase) as a function of the distance of the tip from the substrate normalized by
(a) tip radius, (b) contact radius as calculated by eq 2.23 and δ at x = 7.5R. The black line is the �tted
curve to the normalized data. The solid line is the �t until tip=substrate contact; the dashed line is the
�t post tip=substrate contact. Inset: linear �t of E/EFF to (aFF /x)b for values of E/EFF greater than
1.05EFF until the tip contacts the substrate. (c) Contact radius at each indentation location, x, for a
5 nN force setpoint as measured directly in the FEA model and the calculated contact radius using eq
2.23. Deviations likely due to mesh size and asymmetry of the indentation close to the substrate. (d)
Modulus pro�les normalized by the local contact radius calculated by the Hertz equation compared to the
master curve generated from (b). Inset: schematic of tip=substrate contact. Red indicates where the von
Mises stress exceeds 10 MPa for the exemplary indentation. Once tip=substrate contact is initiated, the
force=displacement curve is dominated by the substrate sti�ness even if most of the tip indents into the
rubber.

The bene�t of using the far-�eld contact radius rather than the local contact radius at each point is that it

simpli�es the analysis of experimental data, which will be further explained in the next section, even though

the contact radius may decrease closer to the substrate, as shown in Figure 4.3c. To demonstrate that the
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far-�eld contact radius is a valid approximation, Figure 4.3d shows the pro�les normalized using the local

contact radius, measured at each location for each max force, and compares it to the master curve (dark

solid line) from Figure 4.3b. It shows that the collapsed data for the local modulus-normalized plot is nearly

identical with the far-�eld-normalized master curve up until the point of contact with the substrate, which

was the limit for the original master curve. Thus, the far-�eld contact radius is su�cient for normalizing the

contact pro�le in the region where the structural indentation e�ect is relevant.

4.3.1.2 Ideal, Flat Substrate with Interphase Model

With a better understanding of the contact radius dependence of the stress interaction e�ect, the impact of

a step interphase with a modulus twice that of the matrix on the behavior of the measured modulus was

investigated, as shown in Figure 4.2. Four di�erent step interphase sizes were explored: 0.25R, 0.6R, 1.25R,

and 2.5R. These four di�erent lengths were chosen since their relative size to the far-�eld contact radii spans

a range of possible cases in experimental samples.

The far-�eld contact-radius-normalized modulus pro�les for each of these cases are shown in Figure

4.4a=d, and each are compared to the master curve, which is represented by the black line plot in each

�gure. For the case of an interphase of size 0.25R, shown in Figure 4.4a, the interphase width is small and

the far-�eld contact radii for each applied load are larger than the width of the interphase. As a result,

the probe volume under the tip contains material outside the interphase regime even at the closest indents

to the surface. Therefore, the impact of the interphase is negligible, and there is only a minor shift in the

modulus pro�les for the 0.25R interphase compared to that of the master curve, and the modulus pro�les

generated at each force setpoint still collapse on each other. When the width of the interphase increases to

0.6R (Figure 4.4b), the deviation from the pure stress interaction e�ect is more apparent and the pro�les

produced from the di�erent max forces begin to separate. The separation of the pro�les after normalization

by contact radius becomes more apparent in Figure 4.4c,d, where the interphase width is 1.25R and 2.5R,

larger than the far-�eld contact radius for each applied load. Since the location of where the interphase meets

the matrix is a �xed distance from the interface, it occurs at di�erent values of x/aFF for each applied force,

as shown by the colored interphase input step functions (ξint/aFF ) in all �gures. Note that the smallest

load results in the broadest ξint/aFF so that the relative modulus curves plotted in this manner are ordered

with the smallest applied load having the broadest pro�le. Note also that while the curves are distinct as

they approach the substrate, once the tip contacts the substrate, the collected data collapses back onto the

master curve (dashed line). These results show that the impact of the interphase can be distinguished from
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pure stress interaction e�ect by visualizing the data in this manner:

� If the aFF -normalized modulus pro�les from di�erent force setpoints collapse onto a single curve as in

Figure 4.3b, then no interphase is present.

� An observed separation in aFF -normalized modulus pro�les collected at di�erent force setpoints indi-

cates that the tip is indenting in multiple phases with signi�cantly di�erent moduli and provides strong

evidence for the presence of an interphase layer in in situ rubber nanocomposites.

The contact-radius-normalized modulus pro�les of the interphase models in Figure 4.4 show how the existence

of an interphase with various extents can induce deviations from the master curve, but they do not directly

provide the sti�ness or shape of the interphase. However, if we assume that 1) the increase in measured

modulus in these interphase systems is a superposition of the stress-interaction e�ect of the rigid substrate

and the interphase, and 2) the stress intereaction e�ect of the substrate is mostly the same regardless of

interphase width (which was veri�ed through additional FEA, if Esub � Eint > EFF ), then the master

curve determined from Figure 4.3b can be subtracted from the raw pro�les collected across the four-step

interphases investigated, as shown in the insets for each of Figure 4.4a=d, where ∆EMC = EMC/EFF − 1.

∆EMC is the substrate contribution to the increase in modulus (E) above the far-�eld modulus (EFF ).

Removing ∆EMC results in an approximate measurement of the local modulus pro�le of the polymer near

the substrate; however, the �nite-sized tip causes a smearing of the local modulus from the step input to a

sigmoidal function. For a case with no interphase, a �at pro�le is returned (not shown).
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Figure 4.4: Far-�eld contact radius normalization of FEA-simulated indentation modulus pro�les near a rigid
substrate with a step interphase of modulus twice the matrix modulus (2EFF ) and increasing interphase
thickness of (a) 0.25R, (b) 0.6R, (c) 1.25R, and (d) 2.5R. Each plot shows indentation pro�les at �ve
di�erent force setpoints, as well as a comparison to the master curve from Figure 4.3b (black line). A smaller
force setpoint results in a smaller contact radius, aFF . As such, when the distance from the substrate is
normalized by aFF , the smallest force setpoint (1 nN) results in the largest interphase extent. Inset: the
resulting pro�le with the substrate contribution removed, where ∆EMC = EMC/EFF − 1 and EMC/EFF
is the master curve from the �t of Figure 4.3b. The dashed portion indicates when tip=substrate contact
begins for the substrate e�ect master curve. Open symbols indicate that tip=substrate contact has occurred
at this indentation depth. Shaded boxes in each �gure show the shape of the input interphase layer for each
max force as a function of x/aFF .

To remove the shift of each curve due to the changing aFF value for each force setpoint, we use eq. 4.2

to locate the origin of the x axis data at the interphase=matrix boundary, where ξint is the input interphase

width. The pro�les acquired at each indentation force and for each of the model interphases collapse to a

single pro�le, the gray line in Figure 4.5.
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xint
aFF

=
(x− ξint)
aFF

(4.2)

The scattered data that does not sit on the collapsed pro�le is due to small errors between the master

curve and individual data points when the tip contacts the substrate. As such, a slight deviation from the

master curve during tip=substrate contact can cause noticeable deviation in individual data points once the

master curve is subtracted from the data. The stress interaction e�ect between the interphase layer and the

matrix allows for interphase layers (0.25R and 0.6R) smaller than acap to be di�erentiated from a system

with no interphase (Figure 4.5a,b), which returns a �at line of EFF at all values of x/aFF after the master

curve is subtracted from the simulation data. As the interphase width increases, more of the interphase

can be measured before tip= substrate contact, and only in the case of ξint = 2.5R does the curve begin to

plateau at 2EFF , the true modulus of the interphase region. The shape of the collapsed interphase pro�le

for ξint = 2.5R is still sigmoidal instead of the true step interphase that was input in the model due to the

tip sampling both the matrix and interphase layer as it indents across the interface. Although determining

the modulus and shape of the interphase is still a coarse approximation at this resolution, the fact that the

data at all interphase widths collapses when shifted by eq 4.2 at the true value ofξint for a single interphase

region suggests that the interphase extent could be estimated even when the ξint value is unknown a priori

or if there are multiple interphase regions, such as in experimental data. This approach can be used in an

iterative manner as mentioned in section 4.3.2.2 to provide insight into the interphase extent in experimental

samples.
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Figure 4.5: Simulated indentation pro�les after shifting by (a)ξint = 0.25R, (b)ξint = 0.6R, (c) ξint = 1.25R,
and (d)ξint = 2.5R to locate the interphase=matrix boundary at 0 on the x-axis. The dashed black line
indicates the input modulus pro�le, which is identical for each case after this transformation. The gray line
indicates the observed trend acquired by �tting a high-order polynomial from the ξint = 2.5R simulation data
and subsequently overlaid on the other data to compare the behavior across each interphase layer. Open
symbols indicate that tip=substrate contact has occurred at this indentation depth. The shaded region
indicates the region occupied by the substrate with the colored vertical lines indicating the relative position
of the substrate to the interphase=matrix boundary for each force setpoint. For the ξint = 2.5R case, the
substrate is far enough away from the matrix interphase boundary that it does not appear within the bounds
of the plot.

4.3.2 AFM Analysis of Interacting and Noninteracting Systems

With the establishment of stress �eld interaction e�ect, as well as the in�uence of a model interphase on the

modulus pro�le, the results of the FEA simulations can now be used in conjunction with real systems for

interpretation of the experimental data. The �rst experimental system examined includes a planar, graphite

substrate created as described in Section 4.2.1.2, Graphite was chosen because it is a carbon derivative,

but typically has a poor reinforcement performance as a �ller material for rubber when compared to other

carbon derived �ller materials like carbon black, graphene, and carbon nanotubes due to its tendency to

agglomerate and very low surface-area-to-volume ratio and should, for these reasons, have a minimal bound

rubber layer [131�134]. Then, as described in Section 4.2.1.1, systems that include interacting (N121) and

weakly interacting (N660) carbon black particles are examined to determine if a bound rubber interphase
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can be detected.

4.3.2.1 Analysis of AFM Force Curves

Before modulus pro�les across SBR=carbon interfaces can be analyzed in the experimental systems, a

correct contact mechanical model needs to be applied to accurately measure the modulus values. Unlike

the simulated FEA curves, the experimental rubber composite systems are adhesive, which will increase the

tip= sample contact area compared to that predicted by the Hertz model. As discussed in, section 2.2.3.2,

for softer adhesive systems, typically, the Johnson=Kendall=Roberts (JKR) model is used, because it takes

into account adhesive forces that can cause the surface to wrap up the sides of the tip [36, 50, 52]. The

JKR contact model is described by eqs 2.26 and 2.27, where the contact radius aJKR is a function of G, the

energy release rate, or the energy per unit area needed to separate the two materials. It can be shown that

as G approaches 0, Hertzian contact mechanics is returned (section 2.2.3.2). The analytical solutions to the

JKR equations (eqs 2.26 and 2.27) for some arbitrary parameters yield the plot shown in Figure 2.6c. As

a perfectly elastic material, the loading and unloading curves overlap. The main di�erence is that in the

unloading section, some of the material is pulled up beyond δ = 0 until the material completely separates

from the tip. However, as can be clearly seen by the experimental AFM force=displacement curve on a

matrix region of the N660=SBR composite in �gure 4.6a, the force curves are complicated by hysteresis,

which can be caused due to dissipative e�ects (in this case, viscoelasticity) during indentation. No plasticity

was observed during imaging. However, a few JKR studies on viscoelastic, rubbery materials have shown

that the value for G varies greatly between the loading and unloading portions of the curve. The value of

G during loading is much lower (and constant with indentation depth) than that during unloading, with the

thermodynamic work of adhesion being an upper bound during loading [36, 89]. During unloading, G is a

function of indentation depth, and the adhesive nature of the material holds the contact radius constant

[4, 135] until a certain critical G is reached and allows the contact area to reduce, behavior that is not

accounted for by eq 2.26. JKR contact mechanics assumes that G is constant with indentation depth and

that aJKR changes as described by eq 2.26, which better describes the indentation behavior during loading.

Therefore, we calculated the local modulus by �tting the JKR equations to the loading portion of the force

curves (Figure 4.6a). Figure 4.6b shows the comparison of the measured contact radius, aJKR, resulting

from the JKR �t of the loading curve in Figure 4.6a, as well as the predicted Hertz contact radius. The

contact radius calculated by the JKR �t of the loading curve is about 1.4Ö the Hertzian contact radius.
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Figure 4.6: (a). Experimental force=displacement curve of a matrix (SBR) region of the 10 wt % N660=SBR
composite with the corresponding �t of the JKR model to both the loading portion of the curve. The force
setpoint was 5 nN. (b). Comparison of the contact radius as a function of force for the JKR �t of the loading
curve and the predicted Hertz contact radius of the force curve in (a).

The JKR model �ts the AFM force=displacement loading curves well for force curves collected on the

rubber matrix (as represented by Figure 4.6a), but it is important to check that JKR mechanics describes

the force curves well near the �ller where the environment is more complex. Figure 4.7 shows the JKR �t

for the loading curves at three points for each SBR= carbon system: a point in the matrix, a point near the

matrix= particle/carbon interface, and a point on the �ller, with the corresponding JKR �ts for Er, G, aJKR,

and aHertz and the maximum indentation depth δmax for each curve provided in Table 4.1. Fitted G values

compare well to literature values of the thermodynamic work of adhesion limit for rubbery materials [36].

The corresponding Er values are reasonable in the rubber but are orders of magnitude smaller than what

is expected for the carbon black. This is due to particles being softly suspended in the rubber, providing

some additional compliance. However, since the measurements made on the �ller are not useful for the

measurement of any interphase layer, they can be excluded. With this, we can have reasonable con�dence

in the modulus measurements in the SBR systems for the subsequent pro�le analysis. Figure 4.7a,c,e shows

the topography maps of the investigated areas after a �rst-order �attening procedure with the �ller masked

to prevent erroneous �tting. There is very little topography variation as a result of the ultramicrotomy.

The di�erence in height between the �ller and the rubber observed is at least, in part, due to the additional
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deformation of the rubber a�ecting the height measurement [136].

It is important to note that the matrix SBR region is not always consistent between the samples, with the

N121=SBR matrix modulus value being more than twice that of the N660 and sputter-coated carbon=SBR

matrices, as shown in Table 4.1. However, this deviation is likely due to di�erences in crosslinked density

that can be the result of the �ller identity, matrix=�ller interaction, or the cross-linking process [137]. These

di�erences in moduli should not a�ect the analysis of the relative moduli pro�les as will be described in

the subsequent section. To normalize the pro�les collected for each experimental sample and force setpoint,

the far-�eld modulus (EFF ) is estimated by �rst converting Er to E assuming ν = 0.495 and then �tting a

Gaussian peak to the histogram of matrix modulus values to �nd the average value and standard deviation

(Table 4.1). The average surface roughness (Ra) of the rubber matrix is approximately 2.5 nm for all samples.



101

Figure 4.7: (a, c, e) Height maps of regions selected for analysis: (a) sputter-coated graphite=SBR model
system (SCC), (c) 10 wt % N660=SBR composite (N660), and (e) 10 wt % N121=SBR (N121) composite.
Locations of force curves displayed in (b), (d), and (f) are indicated with a yellow circle for the �ller, a
blue square for the interfacial region, and a red triangle for the matrix. (b, d, f) Loading curves from
the AFM experiments showing representative curves from the matrix (red curve), near the matrix=carbon
interface (blue curve), on the particle/carbon (yellow curve) for (b) sputter-coated graphite=SBR model
system (Pmax = 4nN), (d) 10 wt % N660=SBR composite (Pmax = 5nN), and (f) 10 wt % N121=SBR
composite (Pmax = 5 nN). Curves are o�set, and the unloading portion is removed for clarity. The �t of the
JKR model is provided in black.
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Table 4.1: JKR Fitting Parameters Er and G for the Loading Curves Shown in Figure 4.7 as well as Max
Indentation Depth for Each Curve. For the sputter-coated carbon and N660 systems, R = 20nm. For the
N121 system, R = 30nm. b EFF ± σ for the collected forces in the matrix of the SCC sample is 6.4 ± 0.6
MPa. cEFF ± σ for the collected forces in the matrix of the N121 sample is 14 ± 2 MPa. d EFF ± σ for the
collected forces in the matrix of the N660 sample is 5.2 ± 0.4 MPa.

4.3.2.2 Analysis of Modulus Behavior near the Interface

In the experimental systems, the exact location of the carbon= rubber interface is not precisely known as it

is in the FEA simulations. However, the most rational choice to use for x = 0 is the location of the in�ection

point (xIP ) of the modulus pro�le, since the point where the measured modulus will change most rapidly is

when the tip is in contact with equal amounts of rubber and substrate (i.e., the tip center is aligned with

the interface). While it has been established that the in�ection point in the modulus agrees with the true

interface between a substrate and a polymer for an idealized substrate [109], a �nite particle is expected to

undergo rigid body motion under load, which may a�ect the accurate determination of the interface location

with this method. Additional simulations across a particle=rubber interface, suggest that at the range of

peak loads examined (1=5 nN), there is a 1=3 nm error associated with using the in�ection point of the

modulus pro�le as the location of the interface. This small error is less than the AFM resolution and not

considered signi�cant.

Figure 4.8 shows the relative modulus data from the experimental AFM across the N121 carbon black

particle into the SBR matrix. The pro�le across the particle can be described well by a sigmoidal function

(solid line) from which the in�ection point location (xIP ) can be found for each pro�le collected (indicated

in Figure 4.8 with a dashed line). The x-coordinate axis for each modulus pro�le is then shifted according

to the xIP (aFF ) so that x = 0 lies on the substrate= rubber interface for all experimental data.
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Figure 4.8: Relative modulus pro�le of the experimental AFM data across a N121 particle and the SBR
matrix. Transition region is �t to a sigmoidal function, and the estimated boundary between the particle
and the rubber is indicated by the dashed line.

Figure 4.9 provides the modulus pro�le data from the experimental AFM analysis. Pro�les of the cal-

culated modulus were extended away from the interface until the moduli were comparable to the far-�eld

matrix modulus (EFF ). The entire pro�le acquired at each Pmax was then normalized by the EFF calculated

for that Pmax. The region of the collected pro�les deemed to be in the far-�eld (E ≈ EFF ) was examined

to ensure there was no signi�cant increase in modulus with the applied load, which would suggest that

subsurface geometry could be a�ecting the measurement [124]. The pro�les acquired at each applied load

were then translated horizontally so that the in�ection point of each pro�le was aligned, providing a single

coordinate system for all of the pro�les across the graphite=rubber interface. Even though the modulus

measurements are made assuming JKR contact mechanics, the scaling of the substrate e�ect with x and

Pmax is e�ectively described by the Hertzian contact radius (aFF ), as calculated by eq 2.23, consistent with

the recent MD simulations that show the substrate e�ect is not a�ected by changes to tip=sample adhesion

strength [123].

When the pro�les collected at each indentation force across the graphite-SBR interface (Figure 4.9a)

are normalized by their corresponding far-�eld contact radius, aFF , the data collapses to the master curve

determined from the FEA simulation in �gure 4.3 until the tip is predicted to contact the substrate directly

(Figure 4.9b). The master curve of the �at substrate geometry from the FEA experiments in Figure 4.3 is

an appropriate comparison because, as described in section 4.2.3, the mechanical properties chosen for the

substrate and matrix of the FEA were typical of SBR and carbon black, respectively, and the geometry of the
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sputtered system closely mimics a �at substrate. The collation of the experimental AFM pro�les onto the

master pro�le implies that there is no signi�cant interphase present in the sputter-coated graphite system,

as expected.

With the successful application of the technique to the idealized model planar sputter-coated graphite

system, more complex in situ carbon black=SBR composite systems were then explored for two di�erent

carbon black particles: N660 and N121. The analyzed areas and plots of the respective line scans are shown

in Figure 4.9c=f for N660 and N121, respectively. From the unnormalized line scans of the N660 data (Figure

4.9c, there is a broadening of E/EFF pro�le with increasing applied load.

Before normalizing the pro�les with respect to the far-�eld contact radius, it is important to note that

the geometry of a particle is di�erent from that of a �at substrate, and so the master curves for each may

di�er slightly. Modulus pro�les across an FEA model of a particle suspended in a polymer matrix show

that the resulting structural indentation e�ect master curve does not di�er signi�cantly from an ideal �at

substrate but is slightly less pronounced in magnitude. When the modulus pro�les for the N660 samples

are normalized to the contact radius, the line scans collapse to a single pro�le (Figure 4.9d) that agrees well

with the master pro�le. However, a slight o�set in the measured pro�le is observed compared to that of the

master pro�le, likely due to the suspended particle providing a smaller stress interaction e�ect compared to

a �xed substrate similar to the FEA data.

The analysis is repeated for the interacting N121 composite (Figure 4.9e,f). The raw data curves are

noticeably broader compared to the N660 data, and a signi�cant increase in modulus is observed at 80 nm

away from the substrate. When the acquired pro�les are normalized by the contact radius, the pro�les do

not collapse onto the master curve. Instead, a signi�cant increase in modulus remains near the particle. In

addition, when 2 < x/aFF < 6, we see a separation between the pro�les as seen for the FEA models that

included an interphase=matrix boundary (Figure 4.4c,d).
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Figure 4.9: (a, c, e) Raw modulus pro�les and modulus map of (a) sputter-coated graphite=SBR sandwich,
(c) 10 wt % N660=SBR, and (e) 10 wt % N121=SBR sample. The region of analysis in each image
is indicated by the blue box. Pro�les are obtained by averaging the modulus data across the window
perpendicular to the arrow direction. The pro�les were collected with a high enough resolution so that there
were approximately 10pixels/nm

2 with line scans at di�erent force setpoints taken from the representative
region of the composite, ensuring the indentation depth did not exceed the elastic limit of the SBR. (b, d,
f) Contact-radius-normalized pro�les compared to the master curve for (b) sputter-coated graphite= SBR,
(d) 10 wt % N660=SBR, and (f) 10 wt % N121=SBR. Inset: the resulting pro�le with the substrate e�ect
contribution to the measured modulus removed. For all �gures, the dashed portion of the master curve
indicates when tip=substrate contact occurs in the FEA. The open symbols indicate which data points are
the result of tip=substrate contact as predicted by the spherical cap radius and indentation depth.

The N121 AFM data showing evidence of a possible interphase by the broadening of the depth dependent

pro�les in 4.9f leads to the question: can the length of the interphase region be approximated from this data?

The analysis of the FEA simulation of the indentation experiments of an elastomeric polymer near an ideal,
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�at substrate with de�ned interphase region in section 4.3.1.2 showed that the aFFnormalized pro�les at

di�erent indentation depths would collapse on a single curve when 1) the stress-interaction e�ect master

curve, EMC , determined from the no-interphase simulation in section 4.3.1 is subtracted from each curve,

and 2) the curves were shifted on the x-axis according to eq. 4.2 so that the location of where the interphase

meets the matrix is de�ned as x = 0. However, for experimental systems, the location of this boundary is

not known a priori. However, an algorithm could can be written that varies ξint in eq. 4.2 for each pro�le

until the variance between data at the same x is minimized, a method de�ned as the �reduced variance

score method� or RVS [14]. This analysis on multiple regions of the 10wt% N121 carbon black-SBR sample

predicted an ξint of approximately 50-60nm, but with a non-negligible amount of uncertainty that is likely

due to the irregular geometry of the N121 particles. Further experimental work on model samples with

known geometries will help re�ne and validate the experimental applicability of the RVS method.

This study focused on large nanoparticles signi�cantly larger than the tip radius dispersed in a relatively

dilute sample. As particle size decreases, we expect a decrease in magnitude and the extent of the master

curve. And while we expect that the scaling of the stress interaction e�ect master curve with particle radius

should be predictable assuming no rigid body motion of the particle in response to an indentation, in all

realistic cases, a particle with a radius on the order of the contact radius will de�ect and rotate signi�cantly

under an indentation load. This would make the determination of the particle boundary as presented in

�gure 4.8 challenging. For composites that contain a larger �ller fraction, as long as the tip is able to

only contact a single particle=rubber interface at a time, the sigmoidal function should maintain a suitable

approximation for the �ller=matrix boundary. To ensure a quantitative analysis, judicial choice is needed

for the interface to be analyzed so that the measured e�ects are not the result of contributions from multiple

particles/interfaces.

4.4 Conclusions

This study provides a means to estimate the extent of the bound rubber layer in complex, in situ carbon

black=rubber nanocomposites free from convoluting stress interaction e�ects or the �substrate e�ect� as a

result of the sti� particles. We treat the substrate e�ect as a result of increased e�ective compliance in the

volume probed during indentation. As such, the Hertzian contact radius is used as a measure of the displaced

volume and successfully captures the scaling of substrate e�ect with the tip radius and indentation depth,

while JKR contact mechanics is used to determine the local modulus. We present:
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� A method to produce a master curve of the substrate e�ect, which collapses AFM data from di�erent

force setpoints to a single curve. This process de�nes a single response for the change in modulus as a

function of distance in a polymer near a surface or particle due to the stress interaction e�ect alone.

� A robust method to con�rm or reject the presence of an interphase layer around sti� particulates

in soft, rubbery systems, using in situ carbon black=SBR nanocomposites as an exemplary case. By

modeling the stress interaction e�ects as a change in the e�ective compliance of the probed volume, the

e�ects should be independent of tip=sample adhesion and thus scale with the Hertzian contact radius.

When AFM modulus data collected near an interface at multiple indentation depths is plotted with the

modulus pro�les normalized by the far-�eld Hertzian contact radius for each depth [E(x/aFF)], systems

that contain an interphase layer will deviate from the master curve pro�le. In addition, the contact-

radius-normalized pro�les collected at di�erent indentation depths will separate from each other when

the tip is indenting an interphase layer and the matrix simultaneously.

� Once the presence of an interphase is established, an iterative algorithm is used to estimate the extent

of an interphase without prior knowledge of the size of the interphase layer. To estimate the extent

of an interphase layer, the algorithm searches for an interphase extent that minimizes the variance

as measured by a metric we term the reduced variance score between modulus pro�les collected at

di�erent force setpoints. The algorithm is validated in ideal FEA systems that included mono- and

bilayer interphases.

� When the method outlined above is applied to in situ composites, clear di�erentiation in the measured

interphase layer is achieved between a nonreinforcing N660 carbon black and a reinforcing N121 carbon

black. The master curve is found to describe the modulus data obtained in an SBR near an N660

particle and graphite layer well. Across multiple N121 measurements, the loosely bound rubber layer

is found to extend approximately 50=60 nm.

� The intrasample variance and complexity of the bound rubber layer pro�le introduces additional com-

plexity into the analysis, and further development is needed for reliable estimates of the shape and

extent of the bound rubber layers.

Continued work is ongoing to apply this method to entire modulus maps to remove structural indentation

e�ects and map out deconvoluted interphase properties in two dimensions.
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Chapter 5

Exploring E�ect of Nanoscale

Heterogeneity in the Temperature

Dependent Fracture Behavior in a Model

Epoxy System

This investigation looks at the temperature dependence of the fracture properties and mechanisms of

model epoxy systems using diglycidyl ether of bisphenol A (DGEBA) as the epoxide with a stoichiometric

amine mixture of a rigid cycloaliphatic diamine (PACM) and a more �exible, polypropylene glycol based

diamine (Je�amine) at di�erent molar ratios. The molecular weight (MW) of the Je�amine was adjusted to

further tailor the epoxy properties. By changing the ratio of PACM to Je�amine, the rheological behavior

of the epoxy changes by either a shift in glass transition temperature, Tg, for low MW Je�amine, or the

appearance of multiple Tg's (phase separation) in the case of high MW Je�amine. In the latter case,

the epoxies are still optically transparent but exhibit heterogeneity on the submicron scale, a property

that has been shown previously to correlate with enhanced impact toughness. Using single edge notched

bend toughness testing and Vicker's hardness indentation testing, the fracture behavior as a function of

temperature for these model epoxy systems was further explored for temperatures as low as -100�C to above

ambient temperatures. Distinct trends are shown between dynamically heterogeneous and homogeneous
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(single Tg) systems. Fracture toughness is also shown to have opposite trends in temperature for each

epoxy set: increasing with temperature as the glass transition is approached for the homogeneous systems,

while decreasing with temperature for the heterogeneous systems. At very low temperatures the fracture

toughness reaches a temperature-independent plateau. The relationship between the fracture toughness and

the resulting morphology of the fracture surfaces was also explored.

This chapter reproduces work to be published in �Temperature Dependent Fracture Behavior in Model

Epoxy Networks with Nanoscale Heterogeneity,� submitted to Polymer in 2020 with co-authors L. Catherine

Brinson and Kenneth R. Shull.

5.1 Introduction

Fiber-reinforced epoxy matrix composites are of increasing interest in low temperature applications such as

in superconducting magnets, aerospace engineering, and cryogenic liquid containers due to their excellent

strength to weight ratio [138�141]. However, epoxy resins tend to be brittle and can undergo large changes in

size from temperatures due to the thermal expansion mismatch between the �bers and the matrix, leading to

the development of large internal stresses, microcracking, and failure [142, 143]. Thus, there is much desire

to improve the low-temperature toughness of epoxy resins.

The fracture behavior of epoxy resins has been studied extensively, with a goal of developing a universal

model of fracture behavior in these materials. The development of such a model is very complex, due to

the wide variety of variables that can a�ect the fracture behavior. These variables include the temperature

[144�152], testing rate [146�149, 152], cure conditions [146], crosslink density with respect to resin/hardener

ratio [146, 150, 153�155], and resin-hardener identity [144, 147, 149, 156, 157]. It is generally accepted

that crack propagation in epoxies is controlled by a crack tip blunting mechanism, where localized plastic

deformation ahead of the crack tip is the prevailing energy dissipation mechanism [152]. This mechanism

is closely tied to the overall yield behavior of the epoxy, where conditions that increase the ability of the

material to plastically deform (higher temperature, slower testing rate, lower crosslink density, more �exible

hardeners) increase the fracture toughness of the epoxy. This approach is limited by the competing desire

to avoid ductile failure at low stresses, thereby preserving the load-bearing capacity of the epoxy [157]. The

optimum toughness regime of an epoxy is typically obtained in a narrow range of temperatures, 10-40�C

below the glass transition temperature for the corresponding strain rate, below which the toughness decreases

[144, 148�150].

This narrow optimum toughness window can pose a problem for epoxies to be used for low temperature
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and high strain rate applications, and so methods to broaden the optimal toughness regime and increase

low temperature toughness have been explored, such as the toughening of epoxies by the addition of rubber

particles [145, 158, 159]. Rubber particles act as stress concentrators for the nucleation of shear deformation

zones within the epoxy matrix [160]. Additionally, rubber particles can de�ect, branch, pin, and bridge

cracks, which all help to increase the toughness of the epoxy matrix. However, the addition of rubber particles

has deleterious e�ects as well, including a reduction in the material sti�ness and the development of non-

uniformities in sample properties due to poor particle dispersion [159, 160]. In addition, the e�ectiveness of

rubber toughening tends to decrease with increased strain rate and decreasing temperature as the conditions

surpass the glass transition of the rubber �ller [161, 162]. Also, the addition of rubber particle reduces the

transparency of the composite, limiting the materials utility in applications for which optical clarity is a

requirement.

Another, more recent approach to epoxy toughening is to modify the resin chemistry to incorporate

nanoscale heterogeneity into the epoxy matrix, resulting in an expanded regime of temperatures and strain

rates for which high toughness is observed. Recently, Masser, et al. developed a well-characterized model

system to investigate this e�ect, consisting of diglycidyl ether of bisphenol A (DGEBA) crosslinked with

a mixture of two di�erent diamines, a rigid diamine, 4-4′-methylenebis(cyclohexylamine) (PACM), and a

more �exible propylene oxide-based Je�amine [159, 163�165]. The mechanical response of these materials

was controlled by changing both the molar ratio of PACM to Je�amine and the molecular weight (MW)

of the Je�amine used. For low MW Je�amines, MW = 230 g/mol (D230) and MW = 400 g/mol (D400),

the glass transition temperature, Tg, of the epoxy resin decreased in a straightforward way with increasing

Je�amine fraction. However, dynamic mechanical analysis of DGEBA/PACM/Je�amine epoxies with of

longer chain Je�amines, 2000 g/mol (D2000) and 4000 g/mol (D4000), show multiple or broadened glass

transition regions. Although a multiple/broadened Tg is typical of heterogeneous materials, the epoxies with

Je�amine D2000 were optically transparent, compared to the more expected opaque and phase separated

D4000 systems, suggesting that for DGEBA/PACM/D2000 epoxies there is no macroscale phase separation.

X-ray scattering con�rmed the existence of structural heterogeneity with characteristic size of 1.5-4.5 nm,

which is on the order of the radius of gyration of D2000 [164].

This nanoscale-phase separation with macroscale optical transparency, with corresponding heterogeneity

of the polymer dynamics on the nanoscale, results in a material with very interesting performance in ballistic

impact tests. For the low MW Je�amine epoxy systems (DGEBA/PACM/D230, DGEBA/PACM/D400),

the ballistic impact resistance was correlated in a straightforward way with the di�erence between the tem-
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perature of the impact experiment and the epoxy Tg, showing an increase in penetration resistance about 60

◦C below the T g , behaving similarly to single amine systems [166]. However, the dynamically heterogeneous

DGEBA/PACM/D2000 systems showed dramatic improvement in the ballistic impact resistance relative

to the neat components when the total amine component corresponded to approximately 50% of the total

sample volume [163]. Performing these ballistic tests at di�erent temperatures showed that this sample had

a temperature region of increased ballistic behavior that was twice as wide as epoxy systems using either

D2000 or PACM as the sole diamine component [165]. Thus, these epoxy systems with nanoscale dynamic

heterogeneity were concluded to have great potential for new transparent resin formulations for high impact

applications, given their unique ballistic properties compared to homogeneous, single Tg formulations .

It is important to note that these ballistic tests provide a relative measurement of ballistic performance

in comparison to a reference material, which in these previous studies was the DGEBA/PACM system. To

better understand the intrinsic mechanical properties, it is necessary to do more quantitative investigations of

the epoxy fracture properties, and to see how the fracture properties change with temperature, particularly

at low temperatures when the material is the most brittle. Therefore, this study examines quasi-static

single edge notch bend toughness testing and Vicker's hardness indentation on the epoxy samples from -100

◦C to ambient temperatures in order to make a quantitative comparison of the fracture and deformation

behaviors, comparing the single Tg DGEBA/PACM/D400 materials with the dynamically heterogeneous

DGEBA/PACM/D2000 materials.

5.2 Materials & Methods

5.2.1 Epoxy Materials

The procedure for curing the model epoxy system used in this investigation was adapted from the ex-

perimental procedure in Masser, et al. [163]. The chemical structures of the epoxy components are

shown in Figure 5.1. The diepoxide, diglycidyl ether of bisphenol-A (DGEBA), and rigid diamine, 4-

4'-methylenebis(cyclohexylamine) (PACM), were bought from Sigma-Aldrich. Additionally two molecular

weights (MW) of poly(propylene glycol) bis(2-aminopropyl ether), also known as Je�amine, were also bought

from Sigma-Aldrich. These are referred to as D400 (MW=400 g/mol) and D2000 (MW=2000 g/mol).
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Figure 5.1: Chemical structures of the model epoxy system constituents used in this investigation. Two
di�erent molecular weights of Je�amine were used, D400 (MW: 400g/mol) where n = 6, and D2000 (MW:
2000g/mol) where n = 33.

For each formulation explored a constant stoichiometric ratio of 2:1 DGEBA:total diamines was main-

tained to ensure maximum crosslinking, since each amine group can bond with two epoxide groups. PACM

was melted at 80 ◦C, and then �ltered using vacuum �ltration and a Whatman �lter to remove any im-

purities. Once melted, PACM was mixed with the Je�amine in the following to give samples with a mole

percentage of Je�amine (relative to the total amine content) of 0, 25, 50, 75 and 100 for Je�amine D400

and 10, 20, 30, 40, and 100 for Je�amine D2000. We refer to the samples by mole fraction of amine that

corresponds to the Je�amine. For example, the diamine content in a D400-25 sample consists of 25 mol%

Je�amine D400 and 75 mol% PACM. The mole fractions and overall weight fractions of the components for

each sample, are listed in Table 5.1 along with the corresponding sample name used to refer to them in this

manuscript.

The amine mixture was then vigorously mixed together to ensure complete mixing of the component

amines. Then, the appropriate stoichiometric amount of DGEBA, heated to 60-80�C to reduce viscosity,

was added to the amine mixture. The DGEBA-amine mixture was then vigorously mixed. After mixing,

the systems were degassed under a vacuum until all bubbles were removed. The degassed mixture was then

carefully poured into a Dragon SkinTM 10 VERY FAST silicone mold of the desired geometry for either

hardness, toughness, or DMA tests. Curing was carried out under nitrogen at 80 ◦C for 2 hr, followed by 150

◦C for 8hr. The samples were then allowed to sit at room temperature overnight before undergoing a �nal

post-cure step at 200 ◦C for 2 hr. Samples were then removed from the mold after cooling, and polished on

a polishing wheel to �nal geometry.



113

Table 5.1: Compositions of the di�erent epoxy formulations used in these investigations.

D400 Series
mol% (all Constituents) wt. % (all Consituents)

Sample DGEBA PACM D400 DGEBA PACM D400
PACM 66.67 33.33 0.00 76.40 23.60 0.00
D400-25 66.67 25.00 8.33 72.54 16.81 10.65
D400-50 66.67 16.67 16.67 69.05 10.67 20.28
D400-75 66.67 8.33 25.00 65.88 5.09 29.03
D400-100 66.67 0.00 33.33 62.99 0.00 37.01

D2000 Series
mol% (all Consituents) wt. % (all Consituents)

Sample DGEBA PACM D2000 DGEBA PACM D2000
PACM 66.67 33.33 0.00 76.40 23.60 0.00

D2000-10 66.67 30.00 3.33 63.62 17.69 18.69
D2000-20 66.67 26.67 6.67 54.51 13.47 32.02
D2000-30 66.67 23.33 10.00 47.67 10.31 42.01
D2000-40 66.67 20.00 13.33 42.37 7.85 49.78
D2000-100 66.67 0.00 33.33 25.40 0.00 74.60

5.2.2 Mechanical Property Testing

5.2.2.1 Dynamic Mechanical Analysis (DMA)

Epoxy samples with dimensions of 3.0mm x 1.0mm x 30mm were produced for the DMA experiments.

Temperature sweep tensile DMA experiments were performed on each epoxy sample using an RSA3 dynamic

mechanical analyzer (TA Instruments). Experiments were conducted at a frequency 1.0 Hz around a mean

tensile strain of 0.1%. The experiments were conducted a temperatures from -120 ◦C to 225 ◦C. Samples

were held at each temperature for 60 sec before the measurement was taken.

5.2.2.2 Vicker's Indentation Testing

Instrumented indentation and corresponding equations in polymer samples with a Vicker's indenter were

described in section 2.1.2. Epoxy samples were prepared for hardness testing by polishing cylindrical epoxy

sample with a diameter of ≈ 3 cm and a length of ≈ 1 cm, producing a smooth, scratch-free surface could be

indented, with the resulting indent identi�able with optical microscopy. Indentation tests were conducted

with a custom set-up of a TA Instruments Electroforce System with an ETx environmental chamber and

cooled using liquid nitrogen. An ASTM certi�ed Vicker's indenter was sourced from Gilmore Diamond

Tools, Inc, and attached to the Electroforce set-up. The Vicker's indenter approached the epoxy sample at
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a displacement rate of 0.05mm/s until contact. Once in contact, the tip indented into the sample using a

linear force ramp to a set max force between 10-100N. The force ramp was selected to make sure that the

loading time was equal to 5 seconds to avoid viscoelastic di�erences between tests at di�erent forces [28].

After reaching the maximum force, Pmax, the force was held for 15 seconds before ramping back to the

original position at a rate equal to the loading rate. An example of a force displacement curve into one of

the epoxy samples (D400-100) was shown in �gure 2.3a.

The maximum force chosen was dependent on the temperature and sti�ness of the epoxy, typically starting

at 10 N for high temperatures, and increasing it if the indent size got too small, so all the indentation depths

were within the range 50-200 µm. Literature has shown the hardness of epoxy to be invariant at these depths

[30], and this was veri�ed at room temperature for several samples as well. An image of the indent was then

taken on an optical microscope to measure the diagonal of the indent, d, which is used to calculate the

Vicker's indenter-sample contact area, Av, by eq. 2.13, shown by the schematic in �gure 2.3b. Although,

the viscoelastic nature of polymer results in a signi�cant amount of recovery of the indent even after the

indenter is removed [31]. Research has shown that the viscoelastic recovery of the indentation of polymers

is concentrated in the walls of the indent bowing inward [32]. Thus, for Vicker's indentation of polymers,

recovery on the diagonals of the indent is negligible, so the hardness measurement from measuring the

diagonal lengths remains �xed even as the indent recovers [30]. Therefore, hardness could then be calculated

using eq. 2.10.

The indentation modulus, Ei, of the material can also be found by taking the slope of the unloading

curve, dPdh , as described by eq. 5.1, which is just a rearrangement of eq. 2.8 [26]. For these calculations, υ

was estimated as 0.3 for all epoxy samples. For accurate measurements, the machine compliance must be

accurately accounted for so that the sample compliance is accurately obtained. This was done by performing

the indentation experiment on a sample of Al with a modulus of 69GPa.

Ei =
(1− υ2)

√
π

2
√
AV

dP

dh
(5.1)

The indent was imaged using a Olympus OLS5000 3D Laser Confocal Microscope, from which the residual,

or �nal, indentation depth, hf , could also be measured.
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5.2.2.3 Toughness Testing

Toughness tests were conducted with a custom set-up of a TA Instruments Electroforce System with an

ETx environmental chamber and cooled using liquid Nitrogen. KIc fracture toughness measurements of the

epoxy samples were conducted following ASTM D5045 = 14 guidelines for single edge notch bend (SENB)

specimens [167]. Samples were designed for a support length, L, of 40 mm. A schematic of the sample is

shown in 5.2, with the length of the sample slightly larger than the support length at 45mm, the width, W ,

at 10mm, the thickness, B, at 5mm, and initial notch length of 3.73mm. Using a razor blade and hammer,

a precrack was made from the end of notch so that the total initial crack length, ao, (notch + precrack)

was between 4.5-5.5mm. Force was then applied to the sample above the notch at a displacement rate of

0.05mm/s. If the force displacement curve was linear, the maximum force, Pmax, was used to calculate KIc

using eqs. 5.2 and 5.3. If there was some yielding, shown by a deviation from linearity, a line with a 5%

less steep slope than the initial force displacement curve is drawn from origin, and the point at which this

line intersects the force-displacement curve is used as Pmax in eq. 5.2. However, if the ratio of the true max

force and this point is larger than 1.1, the KIc measurement was considered invalid. This is described in

more detail in section 9 of ASTM D5045 = 14 [167].

KIc =

(
PmaxL

4BW
3
2

)
f
( ao
W

)
(5.2)

f(x) = 6x
1
2

(
1.99− x(1− x)(2.15− 3.93x+ 2.7x2

(x+ 2x)(1− x)
3
2

)
(5.3)

Figure 5.2: Schematic of the notched rectangular geometry of the epoxy samples used for K Ic fracture
toughness measurements. Dimensions in mm.
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5.3 Results

5.3.1 Dynamic Mechanical Analysis

The dynamic mechanical analysis (DMA) results for model systems are shown in �gure 5.3 for the D400

series (a, c) and D2000 series (b, d). They show good agreement with the DMA tests on the corresponding

epoxies conducted by Masser, et al. [163], although the glass transition temperature, Tg, as determined

by the temperature of the phase angle peak, for all samples are slightly lower by 10-20 ◦C. These di�er-

ences may be due to di�erent sourcing of the raw materials, or di�erences in the curing conditions, such as

heating/cooling rates [168]. For the D400 series, increasing the D400 content causes the glass transition tem-

perature to decrease, but maintains a narrow transition temperature range for each formulation, indicative

of a homogeneous composition. The storage modulus in the glassy regime converges at low temperature for

all formulations, but the rubbery modulus decreases with decreasing PACM since increasing the amount of

the longer chain D400 decreases the crosslink density, υc, and thereby the rubbery plateau storage modulus,

E′rubbery, given by the following expression:

υc =
E′rubbery

3RT
, (5.4)

where T is the corresponding temperature and R is the gas constant [169]. The calculated crosslink

density values are plotted later in the next chapter in �g. 6.4a-b. The phase angle plot for the D400 series

(5.3c) also shows a secondary transition around -40 ◦C, that seems invariant for each D400 formulation,

however the magnitude of the peak is increased for the D400-100 system compared to the rest. For the

D2000 series the transition regions for samples containing both D2000 and PACM are much broader than

the PACM or D2000-100 systems suggesting some degree of heterogeneity in these materials. However, all

samples are optically transparent, which veri�es the small length scale of the heterogeneity.
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Figure 5.3: DMA characterization of Storage Modulus (a,b), and Phase Angle (c,d) for the DGEBA/PACM-
Je�amine epoxies with di�erent PACM-Je�amine molar ratios for (a,c) Je�amine D400 series samples and
(b,d) Je�amine D2000 series samples. DMA conducted at 1Hz.

The nature of the glass transition in the di�erent materials is illustrated by plotting the DMA data as a

function of T −Tg, as shown in �gure 5.4. For these purposes Tg is de�ned as the temperature for which the

viscoelastic phase angle at 1 Hz is maximized. Although the limiting low temperature value of E′ is ≈ 4 GPa

in all cases, the temperature with respect to Tg at which the epoxy reaches this value is dependent on the
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formulation. For the D400 systems in �gure 5.4a, the glass plateau is reached at temperatures much closer

to Tg for higher D400 content systems, likely due to the fact the secondary transition occurs at the same

temperature for all systems, and therefore occurs closer to Tg for D400 systems (see 5.4c). For the D2000

systems, samples containing both PACM and D2000 show a broadened transition regime (�gures 5.4b, d).

Figure 5.4: DMA characterization of Storage Modulus (a,b), and Phase Angle (c,d) plotted vs. T − Tg,
where T for the DGEBA/PACM-Je�amine epoxies with di�erent PACM-Je�amine molar ratios for (a,c)
Je�amine D400 series samples and (b,d) Je�amine D2000 series samples. DMA conducted at 1Hz.

5.3.2 Vicker's Indentation Experiments

Results of the Vicker's Indentation hardness tests are shown in �gure 5.5. For the D400 series of epoxies,

seen in �gure 5.5a, hardness steadily increases as temperature decreases. At higher temperatures, namely
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0 ◦C and above, there is a clear trend of increased hardness with increasing PACM content. At lower

temperatures, -20 ◦C and below, the hardness values of all PACM/D400 ratios start to converge in a way

that is similar to the observed low-temperature dependence of the storage modulus. The hardness is not

controlled simply by the di�erence below the glass transition temperature, as shown in �gure 5.5c. At the

same distance below Tg, the hardness increases with increasing Je�amine content. A similar trend exists

for the storage modulus, as seen in �gure 5.4a, and so is likely tied to the temperature-invariant secondary

transition as well, as described in the previous section. Qualitatively similar behavior is observed for the

D2000 systems, as shown in �gures 5.5b, d. There is no hardness data for the D2000-100 sample because

the sample is too rubbery at room temperature to polish the surface.
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Figure 5.5: Hardness measurement as a function of temperature (a, b) and T − Tg(c,d) for the
DGEBA/PACM-Je�amine epoxies with di�erent PACM-Je�amine molar ratios for (a,c) Je�amine D400
series samples and (b,d) Je�amine D2000 series samples.

Hardness is measure of how much a material deforms in response to a localized force. For materials such

as metals and ceramics, it is an elastic-plastic measurement, meaning that both the elastic response and

plastic deformation a�ect the measurement. Given the relationship between epoxy local plasticity and crack

propagation, it is essential to deconstruct the e�ects of plasticity and elasticity on the hardness measurement
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to better understand the fracture behavior of these epoxies [146, 152, 157]. The response becomes quite

complex for polymers, due to the time dependent nature of the mechanical response and the very di�erent

yield and fracture mechanisms.

In an e�ort to understand the di�erent intrinsic property contributions to the hardness measurement,

the hardness value at each temperature was compared to the modulus at that same temperature. Moduli

measured from the nanoindentation experiment using Equation (5.1) have larger errors than moduli obtained

from DMA because of the relatively large machine compliance (~1µm/N) for our indenter, although the

moduli measured by the two techniques correlate well with one another (�gure 5.6a). We use the DMA

storage modulus (E′) as the most accurate measure of the temperature-dependent Young's modulus, E, for

these systems. This ratio of hardness, H, to elastic modulus, E, has been used in the past as a measure of

the relative importance of materials yielding in the deformation behavior [170�172]. A high value of H/E

indicates that more of the deformation is elastic. The expected range of H/E for di�erent polymers has

been shown to be between 0.1 and 0.05, [173, 174]. Figures 5.6b and c show how H and E′ are correlated to

one another for D400 series epoxies and D2000 series epoxies, respectively. The value of H/E for both sets

of epoxies is not constant with temperature. At lower temperatures, where the moduli and hardness values

of the epoxies are the highest, H/E ≈ 0.1, which is the upper limit of this ratio typically found for polymer

systems. The value of H/E decreases with increasing temperature, reaching a limiting low-temperature value

of ≈ 0.5. This would suggest greater plasticity as the epoxies near the Tg, which is expected. The nature of

the transition between these two limiting values of H/E depends on the details of the formulation. For the

D400 series an increased D400 content results in an decreased vale of H/E in the glass transition region. A

more complicated composition dependence of H/E is observed for the D2000 systems, perhaps because of

the more heterogeneous nature of these materials..
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Figure 5.6: (a) A plot comparing the indentation modulus, Ei, to the DMA storage modulus at 1Hz,
E′. Black line indicates Ei = E′. (b, c) Plots indentation hardness vs. DMA storage modulus of
DGEBA/PACM/Je�amine epoxies for (b) Je�amine D400 series and (c) Je�amine D2000 series. Solid
line indicates the H − E relationship at the low temperature (glassy) limit, with slope of 0.1. Dashed line
indicates H − E relationship in the higher temperature limit, with a slope of 0.05.

To verify the relationship between H/E and plastic deformation, the residual indentation depth can be

used as measure of plasticity [175]. As shown by the indent schematic in 2.3c, at the maximum indentation

depth, hmax, the depth of contact hc, is slightly less, due to the elastic deformation of the material surface

outside the contact area[5, 26]. When the load is removed, the depth of the indent will elastically recover to

a �nal, residual depth of hf .

Without permanent, plastic deformation, the surface would recover to its original position. For purely

elastic-plastic materials, like metals, the residual depth will be equal to the displacement at which the

unloading curve reaches 0 load (marked by the dot on the force-displacement curve from �gure 2.3a, for

example). However, the deformation in polymers is time dependent, and thus, the polymer surface can

continue to recover once the indenter is removed [31]. Although research has shown that recovery can

last over few days, the bulk of the recovery occurs in the �rst few seconds, then proceeds gradually [31].

Additionally, crosslinked thermoset polymer networks like epoxies are known to have thermally activated

shape memory properties [176�178]. When heated above a certain temperature, normally the epoxy's Tg,

the deformed epoxy material can return to its original shape, which in this case would mean complete recovery

of the indent. In our experiments the residual depth was measured at room temperature, and we refer to

the recovery as 'room temperature recovery' for this reason. In cases where the indent temperature is well

below room temperature, additional recover can occur as the material is warmed back to room temperature.

Given that the residual indent depth is also dependent on the applied force, hf was normalized by the
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contact depth hc, which would be the depth of the indent if no recovery occurred. For a Vickers indenter hc

is calculated from the following expression [179]:

AV = 26.43hc (5.5)

The indent recovery is de�ned as 1 − hf

hc
, where perfect recovery corresponds to 1 − hf

hc
= 1. Figures

5.7a and b show the indent recovery vs. amine mol%PACM at room temperature, -40 ◦C, and -100 ◦C

for DGEBA/PACM/D400 epoxies and DGEBA/PACM/D2000 epoxies, respectively. These values for the

recovery generally correlate with H/E, as shown in �gures 5.7c and d for DGEBA/PACM/D400 epoxies

and DGEBA/PACM/D2000 epoxies, respectively. The solid lines in these �gures represent the following

relationship between the recovery and H/E:

recovery = 0.2 + 7.55
H

E
(5.6)

Exceptions to this scaling for the samples with high D2000 content can be explained in terms of their

shape memory e�ect. For systems for which Tg is well above room temperature, the room temperature

recovery is expected to be equal to the recovery obtained at the indentation temperature. This equivalence

is valid for all of the D400 samples, and for the D2000 samples with large PACM content. The three D2000

samples with high D2000 content show very broad Tg behavior, with an onset Tg that is at or below room

temperature. The anomalously large recovery values obtained for these polymers are attributed to additional

relaxation that occurs when the sample is warmed from the indentation temperature to room temperature.
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Figure 5.7: (a,b) Plots of indent recovery vs. amine mol%PACM at room temperature, -40 ◦C, and -100
◦C for (a) D400 series epoxies and (b) D2000 series epoxies. (c,d) Plots of indent recovery vs. H/E for (c)
D400 series epoxies and (d) D2000 series epoxies. Black line in c show linear relationship with slope of 7.55
(Eq. 5.6).

With this in mind, we can summarize our indentation results as follows:

� For homogeneous systems, there is a direct relationship between H/E, and indent recovery when

temperatures are kept below Tg .



125

� Substantial recovery in the dynamically heterogeneous systems takes place at temperatures well below

the temperature corresponding to the maximum in the phase angle, but within the temperature range

corresponding to the transition between rubbery and glassy behavior.

5.3.3 Single Edge Notched Bend Toughness Testing

5.3.3.1 KIC Measurements

The results of the single edge notched bend (SENB) toughness tests are shown in �gure 5.8. Tests were

conducted at temperatures from -100 ◦C to room temperature for all samples, and some of the more rigid

samples were tested up to 100 ◦C. For the D400 series samples in �gure 5.8a, several trends emerged. First,

the relationship between KIc and T for each D400 formulation behaved similarly to literature descriptions

of epoxy resins: a KIc plateau at low temperatures, followed by an increase in KIc near Tg [144, 145, 150].

When KIc is plotted as a function of T − Tg, as shown in �gure 5.8c, all D400 formulations showed a low

temperature plateau value ofKIc for temperatures around 80 °C below the Tg. What was interesting was that

the plateau value for the D400 systems system seemed to be one of two values, a low KIc of ∼ 0.65 MPa
√

m

for low D400 formulations (PACM, D400-25, D400-50), a value consistent with much literature data on epoxy

resins. High D400 formulations (D400-75, D400-100), on the other hand, had a higher KIc of ∼ 1.5 MPa
√

m.

The general trend was for the low-temperature fracture toughness to increase with a decreasing crosslink

density. The measured KIc increased as the temperature approached Tg, but at di�erent rates. Values of

KIc for the D400-50, D400-75, D400-100 materials increased quite rapidly with T . A smaller increase in the

fracture toughness was observed for the D400-25 system as Tg was approached, and now measurable increase

in KIcwas observed for the PACM system near Tg.
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Figure 5.8: Toughness as a function of temperature (a, b) and T −Tg (c,d) for the di�erent epoxy materials:
(a,c) D400 series epoxies and (b,d) D2000 series epoxies.

The D200 series epoxies shown in �gure 5.8b exhibit trends that di�er from those observed for the D400

systems. Like the D400 systems, KIc reaches a low-temperature plateau value that increases with decreasing

crosslink density. However, the low temperature KIc steadily increases with increasing D2000 content, as

opposed to having two distinct values for low and high PACM content. Also, as the temperature increases
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from this plateau region, KIc for D2000 systems decreases as it approaches the glass transition regime, in

direct opposition to the trends of the D400 systems. This behavior, with KIc increasing as the temperature

decreases below Tg, is not typical of neat epoxy resins, but has been seen for epoxy resins toughened

with rubber �llers [145]. This similarity suggests that the nanoscale heterogeneity in the D2000 epoxy

resins systems induces a toughening e�ect akin to a rubber �lled system, but without the need for actually

incorporating a second phase material. However, as with the incorporation of a rubber �ller, increasing the

D2000 content decreases the yield stress. This decreased yield stress is accompanied by an increased plastic

zone size in the vicinity of a propagating crack. When this plastic zone size is comparable to the sample

size, KIc measurements can no longer be obtained accurately, as described in the ASTM standard [167].

Thus, as the D2000 content increases, the temperature range for the reported values of KIc decreases. For

the two mixed PACM/D2000 systems that could reach ambient temperatures without signi�cant yielding,

D2000-10 and D2000-20, their room temperature KIc values were nearly identical to the values obtained for

the PACM reference system. For completeness, we plot KIc for the D2000 systems as a function of T − Tg

in �gure 5.8d. Also, we plot the critical energy release rate, GIc, obtained from the measured values of KIc

and E according to Eq. (5.7) in �gure 5.9. This quantity is often used as a measure of material toughness,

and is often more relevant than KIc for applications requiring a high energy dissipation as opposed to a high

load-bearing capacity.

GIc =
K2
Ic

E
(5.7)
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Figure 5.9: Critical energy release rate, GIc, as a function of temperature for the DGEBA/PACM-Je�amine
epoxies with di�erent PACM-Je�amine molar ratios for (a) Je�amine D400 and (b) Je�amine D2000.

The results of the SENB toughness tests can be summarized by these three primary points.

� The KIC values reach a low-temperature plateau at temperatures well below the Tg for all epoxy

formulations.

� The value of this low-temperature KIC increases with Je�amine content (decreasing overall crosslink

density). For the D400 systems the increase is a continuous function of the D400 content, but for the

D2000 systems there are two distinct toughness values of KICthat di�er from one another by a factor

of 2.

� The toughness in the glassy regime increases with temperature for the homogeneous D400 systems,

but decreases with temperature for the D2000 systems with nanoscale heterogeneity.

5.3.3.2 Plastic Zone Size Estimation

The following size criteria of the samples must be met in order for accurate values of KIC to be obtained:

B, a, (W − a) > 2.5

(
KIc

σy

)2

(5.8)
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Here B is the sample thickness, a is the initial crack length, W is the sample width (see �gure 5.2), and

σy is the tensile yield stress. The value of B must be large enough to ensure plane strain and the region

behind crack, (W − a), must be large enough to avoid excessive plasticity. Given the sample geometry of

W = 10mm, B = 5mm and a ∼ 0.5W , the limiting dimension is ≈ 5 mm. The factor on the right side of

eq. 5.8 is the approximate size of the plastically deformed region in front of the crack, referred to commonly

as the `plastic zone' or `Dugdale zone' [150]. Given that crack blunting resulting from the size of this plastic

zone is the main toughening mechanism in epoxies, this plastic zone size is important for understanding the

fracture behavior in these systems.

The value of the tensile yield stress is di�cult to measure for brittle samples, although it can often be

correlated with the hardness, H. Koch and Seidler showed that for a number of thermoplastic polymers with

shear dominated deformation behavior, the indentation hardness is about 3 times the tensile yield stress

[180]. Here we use this approximation to obtain an estimate for the plastic zone size from the measured

values of H and KIC The results are plotted as a function of temperature in �gure 5.10a for the D400 series

and �gure 5.10b for the D2000 series. The same data are plotted as a function of T − Tg in parts c and d of

�gure 5.10. In some cases the plastic zone size approaches the limiting dimension of 5 mm, but is generally

well below this value. These estimates of the plastic zone size validate the values obtained for KIC and

also serve as a point of reference for interpreting the images of the fracture surfaces shown in the following

section.
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Figure 5.10: Plastic zone size estimation, vs. temperature for (a) D400 series epoxies, and (b) D2000 series
epoxies. The same data is plotted vs. T − Tg for (c) D400 series epoxies, and (d)D2000 series epoxies. The
sample thickness B of 5mm is marked by the dotted line. Points below the dotted line satisfy the inequality.

5.3.3.3 Fractography

To better understand how fracture di�ered between the di�erent epoxy systems, the fracture surface of each

SENB sample was observed under a 3D laser confocal microscope. All images are shown in Appendix A.2,
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but a few of the most informative images are explored in this section. The cross-section of a fractured SENB

polymer sample generally has �ve distinct regions, indicated in the SENB schematic in �gure 5.8a:

1. Initial Notch. This is formed in the mold

2. Razor blade inserted region. The region is formed by wedging the razor blade into the notch. The

region was physically in contact with the blade during wedging.

3. Wedge-induced pre-crack. This crack forms in-front razor blade-inserted region, but does not physically

come in contact with the blade. This crack is present before running the SENB test. This is not always

present, as softer epoxies will not form a pre-crack in front of the razor blade.

4. Deformation during sub-critical crack growth (slow growth region). This region is typically rough as

the result of localized yielding and resistance to crack prorogation.

5. Deformation from fast-growth region (unstable crack growth). This region is typically smooth.

Special attention is given to region 4, the slow growth region, which gives the most information in regards to

toughening mechanisms, and has been shown to be on the order of magnitude of the plastic (Dugdale) zone

[157]. From this region, the fracture can generally be described as �brittle� for a small slow growth region,

�tough,� for a larger slow growth region, and �ductile,� for when the bulk of the fracture surface displays yield

behavior and linear elastic fracture mechanics no longer applies. Although the fracture surfaces of the epoxies

can generally be described by these three modes of failure, the exact morphology can di�er substantially with

epoxy formulation and temperature, suggesting di�erent mechanisms are at play for di�erent formulations.

5.3.3.4 Fractography in Homogeneous D400 Series Samples

The low temperature KIc plateau from �gure 5.8a of the PACM-rich (amine content of 50% or more PACM)

D400 formulations all had crack surface morphologies similar to the PACM sample at -100 ◦C, shown in

�gure 5.11b. This surface is similar to fracture surfaces obtained for other brittle epoxy resins [146, 147, 150,

157, 181]. Due to the sti� and brittle nature of these epoxies, region 2 is very small, and hard to discern from

region 1. However, the pre-crack (region 3), consists of multiple curved arrest lines in the direction of crack

propagation, that are due to the precrack moving and stopping from hammering the blade into the notch

multiple times [152]. These arrest lines are curved due to the change in stress state in the SENB sample:

there is plane strain in the center of the sample, and plane stress near the edges [182]. Magnifying the crack

front in �gure 5.11d shows that in front of each arrest line there is a coarse �hackled� region with numerous
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striations, which is representative of the slow growth region (region 4) in these brittle epoxies. In front of

this hackled region, the striations coalesce into longer lines known as �river markings� that correspond to

the increased crack velocity as the crack exceeds the critical length and rapidly moves across the remainder

of the sample, resulting in a smooth, featureless region far ahead of the initial crack front (region 5). These

features are not observed for the D400 samples with high D400 content. In particular, there is no crack

extension in front of the razor blade as it is inserted in to the sample, so region 3 does not exist. Figure

5.11c for the D400-100 sample at -100 °C is a representative example. From a higher resolution image of the

slow growth region for this sample, shown in �gure 5.11e, we see a higher degree of roughness, consistent

enhanced plastic deformation in the plastic zone and higher measured values of KIc for these samples.
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Figure 5.11: (a) Schematic of the notch region of the SENB toughness sample indicating the regions of the
fractured surface: (1) initial notch, (2) razor blade inserted region (contact with blade), (3) wedge-induced
pre-crack, (4) slow growth region, and (5) critical, fast growth region; (b-e) 3D laser confocal microscope
images of the fracture surfaces of a PACM sample (b, d) and a D400-100 sample (c, e) at two magni�cations.
The notch of each sample is located at the bottom of each image, and the fracture direction goes from the
bottom to the top of each samples. (f) Plot of KIc vs. Temperature (from �g. 5.8a) with the corresponding
images indicated shown in this �gure enclosed by black boxes.

Figure 5.12 shows a representative fracture surface for each D400 formulation in high temperature regime,

where KIc increases as Tg is approached. For the PACM sample at 80 ◦C, KIc was about the same as for

the low temperatures. However, the morphology of the fracture surface, shown in 5.12a, is much di�erent
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than the low temperature surface in 5.11a. First, the hackled region above the crack front (labeled 4) is

noticeably larger than at low temperature, consistent with the increasing plastic zone size with temperature.

However, the river markings that extend from the hackled region to the fracture surface (5) are much more

numerous, and extend through the entire length of the fracture surface. The inset of 5.12a magni�es the

hackled region, showing that these river markings do not intersect. The D400-25 sample at 60 ◦C, shown

in 5.12b, which has a slightly higher KIC than at low temperature, similarly shows a large hackled region

at the crack front, but the width of this region is larger than for the PACM sample. Additionally, the river

markings are longer than at low temperature, but they do not extend for the entirety of the fracture surface

and are more widely spaced. Additionally the region directly above the hackled region is very rough for

about 2mm, before becoming relatively smooth. Such roughness are also seen on fracture surfaces of PACM

samples at 60 ◦C, 40 ◦C and room temperature (see Appendix A.2), but for a much smaller region than

seen on the D400-25 sample at 60◦C. For D400-50 sample at 40 ◦C, shown in 5.12c, the measured KIC is

about 1.5 MPa
√

m, more than twice the value obtained for the PACM sample at 80 ◦C (�gure 5.12a). This

D400-50 sample shows a larger hackled region above the initial crack front. Additionally, the river markings

are thicker, shorter, and seem to be pushed towards the edges of the sample. Finally, fracture surfaces for

D400-75 and D400-100 fractured at room temperature are shown in �gures 5.12d and e, respectively. They

both show very rough surfaces that are likely the result of macroscale yield behavior, which is consistent

with a plastic zone size that exceeds the sample size (�g. 5.10).
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Figure 5.12: 3D laser confocal microscope images of the fracture surfaces of D400 series epoxies in the high
temperature limit: (a) PACM at 80 ◦C , (b) D400-25 at 60◦C, (c) D400-50 at 40 ◦C, (d) D400-75 at room
temperature, and (e) D400-100 at room temperature. The notch of each sample is located at the bottom of
each image, and the fracture direction goes from the bottom to the top of each samples. (f) Plot of KIc vs.
T −Tg (from �g. 5.8c) with the corresponding images indicated shown in this �gure enclosed by black box.

5.3.3.5 Fractography in Dynamically Heterogeneous D2000 Series Samples

The D2000 series epoxies have strikingly di�erent fracture surface morphologies than their D400 counterparts.

Fracture surfaces at the low temperature limit (-100 °C) for the D2000 formulations are shown in �gure 5.13a-

e. In all tested D2000 formulations, a large, well de�ned rough arch appears in front of the pre-crack region,

with a size on the order of magnitude of the plastic zone size. This zone, however, is morphologically distinct

from the well �hackled� regions shown in the D400 formulations. The roughness within this plastic arch

increases with increasing D2000 content, which correlates with increased fracture toughness. Above this

plastic arch, the surface is relatively smooth for the lower D2000 content formulations. D2000-40 fracture
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surface exhibits parabolic-features above the plastic arch, which have been shown to be the result of secondary

crack initiation in front of the primary crack front[139].

Fracture surfaces for samples fractured at higher temperatures are shown in �gure 5.13f-i. The D2000-10

sample fractured at 40 ◦C (�gure 5.13f), shows a similarly rough surface for both the area directly above

the precrack and the main fracture surface, similar to what is seen in the high temperature fracture of the

PACM sample (�gure 5.12a) without the hackled region. For D2000-20 fractured at 40 ◦C (Figure 5.13g),

thick river lines originating from the crack front appear, but soon disappear into a uniformly smooth surface,

despite having a similar measured KIC to the D2000-10 sample at the same temperature. The D2000-30

sample fractured at 0 ◦C (�g. 5.13h) and D2000-40 sample fractured at -20 ◦C (�g. 5.13i) show similar crack

surface morphologies, and in both cases result in an invalid KIC due to bulk material yielding. However,

the fracture surface morphology of these yielded samples, for which the KIC value was low at the next

measurable temperature, is di�erent from the fracture surfaces of the high temperature yielded samples of

D400-75 and D400-100, shown in �gures 5.12d and e, where the previously measurable KIC (at 0 ◦C) was

relatively high.
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Figure 5.13: Fracture surfaces for D2000 series epoxies at both ends of the measured temperature range.
D2000-10 at (a.) -100 °C and (f.) 40 °C; D200020 at (b.) -100 °C and (g.) 40 °C; D2000-30 at (c.) -100 °C
and (h.) 0 °C; D2000-40 at (d.) -100 °C and (i.) -20 °C. Plots of KIc vs (e.) T and (j.) T − Tg (from �g.
5.8b,d) with the data corresponding to the images enclosed in black boxes (-100 °C) or red boxes (higher
temperatures). Note that since KIc could not be measured accurately for D2000-30 at 0 °C and D2000-40
at -20 °C because the samples are too ductile, they are indicated by x's and dashed markers at KIc = 0.

The most distinct change in fracture surface morphology for the D2000 series epoxies occurs for the
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D2000-20, D2000-30 and D2000-40 systems between -40 ◦C and -60 ◦C, shown by the fractographs in �gure

5.14. This temperatures correspond to to the temperature where all three of these samples reach their low

temperature plateau value (-60 ◦C), as shown in �gure 5.8c, and the temperature (-40 ◦C) where the KIC

starts to reduce with increasing temperature. In the low temperature plateau at -60 ◦C in �gures 5.14b,d,

and f the characteristic slow growth region, similar to 5.13b-d at -100 ◦C described above, is apparent in

these samples. However, when the temperature increases to -40 ◦C, the outline of the slow growth region

is still seen on the fracture surface above the initial crack front, but this region becomes smooth, as seen in

�gure 5.14a,c, and e. This result indicates once again that increased roughness in the slow growth region

leads to higher KIC . However, the smooth morphology here is very distinct from the high temperature

fracture surfaces seen in 5.13g-i where more ductile behavior dominates. As mentioned previously, the

expected nano-scale heterogeneity in these systems, likely leads to local Tg heterogeneity. Given that this

morphology change occurs ∼10 ◦C below the Tg for the D2000-100 sample, the smoother regions between

the low temperature �tough� regions and the higher temperature �ductile� regions, are likely due to these

local di�erences in Tg.
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Figure 5.14: Fracture surfaces of D2000-30 at (a) -40 °C and (b) -60 °C. KIC drops as the temperature is
increased from -60 °C to -40 °C, which corresponds to the disappearance of the rough slow growth region.
Similar morphology changes are seen for D2000-20 and D2000-40 at the same temperatures. (c) Corre-
sponding KIcvs. T plot from �g. 5.8b, with the data corresponding to the images enclosed by black box.

Examination of the fracture surfaces of these samples shows that the KIc fracture toughness data from

the previous section is closely tied to fracture surface morphology. While the fracture surface morphology in

the D400-based systems is consistent with much of the literature on epoxy fracture surfaces, such as arrest
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lines and river markings, the fracture surfaces of the D2000-based systems are more unique. A rough, but

contained plastically deformed zone around a crack tip is indicative of higher fracture toughness for the

dynamically heterogeneous D2000-based systems. These features disappear at higher temperatures, likely

due to local Tg heterogeneity. Although plastic yielding is the key mechanism of epoxy fracture toughness

in all cases, plasticity manifests itself very di�erently in the fracture behavior of epoxies with nanoscale

heterogeneity. Information from these fracture surfaces can potentially be used to better understand the

deformation mechanisms, perhaps leading to the development of new machine learning tools to enable a

more rapid materials design and validation process.

5.4 Conclusions

This report outlines an in depth investigation in the temperature dependence of the fracture and defor-

mation behavior of a model epoxy system that consists of a DGEBA epoxide with a stoichiometric amine

mixture of a rigid cycloaliphatic diamine (PACM) and a more �exible, polypropylene glycol based diamine

(Je�amine) at di�erent molar ratios, exploring the e�ect of nanoscale heterogeneity by varying the molec-

ular weight of the Je�amine used. Vicker's Indentation hardness experiments were conducted at di�erent

temperatures from -100 °C to 80 °C, and measured hardness trended well with the DMA storage modulus

for all epoxy systems. Measurement of the residual indent after the indentation experiments showed a dis-

tinct linear correlation between the ratio H/E, and indentation recovery for the homogeneous D400-based

epoxies that was independent of the ratio of PACM to D400 when temperatures were held below the epoxy's

Tg. However, the D2000-based epoxies showed more recovery at lower H/E values with increasing D2000

content after returning to room temperature, exhibiting partial shape memory recovery that increased with

increasing D2000 content. This showed that H/E is very predictive of permanent plastic deformation in the

homogeneous epoxy materials at temperatures below Tg, but not so much in the D2000-based epoxies where

broadened glass transition regime, as a result of nanoscale heterogeneity increases shape memory recovery

even at temperatures below the phase angle peak.

Single edge notched bending tests were also performed on these samples in the same temperature range

to measure KIC and showed distinct trends for each set of epoxies. The results can be summaries as follows:

� KIC for the homogeneous D400 series epoxies were constant at low temperature for all formulations,

for all temperatures 80 °C or more below the Tg.

� The low temperature KIC for the D400 series epoxies separated into two distinct values, depending
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on D400 content: 0.65 MPa
√

m for low D400 formulations, and about 1.5 MPa
√

m for higher D400

formulations. Analysis of the fracture surfaces of these samples suggest the initial crack tip of the

higher D400 content samples is more blunt than the lower D400 content epoxies, due to lack of arrest

lines and hacked regions.

� At high temperatures, KIC for the D400 series epoxies increased as the Tg is approached.

� KIC for the D2000 series epoxies also reached a low-temperature plateau. The low temperature KIC

increased with increasing D2000 content. The fracture surfaces of these epoxies fractured at low

temperature show a characteristic plastic zone arch that increases in roughness with increasing D2000

content.

� KIC for the D2000 series epoxies decreased with increasing temperature and was accompanied by a

decrease in the roughness of the fracture surface. The fracture surface morphology in these D2000-

based systems is distinct from that of the homogeneous D400-based systems, even in situations where

the values of KIc are quite similar.

This investigation shows that the fracture behavior of an epoxy can be tailored based on careful selection

of epoxide and ratio of hard to soft hardener, which opens many doors for the use of epoxy composites in

applications requiring exposures to cryogenic temperatures and wide temperature ranges.
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Chapter 6

Exploring E�ect of Nanoscale

Heterogeneity in the Temperature

Dependent Fracture Behavior in for

Epoxy-PMMA Semi-Interpenetrating

Polymer Network Systems

This chapter explores the sequential synthesis of semi-interpenetrating polymer networks (semi-IPN)

using the same model DGEBA/PACM/Je�amine epoxy system described in chapter 5 with thermoplastic

poly(methylmethacrylate) (PMMA) to investigate the e�ect of nano-scale heterogeneity found in DGEBA/PACM/Je�amine-

D2000 systems on the temperature dependent mechanical and fracture properties of the corresponding semi-

IPN compared to that of the homogeneous DGEBA/PACM/Je�amine-D400 systems. The DGEBA/PACM/D2000

epoxies swelled with much more PMMA than the DGEBA/PACM/D400 systems, even at similar crosslink

densities. Dynamic mechanical analysis showed that the uptake of PMMA in the epoxy networks gen-

erally lead to an increase in Tg, and for the dynamically heterogeneous DGEBA/PACM/D2000 systems

with broadened transition regimes, an extension of the glassy plateau to higher temperatures for the epox-

ies in their DMA curves. Further fracture and indentation tests were explored for the 100mol%D400,
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70mol%PACM 30mol%D2000, and 60mol%PACM 40mol%D2000 systems. The low temperature KIc frac-

ture toughness decreased for the epoxy-PMMA semi-IPN and characteristic fracture surface morphology of

the neat polymers disappeared, but there was less temperature variation of the fracture toughness values

for all three systems. Additionally, indentation tests showed a reduction in the shape memory e�ect for the

DGEBA/PACM/D2000-IPNsystems, but no noticeable change for the 100%D400 system. The experimental

work described in this section was done collaboratively with Ruiqi Xiao.

6.1 Introduction

The previous chapter (5) explored the temperature dependence of the fracture, elastic, and plastic proper-

ties of model epoxy systems with and without nano-scale heterogeneity. The epoxy system, consisting of

diglycidyl ether of bisphenol A (DGEBA) as the epoxide with a stoichiometric amine mixture of a rigid

cycloaliphatic diamine (PACM) and a more �exible, polypropylene glycol based diamine (Je�amine) at dif-

ferent molar ratios, exhibits nanoscale heterogeneity, evidenced by broadened glass transition regime with

DGEBA/PACM/Je�amine systems using high molecular weight (MW) Je�amine, MW=2000g/mol (D2000).

It was shown that the the toughness of the dynamically heterogeneous DGEBA/PACM/D2000 epoxy sys-

tems at very low temperatures (<−60◦C) increased monotonically with increasing D2000 content at low

temperature. Thus, the dynamically heterogeneous systems shows great potential for a system with im-

proved fracture toughness at low temperature compared to ambient temperatures with more control over

desired low temperature properties. For applications such as matrix materials for �ber-reinforced compos-

ites in cryogenic liquid containers where signi�cant thermal cycling can lead to signi�cant thermal stresses

[142, 143], a matrix material where there is high low temperature toughness is desired to avoid microcrack-

ing in failure. However, the dynamic heterogenous DGEBA/PACM/D2000 epoxies show reduced toughness

and signi�cant temperature dependence of modulus and hardness as a result of the broadened transition

regime and local heterogeneity, leading to a reduction in structural integrity and utility in high performance

applications[163�165].

From a design stand-point, the ideal epoxy system would have a very high toughness at low temperature to

prevent low temperature catastrophic failure in addition to a high modulus or sti�ness at ambient conditions

(or even higher) to maintain structure rigidity. This can be visualized in the plot shown in �gure 6.1 that plots

the measuredKIc at -100C determined from the SENB tests in section 5.2.2.3 vs. the corresponding measured

room temperature DMA storage modulus (E′) at measured at 1Hz. An optimal epoxy would have properties

in the top right corner: high sti�ness at room temperature, and high toughness at low temperature. Thus,
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this chapter aims to �nd a method to increase the range of glassy modulus in the dynamically heterogeneous

epoxy systems while maintaining their low temperature fracture toughness performance.

Figure 6.1: Plot of the KIc fracture toughness at -100◦C vs.vs. the room temperature time DMA E′ value
at 1Hz for di�erent formulations of the DGEBA/PACM/Je�amine model epoxy system described in chapter
5. Optimum structural and fracture performance would push data to the top right corner.

Interpenetrating polymer networks (IPNs) have been explored to improve the mechanical properties of

polymer systems like epoxies [183, 184]. IPNs are a type of polymer blend where at least two di�erent

polymers are interwoven together, as the result of crosslinking in one or both of the polymers, but are not

covalently bonded with each other [185]. For full IPNs, each of the polymer species are crosslinked, and the

crosslinked networks of each polymer are interwoven, and thus cannot be separated without breaking the

crosslinks, despite the lack of covalent bonds between the two polymers, whereas semi-IPNs have only one

crosslinked polymer, with the other polymer being linear (and thus more mobile), but polymerized within the

network of the crosslinked polymer. IPNs can be synthesized simultaneously, where the monomers of each

constituent polymer are mixed together and polymerized at the same time, or sequentially, where one polymer

is synthesized �rst, then the monomers is swollen into the �rst polymer before subsequent polymerization

[186]. The type of polymerization and relative quantity of each polymer component can e�ect the phase

morphology and properties of the resulting IPN [187]. A schematic of the sequential preparation of a semi-

IPN is shown in �g. 6.2.
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Previously, full and semi-IPN's of homogeneous epoxy resins with high performance ductile thermoplastics

such as poly(methylmethacrylate) (PMMA) have been explored as a method for improving epoxy toughness,

resulting in improved thermal stability, as well as mechanical and damping properties [188�190]. Given the

relative high glass transition temperature of PMMA (85-165 ◦C), the relatively high fracture energy due

to its large free volume [190], and good miscibility of PMMA with DGEBA resin [191], PMMA appears

to be a good candidate to add to the model DGEBA/PACM/Je�amine epoxy network to improve the

ambient sti�ness of the epoxy while hopefully maintaining toughness behavior. This chapter examines

the temperature dependent mechanical properties of DGEBA/PACM/Je�amine - PMMA semi-IPNs and

evaluates their potential for improved extreme temperature performance. Although it will be shown that the

aforementioned method of IPN formulation does not maintain the desired toughness characteristics of the

neat epoxies, it shows some promising results in terms of improved sti�ness behavior and lays the groundwork

for future investigations of epoxy-IPNs.

Figure 6.2: Schematic of sequential semi-IPN formation. Schematic adapted from Goswami, et al. [7].

6.2 Materials and Methods

6.2.1 Epoxy Materials

Epoxies consisting of diglycidyl ether of bisphenol-A (DGEBA), 4-4'-methylenebis(cyclohexylamine) (PACM),

and poly(propylene glycol) bis(2-aminopropyl ether), a.k.a. Je�amine, were prepared in stoichiometric 2:1

DGEBA:total amine formulations according to the procedure described in section 5.2.1. The same set of

10 epoxies described in table 5.1 were used: PACM, D400-100, D2000-100, D400-25, D400-50, D400-75,

D2000-10, D2000-20, D2000-30, and D2000-40.

All formulations were performed for DMA in a rectangular geometry of approximately 3.0mm x 1.0mm

x 30mm. For further Vicker's hardness and single edge notched bending (SENB) KIC toughness testing,

only D400-100, D2000-30, and D2000-40 were further investigated. Hardness samples were prepared by 3cm
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diameter x 1cm cylindrical pucks, and SENB samples were prepared in the geometry described in section

5.2.2.3.

6.2.2 Interpenetrating Polymer Network (IPN) Formation

Methyl methacrylate (MMA) and the photointitiator, 2-Hydroxy-2-methylpropiophenone (Darocur 1173),

were sourced from Sigma-Aldrich. A mixture of 1% by volume of Darocur 1173 in bulk MMA was prepared.

The cured epoxy samples for DMA, hardness, and SENB toughness testing were weighed and then submerged

in the MMA-Darocur 1173 mixture. The sample was left in the MMA bath for about 24hr to ensure

the sample had swelled to completion. Afterward, the swollen epoxy was placed under a UV lamp under

nitrogen for about 2hr. Then, the sample was weighed to determine mass change as a result of crosslinked

poly(methylmethacrylate) (PMMA) in the epoxy stracture. This process is illustrated in �gure 6.3

Figure 6.3: Schematic of the preparation of the epoxy-PMMA interpenetrating polymer network (IPN). The
cured epoxy sample is weighed then placed in a bath of liquid methyl methacrylate (MMA) with photoiniator
for 24hr. After swelling with MMA, the sample was irradiate with UV light under N2 for 2hrs, and then
weighed again to measure PMMA uptake.

6.2.3 Dynamic Mechanical Analysis

Epoxy samples of geometry of approximately 3.0mm x 1.0mm x 30mm for DMA. Temperature sweep tensile

DMA experiments were performed on each epoxy DMA sample using an RSA3 dynamic mechanical analyzer

(TA Instruments). Experiments were conducted at a frequency 1.0 Hz around a mean tensile strain of 0.1%.

The experiments were conducted from -120 ◦C up to 225 ◦C. Samples were held at each temperature for 60

sec before the measurement was taken.

6.2.4 Toughness Testing

Toughness tests were conducted with a custom set-up of a TA Instruments Electroforce System with an

ETx environmental chamber and cooled using liquid Nitrogen. KIc fracture toughness measurements of the
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epoxy samples were conducted following ASTM D5045 = 14 guidelines for single edge notch bend (SENB)

specimens [167]. See section 5.2.2.3 for more information.

6.2.5 Hardness Testing

Top surface of epoxy-IPN cylindrical hardness samples were polished after IPN formation so that the surface

was smooth and scratch free and indents left from hardness experiments were easily visible. Indentation tests

were conducted with a custom set-up of a TA Instruments Electroforce System with an ETx environmental

chamber and cooled using liquid Nitrogen. An ASTM certi�ed Vicker's indenter was sourced from Gilmore

Diamond Tools, Inc, and attached to the Electroforce set-up. The indent was imaged using a Olympus

OLS5000 3D Laser Confocal Microscope. The maximum indentation force was held constant for 15sec for

each indent. See section 5.2.2.2 for more information.

6.3 Results

6.3.1 Swelling of Epoxy during IPN Formation

To determine the extent of the incorporation of PMMA in the epoxy-PMMA interpentrating polymer network

(IPN), the weight change due to the swelling of the epoxy with PMMA was calculated from the initial mass,

M0and the mass of the sample after UV curing,Mf , per equation 6.1. The amount of swelling was compared

to the crosslink density, υc, of the epoxy matrix determined by eq. 5.4, from the rubbery modulus of the

DMA data presented in �gure 5.3, since it is expected that epoxies with lower crosslink densities can absorb

more MMA monomer [192]. The density is plotted vs. mol%PACM in �g. 6.4a, which unsurprisingly shows

lower crosslink density for DGEBA/PACM/D2000 systems compared to DGEBA/PACM/D400, given the

longer chain length of D2000.

PMMA swelling (%) =
Mf −M0

M0
× 100 (6.1)

The plot of swelling vs. crosslink density for all the samples is shown in 6.4b. For DMA samples

there is a clear di�erence is the swelling behavior of the PACM/D2000 and PACM/D400, even at compa-

rable crosslink densities. The swelling of the DMA samples of PACM/D2000 increases from over 20% for

D2000-10 to over 60% for D2000-100. For the PACM/D400 samples, all but the D400-100 sample have less

than 10%, and PACM has negligible PMMA swelling. In addition to higher crosslink density, the PACM
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and mixed PACM/D400 samples likely have lower free volume than the PACM/D2000 systems due to the

shorter segments of je�amine. With the relatively higher swelling of D400-100, it seems that the addition

of PACM to the DGEBA/D400 signi�cantly lowers the free volume and therefore swelling capability of the

DGEBA/PACM/D400 epoxy networks.

Given the similar amount of swelling of IPN, the formulations of D2000-30 and D400-100 were chosen

for further analysis for toughness and hardness testing, in addition to D2000-40 which was chosen due to

the high low-temperature toughness of the neat resin. The swelling of the SENB toughness samples (open

markers in �g. 6.4c) was noticeably less than in the much smaller DMA samples. The di�erence in swelling

is smallest for the D2000-40 sample, and most pronounced for the D400-100 sample, which only swells half

as much as the DMA sample. Thus, the free volume di�erence in these samples is likely more pronounced for

the larger SENB samples, which may lead to inhomogeneous swelling. Evidence of inhomogeneous swelling

is shown later this chapter in the fracture surfaces of the SENB samples in �gure 6.8.

D2000-100

D2000-40

D2000-30
D400-100

D2000-20

D2000-10

PACM
D400-25

D400-50
D400-75

Figure 6.4: Plot of crosslink density vs. (a). mol%Je�amine and (b). wt%Je�amine for the
DGEBA/PACM/Je�amine epoxies as determined by eq. 5.4. (c) Plot of total PMMA swelling (eq. 6.1) vs.
crosslink density of the DGEBA/PACM/Je�amine epoxies. Epoxies with Je�amine D400 are in blue while
the epoxies with D2000 are read. Closed markers signify the swelling of the rectangular DMA samples, while
the open marks are the swelling of the SENB toughness samples.

6.3.2 Dynamic Mechanical Analysis

All the epoxy-PMMA IPN samples were analyzed using dynamic mechanical analysis, except for the PACM

sample, which had negligible swelling, and the D2000-100 sample, where the >60% swelling resulted in

swelling induced fracture of the IPN. The DMA data of the PACM/D400-PMMA IPNs are plotted in �gure

6.5 in red and compared to the neat epoxy resin in blue. The D400-25 data in �g. 6.5a, which had <3%

swelling, showed only a slight broadened shoulder towards lower temperature of the α-glass transition peak,
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but no change in peak location. The D400-50 sample in 6.5b, which had slightly more PMMA, shows and

even broader shoulder and a slight increase in in peak φ temperature, and the D400-75 sample in 6.5c

has a larger, increase in peak φ temperature and broader transition peak width. In these three mixed

PACM/D400 systems, the uptake of PMMA is small (all <6%) but all had slight, but noticeable changes in

dynamic behavior. The e�ect of the IPN was more pronounced on the D400-100-PMMA IPN, shown in �g.

6.5d, which swelled by ∼ 35%. The peak φ temperature increased by ∼ 15.3◦C with a clear shoulder to the

left of the peak. Additionally the β-transition peak was noticeably damped out compared to the neat epoxy

in this sample.

Figure 6.5: Plots of E′, E′′, and φ vs. temperature from tensile dynamic mechanical analysis for (a) D400-25,
(b) D400-50, (c) D400-75, and (d) D400-100. The epoxy-PMMA IPN is plotted in red while the neat epoxy
resin is in blue.

The DMA data of the neat DGEBA/PACM/D2000 epoxies was compared to their respective PMMA

semi-IPNs in �g. 6.6. The D2000-10-PMMA IPN sample in �g. 6.6a, with about 24% PMMA swelling,

showed a small shift in the α-transition regime to higher temperature, and a more dramatic reduction in

the β-transition peak at -50◦C. Changing the formulation to D2000-20-PMMA IPN in �g. 6.6b, where

swelling is increased to 31%, a more signi�cant change in dynamic mechanical behavior begins to emerge.

The glass region of the E′extends to signi�cantly higher temperatures. For the neat D2000-20, E′dropped

below 109Pa at ∼13.25◦C, whereas the PMMA-IPN stays above 109Pa until ∼51.5◦C. Additionally, the E′′
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value remains above 108Pa until ∼73◦C. This change in viscoelastic moduli interestingly causes the peak

in φ to decrease slightly, and the peak as a whole becomes slightly less broad. Similarly behavior is seen

in the D2000-30 and D2000-40 - PMMA semi-IPNs in �gs. 6.6c & d, respectively. The glassy E′ plateaus

are extended to higher temperatures, dropping below 109Pa at approx. 32.5◦C for the D2000-30-PMMA

semi-IPN and 25◦C for the D2000-40-PMMA semi-IPN as opposed to -12◦C and -20◦C for the respective

neat epoxies. Intestestingly, the E′′ peak broadens, but the phase angle peak actually becomes more narrow

and shifts to higher temperature as the D2000 content, and consequently PMMA content, increases. With

more PMMA in the network the glass transition of the PMMA likely becomes more pronounced. Unlike

the D2000-10 system, the β-transition at -50C was obscured by the broadened glass transition region of the

higher D2000 systems, so it is unclear of the exact e�ects of the IPN on this transition for these systems.

However, the narrowing of the glass transition peak suggests that this transition is also inhibited by the IPN.

Figure 6.6: Plots of E′, E′′, and φ vs. temperature from tensile dynamic mechanical analysis for (a) D2000-
10, (b) D2000-20, (c) D2000-30, and (d) D2000-40. The epoxy-PMMA IPN is plotted in red while the neat
epoxy resin is in blue.

The DMA data of these epoxy-PMMA semi-IPNs show several interesting implications. 1) Changes to dy-

namic mechanical behavior to mixed PACM/D400-PMMA semi-IPN are small due to small PMMA uptake,

but show increasing and broadening φ peaks with increasing PMMA uptake. 2) Increasing the PMMA con-

tent suppresses the β-transition in the epoxies, and 3) the dynamically heterogeneous DGEBA/PACM/D2000-
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PMMA semi-IPN show an extension of the glassy E′ regime to higher temperatures, broadening of the E′′to

higher temps, but a narrowing of the φ peak region.

6.3.3 Toughness Testing

Single edge notched bend (SENB) KIc toughness tests were performed on the epoxy-PMMA semi-IPNs of

100mol%D400, 70mol%PACM30mol%D2000, and 60mol%PACM40mol%D2000 from -100◦C to 40◦C and

plotted in �g. 6.7. Each of these plots compares the temperature dependent KIc value of the epoxy/PMMA

IPN (red) to the neat epoxy resin (blue). As mentioned previously, D2000-30 and D400-100 were chosen for

toughness testing since they had similar swelling of PMMA and crosslink density, so di�erences between the

fracture behavior of the IPN of a dynamically heterogeneous system and homogeneous epoxy system could

be compared. In addition, D2000-40 was also chosen due to the high low-temperature toughness of the neat

resin.

However, it can be seen from the plot of the toughness data in �g. 6.7 that all of the epoxy�PMMA

semi-IPN's showed lower toughness than their neat epoxy counter parts. For D400-100 in �g. 6.7a, the low

temperature plateau drops from ∼ 1.5MPa
√

m to ∼ 1.0MPa
√
m , additionally, the KIc value the epoxy-

PMMA IPN decreases as the temperature increases, a stark contrast to the neat epoxy where the KIc value

increases as the Tg is approached. Similarly, the low temperature plateau of the D2000-30 and D2000-40 in

�gs 6.7b and c also drop to ∼ 1.0MPa
√
m , but the the D2000-30-PMMA IPN KIc values are more or less

constant with temperature, and the D2000-40-PMMA IPN shows a gradual decrease with temperature, but

does not drop as low as the D400-100-PMMA IPN sample. Unfortunately, this is sharp drop from the low

temperature toughness of the neat epoxies. However, the increased sti�ness in the PACM/D2000 systems

does allow the measurement of the KIcto be extended to much higher temperatures without deviating from

linearity due to yielding, up to 40◦C for the D2000-30-PMMA IPN and room temperature for D2000-40-

PMMA IPN. Given reductions of the transition peak from the DMA of epoxy-PMMA IPNs with high

PMMA content, and that polymer toughness has been tied to β and higher order relaxations [193], the drop

in toughness may be due to a restriction of molecular mobility of the epoxy/PMMA IPN.
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Figure 6.7: Plot of KIc vs. temperature as determined from SENB test per section 5.2.2.3 for networks of
(a) D400-100, (b) D2000-30, and (c) D2000-40. Each plot compares the KIc values of the epoxy/PMMA
semi-IPN in red to that of the neat epoxy resin (blue).

Examination of the fracture surfaces shown in �g. 6.8 show distinct fracture surface morphology di�er-

ences compared to the neat epoxy resins discussed in section 5.3.3.3. One of the most apparent features

that is present in the D400-100-PMMA IPN SENB samples and to a lesser extent in the D2000-30-PMMA

IPN SENB samples is this inner �ring� in the center of the sample. This is likely due to incomplete or

in-homogeneous swelling or curing of the PMMA in the IPN. This is evidenced by the stark di�erence in

%swelling of the SENB samples compared to the DMA shown in �g. 6.4, and the size of this ring is correlated

to the swelling dependency between the two types of samples. Nevertheless, the fracture surface morphology

within the ring is not noticeably di�erent than outside of the ring. Besides the ring, the fracture surfaces of

D400-100-PMMA IPN SENB at room temperature and -100◦Cwere strikingly similar and very smooth. The

room temperature sample lacked the rough surface features characteristic of bulk yield behavior seen in the

neat epoxy of D400-100 at room temperature.

For the PACM/D2000-PMMA IPN samples, the rough plastic zone arch seen in the neat epoxy resins

at low temperatures has completely vanished. Instead, the -100◦Csamples have multiple arrest lines along

the fracture surface, with thin river markings extended from each arrest lines (these are less clear in the

-100◦C image of the D2000-40-PMMA IPN sample, but are still there). These features suggest some type

of �stick-slip� fracture behavior, but there are no thick plastic deformation bands, typical of slow growth

regions on the arrest lines seen in the neat PACM/D400 epoxies in section 5.3.3.3. The most distinct feature

of these epoxy-PMMA IPNs are seen at the high end of the temperature range, where long streaks are seen

along the fracture surface. In the neat-epoxies, when the epoxy began to yield too much for the SENB tests,
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the fracture surface became very rough resulting in three-dimensional features as the result of crazing. In

these epoxy-PMMA IPNs, the IPN may prevent 3-dimensional craze behavior between separated surfaces

the fracture, resulting in these streaks.

 RT -100°C 

D400-100-
PMMA IPN 

  

D2000-30-
PMMA IPN 

  

D2000-40-
PMMA IPN 

  

Figure 6.8: Optical Images of the SENB fracture surfaces of the epoxy/PMMA semi-IPNs at (left) room
temperature and (right) -100◦C for (top) D400-100, (middle) D2000-30, and (bottom) D2000-40.

Nevertheless, the SENB toughness tests show that the current epoxy/PMMA-IPN network lead to a

reduced toughness when compared to the neat-resins for the formulations tested, likely as a result of restric-

tion in molecular motions. Nevertheless, the range of temperatures for which valid KIc measurements was

extended to higher temperatures for the PACM/D2000 systems.

6.3.4 Vicker's Hardness Indentation Testing

Vicker's indentation tests were also performed on the selected epoxy-PMMA IPNs in the same manner as

the neat epoxies in section 5.3.2. The hardness data was unsurprising, based on the results of the the DMA

storage moduli of the epoxy/PMMA IPN. No signi�cant di�erence was seen between the measured hardness

for the neat resin and PMMA-IPN for the D400-100, plotted in �g. 6.9a. The D2000-30 and D2000-40 -
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PMMA semi-IPNs in �g. 6.9b showed a dramatic increase in hardness compared to the neat resins, and the

measured hardness of all three of these IPNs were more or less the same at each temperature.

Additionally the residual indentation depth of the indents was measured to determine the extent of

recovery of the indent and plotted versus the ratio of hardness to modulus, H/E, as described in section 5.3.2.

The recovery of the indents in D400-100-PMMA IPN followed the same relationship of the homogeneous

neat PACM/D400 epoxies as seen in �g. 6.9c. On the other hand, the recovery of the indents in D2000-30

and D2000-40 - PMMA semi-IPNs decreased at higher temperatures (lower H/E) compared to the neat

resins, seen in �g. 6.9d. The two PACM/D2000-PMMA IPNs both followed a similar trend to the neat

D2000-20 epoxy, suggesting reduced shape memory behavior, but still more than the PACM/D400 systems.

The reduced recovery once again suggests that the molecular motions of the epoxy have been restricted by

the IPN.
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Figure 6.9: Indentation Hardness data vs. temperature for (a) D400-100, and (b) D2000-30 & D2000-40,
comparing the hardness between epoxy/PMMA-IPNs to the neat epoxy data. (c,d) Plots of indent recovery
vs. H/E for (c) DGEBA/PACM/D400 epoxies and (d) DGEBA/PACM/D2000 epoxies from chapter 5 with
added epoxy/IPN data added, shown by black markers. Black line in c shows linear relationship with slope
of 7.55.
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6.4 Conclusions

This chapter describes the temperature dependent fracture and mechanical property characterization of

semi-interpentrating polymer networks of the model DGEBA/PACM/Je�amine epoxy systems investigated

in the previous chapter with poly(methyl methacrylate) using the sequential method. Mixed PACM/D400

epoxies showed minimal swelling of PMMA due to low free volume, but D400-100, D2000-100, and all mixed

PACM/D2000 epoxy systems could be swollen with signi�cant amounts (20-65%) of PMMA that increased

with decreasing crosslink density. DMA data showed that the uptake of PMMA into the epoxy network

generally resulting in increased peak φ temperature and a suppression of the β-transition peak. But, the

mixed PACM/D2000 systems showed an clear extension of the glassy plateau by approximately +40◦C.

Further KIc toughness testing of the 100mol%D400, D2000-30 and D2000-40 - PMMA semi-IPNs showed

a drop in KIc at all temperatures, but the temperature range of valid KIc measurements was extended to

higher temperatures for the PACM/D2000 systems. Hardness values from indentation experiments were

similar for all three IPN formulations, resulting in increased hardness compared to the neat resins for the

PACM/D2000 systems, but no change for the D400-100 system. Additionally, the D400-100-PMMA IPN

maintained the same recovery-H/E relationship as the neat PACM/D400 formulations, but the IPNs of the

PACM/D2000 systems showed reduced shape memory e�ect.

The goal of this investigation was to try to utilize the IPN structure to improve the ambient sti�ness of

the model DGEBA/PACM/Je�amine epoxy systems, particularly the formulations with nano-scale hetero-

geneity, while maintaining their high low temperature toughness. Adding the data from IPNs characterized

in this investigation to the design chart from �g. 6.1 to �g. 6.10, shows that goal has only partially

been reached. Even though the room temperature moduli of the dynamically heterogeneous D2000-30 and

D2000-40 samples greatly increased in the PMMA semi-IPN, the increase in sti�ness was coupled with the

aforementioned drop in toughness. From the DMA and recovery data, it is likely that this drop in tough-

ness is due to decreased molecular mobility, and other IPN formulations could potential be investigated to

improve the mobility. For instance, the scope of this work was limited to the Using the sequential method

of creating semi-IPNs of epoxy-PMMA due to its relative ease of fabrication, but resulting in swelling the

epoxy to its maximum. However, other processing conditions, such as using the simultaneous method of

fabrication, should be investigated in the future for better control over PMMA content. Additionally, a

better understanding of the extent of polymerization of the PMMA in the epoxy network could be helpful

in optimizing the properties as well. This will be discussed more in chapter 8.
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Figure 6.10: Plot of the KIc fracture toughness at -100◦C vs. the room temperature time DMA E′ value at
1Hz from �gure 6.1 with Epoxy-PMMA IPN data points added (in black).
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Chapter 7

Exploring the E�ect of Humidity on

Thermoplastic Starch Films using the

Quartz Crystal Microbalance

This chapter investigates the utility of the quartz crystal microbalance (QCM) as a nondestructive,

e�cient characterization tool for thin thermoplastic starch (TPS) �lms. Thin TPS �lms (1-2µm) were

prepared using 30 wt-% (w/w solids) plasticizers over starch using either glycerol or an ionic liquid, 1-

ethyl-3-methylimidiazolium acetate ([emim+][Ac−]) as plasticizers, and the di�erences in the mechanical

properties and environmental e�ects were explored. The QCM data showed evidence of retrogradation in

starch-glycerol �lms but not in starch-[emim+][Ac−] by monitoring the �lm thickness over the course of a

week. The modulus of starch-glycerol �lms was higher than starch-[emim+][Ac−], consistent with literature

data and bulk AFM measurements, likely due to superior plasticization by the ionic liquid. Additionally,

increases in the relative humidity (RH) of the environment resulted in an increased areal mass, an increased

viscoelastic phase angle, and a decreased shear modulus. Property changes were moderate at low RH values,

but increased substantially for RH values above 45%. Additionally, the starch-[emim+][Ac−] �lms were

shown to have a relative stable properties at low humidity that may be due to some antiplasticization e�ects

at low water content, despite absorbing more water than starch-glycerol �lms at higher humidity.

This chapter reproduces work from �Exploring the E�ect of Humidity on Thermoplastic Starch Films

using the Quartz Crystal Microbalance� submitted to Carbohydrate Polymers in 2020 with co-authors Daniel
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Domene-López, Qifeng Wang, Mercedes G. Montalbán, Ignacio Martin-Gullon, and Kenneth R. Shull.

7.1 Introduction

Biodegradable and edible �lms made from renewable, abundant sources are increasingly of interest for sus-

tainable applications such as coatings for food products and pharmaceuticals to increase shelf life [194�196],

and to replace petrochemical based plastics for single-use packaging applications [197, 198]. Starch, in par-

ticular, has been extensively studied due to its abundance in nature, widespread use in industry, low cost,

low oxygen permeability, and its ability to be readily cast into thermoplastic starch (TPS), which is odorless,

colorless, and transparent [199�201]. Starch is a hydrophilic and semicrystalline polymer composed mainly

of two polysaccharides, linear amylose and hyperbranched amylopectin, which are held in place by strong

hydrogen bonds that result in microcrystalline regions of lattice like double-helical structures [8, 202�204].

In its native form, starch exists as granules which depends strongly on the botanical origin. with two types of

allomorphs, Type A for grains like corn, wheat and other cereals; and Type B for tubers, like potato. These

two con�gurations di�er on the arrangement of crystallites in the lamellae, allowing more water amount and

di�usion in hexagonal Type B [205].

Due to the hydrophilic nature and the intercrystallite space, water itself is a strong plasticizer [206]. It is

relatively easy to suppress crystal formation altogether, leading to the formation of an amorphous, glassy and

transparent material commonly referred to as (TPS). While non-equilibrium processes are extraordinarily

important in the processing of starch, it is nevertheless useful to consider the equilibrium phase diagram

for the starch/water system. This phase diagram has the general form shown in Figure 7.1, with detailed

phase boundaries taken from the work of van der Sman and Meinders [8], and of Carlstedt, et al. [9]. At

equilibrium, homogeneous, molecular solutions are only obtained at high temperatures and intermediate

water contents (the AS, or amorphous starch region of the phase diagram). Starch �lms are generally

prepared by heating starch/water mixtures into this region. Carlstedt et al. showed rather convincingly that

the high temperature region of the phase diagram has the character of a eutectic system, where 3 phases are

in equilibrium with one another at the eutectic temperature, Te, and overall solution composition equal to

the eutectic composition, we [9]. (Note that solution concentrations in our notation are expressed in terms

of w, the weight percentage of water). When a homogeneous AS solution with a water content less than

we is cooled below the solubility limit of crystalline starch (XS), crystalline starch forms with a lower water

content than the amorphous starch solution with which it is in equilibrium. In the work of van der Sman

and Meinders the upper boundary of the two-phase XS+AS region is referred to as the `melting' curve and
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the lower boundary of this two phase region is referred to as the `gelatinization' curve.

Water Boils

Water + XS

 XS

Glass

XS+AS

AS

Water Freezes

Water + AS

Figure 7.1: Equilibrium starch-water phase diagram. Phases are de�ned as XS for crystalline starch, and
AS for amorphous starch. Adapted from van der Sman and Meinders [8], and Carlstedt, et al. [9].

The maximum equilibrium water concentration in the crystalline starch phase, wmax, is expected to occur

at the eutectic temperature. This point on the phase diagram is the termination of a `swelling' line that

de�nes the amount of water in a crystalline starch sample in equilibrium with pure water. The ability for

the system to reach this crystalline state is determined by the polymer mobility, which is in turn determined

by the amount of water in the starch polymer, which acts as a plasticizer [8, 9]. The material is locked into

a glassy state when the temperature is less than the glass transition temperature, Tg. The glass transition

temperature is quite high for dry starch, but is reduced to room temperature for a water content of ≈20

wt.%. In the portion of the one-phase, crystalline starch (XS) region of the phase diagram that is above

the Tg line, the material will slowly crystallize over time, a process referred to in the starch literature as

retrogradation. Crystalline starch is quite brittle, and retrogradation generally has a substantial negative

impact on the ductility of TPS [207]. As a consequence, the amount of water in a TPS �lm greatly a�ects

its properties [206]. Unfortunately, glassy starch is also quite brittle, and additional plasticizers, such as

polyols like glycerol are often used [208, 209]. These plasticizers increases the compliance, processability,

and longevity of the resulting TPS material [209], but can migrate to the surface and evaporate over time,

resulting in material embrittlement and failure [207, 210�212]. For this reason non-volatile ionic liquids,
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such as 1-ethyl-3-methylimidazolium acetate ([emim+][Ac−]) have been utilized as plasticizers for TPS �lms

[213�216]. Initial investigations into ionic liquid-starch �lms have shown better stability and an enhanced

resistance to retrogradation attributed to inhibition of the migration of the plasticizer to �lm surface due

to the the higher molecular weight, lower vapor pressure, and stronger electrostatic bonds of ionic liquids

compared to polyols. [210, 214, 217, 218]. Overall, [emim+][Ac−] is an excellent choice as a plasticizer

because of its high thermal stability, low density, low vapor pressure, and low toxicity [214, 215, 219], and

because of the depth of its characterization in the literature [220�223]. The structure of [emim+][Ac−] is

compared to glycerol in �gure 7.2.

a. b.

Figure 7.2: Chemical Structure of (a) glycerol and (b) 1-Ethyl-3-methylimidazolium acetate [emim+][Ac−],
the two starch plasticizers used in this investigation

Even when additional plasticizers are added to TPS, the plasticizing e�ects due to absorbed atmospheric

water play an important role. Although many di�erent variables can a�ect the properties of TPS �lms, such

as starch source [200, 224�226], plasticizer type [204, 213, 227�231], plasticizer content [227, 229, 232, 233], the

presence of other polymers due to blending [234�236], and �ller type/concentration [213], water adsorption

a�ects the properties in all cases. Generally, the mechanical strength of TPS �lms decreases with increased

plasticizer content and drops sharply with increasing water absorption, as a result of the aforementioned

Tg reduction [208]. However, in some cases, small amounts of water or plasticizer can actually facilitate

recrystallization, resulting in an increased modulus and decreased ductility [237�239]. Because of these

complicating e�ects, the reported results of the humidity dependent TPS �lm moduli in the literature are

not always consistent, showing drops in modulus by over an order of magnitude [204, 227, 240], smaller

drops in modulus (by a factor of 2-3) [239], no substantial change in modulus [234], no clear trend (randomly

increasing and decreasing) [228, 241], or even increasing with increasing humidity [230]. Given the potential

of TPS to be used in very di�erent relative humidity environments, understanding the humidity dependence

of TPS mechanical properties and aging behavior is of critical importance.

The mechanical properties of TPS �lm are typically evaluated using tensile testing. Although tensile test

methods are �rmly established and standardized for material characterization, they are labor intensive, time
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consuming, and destructive techniques. The tests can be particularly cumbersome when long equilibration

times are needed in order to investigate humidity a�ects associated with the presence of adsorbed water

[204]. Given the number of variables that can a�ect the properties of TPS �lms (starch source, plasticizer,

plasticizer content, etc....), a non-destructive mechanical characterization technique that can be used to

e�ciently measure water content while also providing mechanical property information at di�erent humidity

levels is of considerable interest. In this paper we describe the use of the quartz crystal microbalance (QCM)

for this purpose.

The quartz crystal microbalance produces a shear acoustic wave by oscillating a piezoelectric quartz

crystal at its resonant frequency in the megahertz regime [242]. The shear wave propagates through a thin

�lm deposited on the surface of the crystal, and the changes in acoustic impedance compared to a bare

crystal can be used to calculate the �lm thickness and the linear viscoelastic properties of the �lm [243�246].

The QCM o�ers several advantages over traditional testing methods used for measuring the humidity e�ects

on TPS �lms:

� The QCM can measure changes in �lm thickness and the viscoelastic mechanical properties simulta-

neously, and so the e�ects of water absorption on �lm properties can be linked unambiguously.

� The QCM is non-destructive, so the mechanical properties and thickness of the same �lm can be tested

and monitored continuously over time and as a function of changing environmental condition, such as

relative humidity.

� The QCM uses �lms with thicknesses in the micron range, which is thick enough so that bulk proper-

ties are measured, but thin enough so that sample equilibration with the local environment is rapid,

typically over a time period of minutes to a couple hours at the most.

The use of the QCM to measure adsorption in thin �lms is widely understood [247, 248]. While moisture

isotherms of TPS �lms have previously been measured with QCM-based techniques [249], QCM has not,

to the best of our knowledge, been utilized extensively or coupled with viscoelastic property measurements

for TPS. The calculation of viscoelastic properties from the QCM is more complex than than the mass

measurements, but quantitative viscoelastic QCM methods have been developed in recent years [24, 245, 250,

251]. Here we demonstrate the utility of the QCM in evaluating the humidity response of the water content

and mechanical properties of thin TPS �lms. Two TPS systems are investigated, one plasticized with glycerol

since it is widely used, understood, and known to present quick retrogradation, and the other plasticized
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with the promising higher molecular weight ionic liquid, [emim+][Ac−]. The e�ect of the plasticizer on the

mechanical properties of the TPS �lms in di�erent relative humidity environments is explored.

7.2 Materials & Methods

7.2.1 Preparation of Thermoplastic Starch

TPS �lms were prepared by the casting technique following the procedure described in Domene-López, et al.

[200, 226]. Brie�y, the �lm-forming solution was composed of potato starch (5 wt.%), plasticizer (glycerol or

[emim+][Ac−]) (1.5 wt. %) and distilled water (93.5 wt. %). The solution was stirred at room temperature

for 45 min and then heated up to 96 ◦C for 40 min, to guarantee complete starch gelatinization. The

mixture was then cooled down, degassed under vacuum for 7 min and �nally poured onto Petri dishes (0.34

g/cm2). The plates were dried in an oven with circulating air at 50 ◦C for 48 h. The dried �lms were

peeled o� and used for the experiments. Potato starch (20.5% amylose) was provided by Across Organics

(Geel, Belgium), glycerol was supplied by Fisher Chemical (Geel, Belgium) and [emim+][Ac−] was supplied

by IoLitec (Heilbronn, Germany).

7.2.2 Thermoplastic Starch-QCM �lm deposition

The prepared TPS �lms were re-dissolved in water by placing 0.5g of the �lm in a beaker with DI water with

∼ 39.5mL of water (2.5wt% TPS). The mixture was heated to boiling and re�uxed for about 45min until

the starch seemed uniformly dissolved. The mixture was then diluted by a factor of 2 with DI water. The

resulting 1.25wt% TPS mixture was then passed through a 0.4µm �lter to removed large starch granules

from the mixture and improve �lm uniformity. A calibrated QCM crystal was then placed on a hot plate set

to 90-100 ◦C. After letting the crystal sit on the hot plate for 1-2 minutes, ∼ 20µL of the �ltered 1.25wt%

TPS mixture was pipetted onto the gold electrode of the QCM crystal and spread out with the pipette tip.

The water was then allowed to evaporate, leaving behind a TPS �lm on the electrode surface. It's important

for the �lm to be uniform and smooth over the center of the electrode for good quantitative QCM �t data.

This includes controlling the rate of water evaporation through the heat of the hot plate. If the water is

removed too fast, the �lm can become very rough and inhomogeneous, whereas if the water evaporates too

slowly, the starch can concentrate at the edge of the �lm, resulting in a �co�ee-ring� pattern, that is also

rough and inhomogeneous [252].
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7.2.3 Quartz Crystal Microbalance Experiments

7.2.3.1 Quartz Crystal Rheometry Set-up & Theory

QCM measurements were taken with 5 MHz AT-cut quartz disks with gold electrodes deposited on both

sides, obtained from RenLux Crystal (Guangdong, China). To record measurements, the crystal was placed

in a holder from Advanced Wave Sensors (Valencia, Spain), which was attached to a N2PK Vector Network

Analyzer (VNA), that collected the impedance spectra of the crystals. Before �lm deposition on the QCM

crystal, the bare crystal reference frequencies (fn) and half width at half maximum of the resonance peaks

(Γn) for the �rst three odd harmonics (n = 1, 3, 5) were measured at room temperature every minute for

about 1 hour.

After the bare crystal was measured, the TPS �lm was deposited as described in section 7.2.2. After the

QCM holder, crystal, and sample were placed in a sealed container over Drieriter desiccant (Alfa-Aesar),

and the impedance spectra were collected. From the resulting impedance spectra, the change in resonance

frequency ∆fn and change in the change in half width at half maximum of the resonance peaks (∆Γn) of

the crystal + TPS �lm compared to the bare crystal are collected. These values both make up the complex

frequency shift, ∆f∗n, given by eq. 7.1. From the ∆f∗n of two resonance harmonics, a system of three

equations of the complex resonant frequency related to the viscoelastic properties, described in DeNolf, et

al., using in-house Python programs [245]. From this, the areal mass, ρd (where ρ is the density and d is

the thickness), phase angle, φn, and product of the density and complex modulus magnitude, ρ|G∗n|, can be

calculated.

∆f∗n = ∆fn + i∆Γn (7.1)

As described in previous QCM literature [250, 253], the quality of the viscoelastic calculations depends

on 1) the �lm thickness, and 2) �lm uniformity. In regards to thickness, if the �lm is too thin, the �lm is

in the Sauerbrey limit, shifts in peak width, ∆Γn, are quite small, ∆f scales linearly with n, and su�cient

information is not obtained for obtaining the viscoelastic properties [246]. The frequency shift is determined

by the mass per are of the �llm and is given by eq. 7.2, where ∆fsn is known as the Sauerbrey shift, and

Zqis the electrical impedance of the bare quartz crystal.

∆fsn =
2nf21
Zq

ρd (7.2)
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On the other hand, if the �lm is too thick, and the �lm is very sti�, the conductance signal will become

�overdamped�, preventing collection of a reliable resonance signal, particularly at higher harmonics. As

a result, only intermediate thicknesses can accurately measure both thickness and viscoelastic properties

simultaneously. In this ideal region, the complex frequency shift deviates from the Sauerbrey prediction

according to eq. 7.3. The response is determined by the viscoelastic phase angle, φn, and d/λn, the �lm

thickness divided by the wavelength of the shear wave within the �lm [24, 245]. The shear wavelength within

the �lm, λn, is related to the material complex shear modulus by eq. 7.4. To obtain the three properties

of interest, ρd, φn, and ρ|G∗n|, a set of three equations satisfying eq. 7.3 must be solved using the collected

∆fn and ∆Γn from at least two di�erent harmonics. For example, according to the method described by,

DeNolf, et al., setting ∆f3 from the third harmonic and ∆f5 from the �fth harmonic equal to the real part

of eq. 7.3, and ∆Γ5 from the �fth harmonic to the imaginary part of eq. 7.3, will allow, ρd, φn, and ρ|G∗n|

to be determined. This solution is referred to as the 3:5,5 solution, but other solutions can also be solved,

for instance, using ∆Γ3 for the third equation instead of ∆Γ5 would result in the 3:5,3 solution. Given

edge e�ects that often complicate accurate measurement of f1, and the greater possibility of becoming over

damped for the higher order harmonics (n = 7, 9, ...), the 3:5,3 and 3:5,5 solutions are typically used [250].

∆f∗n
∆fsn

=
− tan {(2πd/λn) (1− i tan (φn/2))}

(2πd/λn) (1− i tan (φn/2))
(7.3)

λn =
1

nf1

(
|G∗n|
ρ

)1/2
1

cos(φn/2)
(7.4)

Additionally, given the desire to measure water absorption in response to humidity, thickness will increase

over the course of the experiment, causing the potential of entering the overdamped region at higher humidi-

ties. Given this, it is important that the sample is thick enough to avoid being in the Sauerbrey regime, but

still given enough room to expand and still be in the viscoelastic regime. According to Sadman, et al., the

optimum regime is when the measured value of d/λnfor the harmonic whose ∆Γnis used in the viscoelastic

calculations (i.e. d/λ3for 3:5,3 and d/λ5for 3:5,5) is between 0.05 and 0.2 [253]. As such, a �lm with the

most room to grow would be when the d/λ5 ∼ 0.05 using the 3:5,5 solution at 0% relative humidity, which

will be shown to be ρd ∼ 1.5− 2.0µm · g/cm3.

The second possible issue for good viscoelastic data is �lm roughness and uniformity. The validity of

equation 7.3 assumes the �lm is homogeneous through the thickness of the �lm and laterally across the

electrode surface, which could be a problem in a TPS �lm if large recrystallized granules exist in the �lm
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[250, 254]. Large granules, inhomogeneities, and surface roughness can create interference in the propagating

shear wave, which could lead to in�ated measurements of ∆Γn. Thus, careful attention needs to be paid

to �lm deposition on the QCM as described in section 7.2.2. To determine if a newly cast �lm presented

reasonable viscoelastic measurements from the processed QCM data, the resulting calculated measurements

of ρd, φn, and ρ|G∗n| were used to predict the ∆Γn not used in the determination of the aforementioned

properties (∆Γ3 for the 3:5,5 solution). If the predicted ∆Γn deviates signi�cantly from the measured the

∆Γn (> 30% di�erence), then the resulting viscoelastic measurements were not considered to be reliable.

Overall, before further QCM analysis of the TPS �lms in the subsequent study, two criteria of the �lms

were met from the initial evaluation of the �lm using the 3:5,5 solution: 1) the initial values for d/λ5 were

approximately 0.05 to allow room for the �lm to grow over the course of the experiment, and 2) the values

of ∆Γ3calculated using the 3:5,5 solution should not deviate from the measured values of ∆Γ3 by more than

30%. If a �lm did not meet these initial criteria, it was remade.

7.2.3.2 Saturated Salt Fixed Humidity Points

Saturated aqueous salt solutions were used as humidity �xed points in this investigation. Using a solubility

reference guide [255], speci�ed quantities of the salt were mixed with de-ionized water and stirred vigorously.

Excess salt was added, so that some salt remained undissolved at the bottom of solution ensure saturation.

A saturated salt solution will have a �xed vapor pressure, which will �x the humidity of a closed container

holding the aqueous solution [10]. Table 7.1 shows the saturated salt solutions and the corresponding

humidity at room temperature used in this investigation. The listed salts were sourced from Sigma-Aldrich.

Saturated Salt Solution Humidity (%)

LiCl 11.3
K[C2H3O2] 22.5

MgCl2 32.8
K2CO3 43.2

Mg(NO3)2 52.9
NaBr 57.6

NaNO2 65
NaCl 75.3
KBr 84.3

Table 7.1: Equilibrium Relative Humidity of Selected Saturated Salt Solutions at Room Temperature [10].
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7.2.3.3 Controlled Humidity QCM Set-Up

To control the humidity a�ecting the TPS �lm on the QCM crystal, the QCM crystal holder was suspended

over the saturated aqueous salt solution in a sealed beaker, as shown by the schematic in �gure 7.3. As

described earlier, the 0% humidity point was found by equilibrating above Drieriter desiccant for about a

week before the humidity experiments. Then the aqueous solutions were added, starting with the lowest

humidity �rst. Harmonics were analyzed every minute until measurements for thickness and mechanical

properties stabilized, which took about 1-2hrs before moving on to the next one. Humidity experiments

were done over the course of two days. In between the two sets of humidity experiments the �lm, was

equilibrated back to 0% RH over desiccant overnight.

Figure 7.3: Schematic of QCM humidity experiments of the thermoplastic starch �lms. The QCM crystal
holder with the sample is suspended above a saturated salt solution in a sealed container. Outside the
container, the QCM holder is connected to the VNA (Vector network analyzer) and then the computer.

7.2.4 Atomic Force Microscopy (AFM)

AFM Force curve spectroscopy experiments were conducted on a Bruker Dimension ICON using the FAST-

Force Volume mode. Experiments were conducted with a Bruker RTESPA-300 AFM probe, a silicon nitride

AFM probe with a nominal spring constant of 40 N/m for the experiments. The tip radius was measured

to be approximately 47.7nm using from the analysis of force-displacement curves of a polystyrene standard
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sample from Bruker (PSFILM-12M) with a modulus of 2.7GPa using a JKR model [52]. De�ection sensitiv-

ity of the cantilever was calibrated with a sti� sapphire sample, and the true spring constant was calibrated

using a thermal tuning method according to the Bruker Dimension ICON user manual[39]. Force curves

were collected using a linear ramp rate of 30 Hz. AFM indentation scans were done on the TPS �lms on

a 5mm x 5mm area with 128x128 force curves (16384 total curves), each was analyzed using JKR analysis

of the loading curves, as described in Collinson, et al. [14]. AFM force curves with a poor �t of the JKR

equation, determined by R2 values less than 0.9, were removed from the subsequent analysis.

7.3 Results

7.3.1 Stability Experiments

7.3.1.1 QCM Rheometry Data for Thermoplastic Starch Films at 0% Relative Humidity over

1 Week

The starch �lms on the QCM crystal sat in a sealed contained �lled with desiccant to remove the e�ects of

moisture for about a week before any further tests were conducted. The results of this data are shown in

�gure 7.4. Some water was still in the �lm initially, so the data begins that plot at about an hour after the �lm

is deposited. Figure 7.4a, shows the relative thickness, which is the measured areal mass normalized by the

areal mass after the �rst hour of deposition,1.95µm · g/cm3 for starch-glycerol and 1.5µm · g/cm3 for starch-

[emim+][Ac−]. Assuming the density of the �lm is relatively constant, changes of this ratio will correspond

to thickness changes. After 6 days, clearly the starch-[emim+][Ac−] system's thickness was stable for the

entirety of these six days. The starch-glycerol �lm, however, showed a clear continuous drop in thickness

over the course of the week, leading to a 2% drop in thickness, or from 1.95µm · g/cm3 to 1.90µm · g/cm3.

This is likely attributed to the �retrogradation� of the starch-glycerol �lm, with the glycerol migrating to

the �lm surface and evaporating [207]. Thus, it does show that the thickness of the [emim+][Ac−] /starch

�lm is more stable than the starch-glycerol over this time period.

Looking at the phase angle (7.4b) and the modulus (7.4c) data, the mechanical properties of the both �lms

seem to be stable in this time period, meaning the retrogradation of the starch-glycerol has not noticeably

e�ected these viscoelastic properties in this period of time. Longer stability experiments may be necessary

to detect these. The modulus data (ρ|G∗| ) showed that the starch-glycerol system had a noticeably higher

modulus (∼ 800MPa) to the ionic liquid/starch system (∼ 500MPa). This is consistent with [emim+][Ac−]
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being a better starch plasticizer than glycerol, given the lower �lm modulus, which would indicate a lower

degree of starch recrystallization. One thing that is a little confusing is that the starch-glycerol �lm has a

higher phase angle than the ionic liquid starch �lm despite having higher sti�ness. Higher phase angle would

suggest higher dissipative properties, which would suggest better plasticization. However, both the starch

�lms still have very low phase angles (∼ 6◦ for starch-glycerol and ∼ 1.5◦ for starch-[emim+][Ac−]), so both

�lms are still very glassy.

Figure 7.4: Plot of (a). relative thickness, normalized by areal mass measurement at t = 0 (b). phase angle,
and (c) complex shear modulus at 15 MHz measured from 3:5,5 solution of QCM data of starch-glycerol
and starch-[emim+][Ac−] �lms in a sealed container with Drierite dessicant (0% humidity) for 6.5days. Plots
start an hour after �lm deposition.

7.3.1.2 Comparison to AFM Indentation Data

To assure the validity of the QCM modulus measurements the modulus results were compared to AFM-

nanoindentation data, as described in section 7.2.4. AFM experiments were done on a Bruker Dimension

Icon in the Fast Force Volume Mode. Scans were done on a 5mm x 5mm area with 128x128 force curves (16384

total curves), each was analyzed using JKR analysis using an 40N/m RTESPA-300 silicon nitride cantilever

with a tip radius of approximately 47.7nm. The measured modulus distribution is shown in �gure 7.5. Like

the QCM data, it showed the starch-glycerol �lm as having a higher modulus than the starch-[emim+][Ac−]

�lm. Likewise, the AFM showed a similar order of magnitude to the modulus data in �gure 7.4c.

Converting the young's modulus, E, to the shear modulus, G, by E = 2G(1 + ν), where ν is Poisson's

ratio, the modulus reported from AFM is still slightly lower than that of the QCM. The larger measured

modulus in QCM is consistent with the fact that QCM is conducted at a much higher frequency (15MHz)

than AFM (30Hz). Nevertheless, the two measurements are similar order of magnitude, and similar trend
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helps give con�dence in the QCM data. Additionally, there is noticeably more spread in the starch-glycerol

data than the starch-[emim+][Ac−] data, which may be more evidence of �lm retrogradation.

Figure 7.5: AFM indentation modulus distributions for the TPS �lms deposited on the QCM crystals.

7.3.2 Humidity Experiments

The resulting data collected from the humidity experiments described are section 7.2.3.3 is shown in �gure

7.6. The �rst plot (7.6a) shows the relative thickness as a function of humidity, where the measured areal

mass is normalized by the areal mass when the humidity is 0% (equilibrated in desiccant), which was

1.90µm · g/cm3 for starch-glycerol and 1.5µm · g/cm3 for starch-[emim+][Ac−]. Both the [emim+][Ac−] and

glycerol plasticized starch �lms increase in thickness with increasing humidity linearly at approximately the

same rate initially, consistent with other moisture isotherms of TPS with di�erent plasticizers [204]. Above

45% humidity, the thickness seems to increase more rapidly with more humidity, marked by a sudden change

in slope. Additionally, the starch-[emim+][Ac−] sample starts to increase in thickness more than the starch-

glycerol sample, up to a 30% increase in thickness at 75% humidity for starch-[emim+][Ac−] compared to

a 25% increase in thickness for starch-glycerol. The next �xed humidity point (84%), resulted in the 5th

harmonic being over-damped for both �lms (d/λ5 > 0.2, see section 7.2.3.1), and so accurate measurements

could not be done above 75% on these �lms. Likewise, phase angle, (�gure 7.6b), a measure of mechanical

dissipation, increases with increasing humidity as more evidence of increasing water content in the �lm.

Similar to the thickness trend, a noticeable change in slope of the phase angle with respect to humidity is

seen around at 45% humidity. At 75% Humidity, the phase angle for both reach around 45◦, which signi�es

the point where the loss modulus (dissipative component) surpasses the storage modulus (elastic component).
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Examining the generalized phase diagram depicted in �gure 7.1, it is likely that the saturation limit of water

in the TPS �lm is being reached.

The humidity dependent sti�ness, shown by the plot of ρ|G∗| vs. humidity in �gure 7.6c, likewise shows

a decreasing sti�ness of the �lm with increasing relative humidity, which is as expected for increased water

uptake. Here, the initial decrease in sti�ness is much less for both samples at lower humidity, and like

the other properties, the sti�ness begins to decrease rapidity above 45% humidity. Here, the decrease in

sti�ness at high humidity is much more in the starch-glycerol �lm than in the ionic liquid/starch �lm, as

they both reach ∼100MPa, but the initial sti�ness is higher in the starch-glycerol �lm, leading to almost an

order of magnitude decrease in sti�ness, This, combined with the large phase angle, could lead to loss in the

structural integrity of the �lm. Although the �lms were unable to be tested above 75% relative humidity,

the trends suggests that it would likely lead to moduli <100MPa and phase angles >45◦.

Figure 7.6: Plot of the (a). relative thickness, (b). viscoelastic phase angle, and (c) complex shear modulus
at 15MHz vs. Relative Humidity for the Starch-Glycerol and Starch-[emim+][Ac−] �lms. Properties were
calculated from the 3:5,5 solution of the QCM data.

With the ability to measure the areal mass, viscoelastic phase angle, and complex moduli simultaneous,

each of these properties can easily be compared with each-other to better understand relationships between

water-absorption and mechanical properties. Figure 7.7a and b plot the φ and ρ|G∗| vs. the relative thickness,

respectively. This e�ectively shows the change in properties as a function of water content. As expected,

phase angle increases and modulus decreases with increasing water content. However, it is more apparent

in these plots that the e�ect of water in the starch-glycerol �lms begins to change the mechanical properties

immediately, with the phase angle increasing and the modulus decreasing monotonically with increasing

water content. However, the starch-[emim+][Ac−] �lms seem to be more resistant to mechanical property
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changes at low humidity/water content. The phase angle does not seem to change noticeably until the

thickness has increased by more than 5%, at a relative humidity of 32.8%. ρ|G∗|, on the other hand, remains

stable to a relative thickness increase of 11%, or for all data points below a RH of 45%. A closer look at

the low humidity region actually shows the modulus slightly increasing from 0% RH to 11% RH, before

beginning to decrease with further humidity/water content increase. The increase in modulus is very small,

but was shown to be consistent with other starch-[emim+][Ac−] �lm. This would suggest that there is an

antiplasticization e�ect for these starch-[emim+][Ac−]�lms at low humidity, when water is �rst introduced

to the �lms. Lourdin, et al.. reported that antiplasticization occurs in starch-glycerol �lms at low humidity

when the glycerol content is below 12% (w/w), where in these �lms, the plasticizer content is 30% (w/w)

[237]. Antiplasticization of the �lm due to water at such high plasticizer content is very interesting, and

further investigation is needed to verify and understand why this is the case. Regardless, this allows the

modulus of the material starch-[emim+][Ac−] to maintain stability at low humidity. On the other hand,

above 45% RH, the starch-[emim+][Ac−] begins to take up water more easily than the starch-glycerol �lm

and the sti�ness rapidly decreases.

Another way to look at the humidity data results is through a van Gurp-Palmen (vGP) plot, which plots

the measured phase angle vs. the measured shear modulus, as seen in �gure 7.7. This allows a comparison

of both phase angle and modulus for both samples on a single plot. For both �lms, the data starts on

the right: low phase angle and high modulus, at 0% humidity. With increasing humidity, the phase angle

increases and the modulus decreases at approximately the same rate, despite the di�erences in magnitude

for each property. Each �lm seems to follow a set curve on the vGP plot, except for a single point of the

starch-[emim+][Ac−], the one at 0% humidity is slightly to the right of the main curve. This is again evidence

of the antiplasticization of this �lm.
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Figure 7.7: Plots of (a) viscoelastic phase angle and (b) complex shear modulus vs. the relative thickness
of the 3:5,5 QCM data of the starch-glycerol and starch-[emim+][Ac−] �lms from the humidity experiments
plotted in �gure 7.6. (c) vanGurp-Palmen Plot of the QCM humidity experimental data for the same TPS
�lms. The data at 0% humidity is on the right, then moves up in phase angle and down in modulus with
increasing humidity.

The properties of the �lm post-humidity experiments were also of interest, to see if the absorbed water

could be completely removed, and to see if there were permanent e�ects on the �lm properties. Since the

humidity experiments took 1-2hr for each humidity point, the experiment had to be broken into two separate

days. After each day of experiments, the aqueous solutions was replaced with desiccant and allowed to dry

overnight, so the properties of the �lm during the humidity experiments at 0% humidity were assessed three

times: before any humidity experiments, after measurement at 52.9% humidity (Mg(NO3)2 saturated salt

solution), and then once again after the end of the humidity experiments (attempt of 84.3% humidity with

KBr saturated salt solution). The plots of the relative thickness, phase angle, and shear modulus at each

of these points are shown in �gure 7.8. A few distinctions between the samples emerge. First, looking at

the relative thickness in �gure 7.8a, it's important to note that the thickness di�erences after the humidity

experiments for both samples are very, very small, so the di�erences could be negligible. However, the data

as is shows opposite trends for the two samples. The starch-glycerol thickness decreases by -1.42% after the

humidity tests are completed, which is much faster than the rate of thickness loss found over the course of

week before the humidity experiments. It is possibly that the absorption of water by the �lm and subsequent

drying increases the rate of retro-degradation, but more experiments may need to be done to verify this.

On the other side, for the starch-[emim+][Ac−], the thickness actually increased after the humidity

experiments, but by an even smaller amount, 0.5%. This could signify that the �lm hold on to a very small

amount of water once exposed to very high humidity that doesn't come out easily. The increased phase angle
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for the starch-[emim+][Ac−] sample (7.8b) could signify more water in the �lm. However, the starch-glycerol

�lm also shows an increase in phase angle, despite showing mass loss. Additionally, the shear modulus data

also show a very slight drop in the shear modulus for the glycerol starch �lm, and an even slighter increase

in modulus for the ionic liquid starch �lm, which is kind of the opposite trend you'd expect for both cases

given the thickness results. Another possible explanation is, that damage to the �lm has made the sample

more rough, and caused more errors in the viscoelastic calculation. Examination of the ∆Γ �ts (as discussed

in section 7.2.3.1), shows that the deviation of the experimental data and the resulting viscoelastic solutions

increases after the humidity experiments. It's important to note that these �tting errors cause error mostly

in the viscoelastic property calculations (φ, ρ|G∗|), but shouldn't a�ect the thickness measurements as much,

which depend more on ∆f . Future investigations will likely look at the e�ects of these TPS �lms after much

more humidity cycles to understand the long term e�ects of humidity exposure and drying.

Figure 7.8: QCM measurements of TPS �lms at 0% humidity at three di�erent points during humidity
experiments: before humidity experiments, after the measurement of 52.9% humidity (Mg(NO3)2) saturated
salt solution), and after the end of the humidity experiments (84.3%, KBr solutions). Measurements are (a)
relative thickness, (b) phase angle, and (c) shear modulus (ρ|G∗|).

7.4 Conclusions

This investigation has shown QCM to be a versatile and useful tool to evaluate the mechanical properties

of TPS �lms in response to environmental stimuli, and evaluate the use of di�erent plasticizers, such as

glycerol and 1-ethyl-3-methylimidazolium acetate ([emim+][Ac−]). Several advantages of QCM testing over

previously used tensile testing methods for mechanical property analysis were shown, as QCM is a non-

destructive technique that only requires a small amount of test material, allowing the study of the e�ect of



172

a wide range of environmental stimuli, such as humidity, on a single TPS �lm, that will equilibrate to its

environment quickly.

Thus, using the QCM, several advantages of the ionic liquid, [emim+][Ac−], over glycerol as a plasticizer

for TPS were demonstrated. Testing the TPS �lms over desiccant for 1 week showed evidence of a 2% mass

loss for starch-glycerol �lms likely due to evaporation of glycerol from the �lm, but the �lm thickness of the

starch-[emim+][Ac−] remained stable over the same time. As a better plasticizer, the measured modulus of

starch-[emim+][Ac−] was noticeable lower than that of starch-glycerol, which agreed with complementary

AFM indentation data. The AFM indentation also gave evidence of retrogradation in the glycerol-starch

�lm shown by a wider distribution in the AFM modulus compared to that of the starch/ [emim+][Ac−].

In response to humidity, both �lms showed a similar increase in mass with relative humidity until about

45% RH, at which the starch/ [emim+][Ac−] �lm began to absorb more water than the starch-glycerol �lm,

suggesting that [emim+][Ac−] is more sensitive to water absorption. This was coupled to similar trends

in mechanical properties: increased phase angle and decreased modulus with increased water absorption,

dropping by almost an order of magnitude over the tested humidity range, but with some key di�erences.

Although the modulus of starch-glycerol decreased (and phase angle increased) monotonically with increased

RH, the mechanical properties of the starch-[emim+][Ac−]remained relatively stable up until 45% RH, even

showing a slight increase in modulus at low RH, evidence of some antiplasticization e�ect, before beginning

to drop sharply above that point. The stability of TPS �lms in response to humidity is of great inter-

est for potential applications in consumer packaging, and this shows some potential of ionic liquids like

[emim+][Ac−]to maintain its properties better than polyol TPS �lms. However, the properties still begin

to change very rapidly above 45% RH as a result of increased water absorption, and so future work will

likely look to �nd di�erent ionic liquids or additives that reduce water uptake into the TPS �lm at high RH.

Additionally, both �lms showed some evidence of �lm quality depreciation after the conducting the humidity

tests as a result of swelling and deswelling the �lm, but future investigations will be needed to show the

e�ects of multiple cycles of humidity exposure and drying on these TPS �lms.

Overall, QCM has the potential to be used for future studies on temperature, humidity, and aging of the

TPS �lms and the development of new TPS formulations. It will be a vital tool for evaluating and optimizing

di�erent plasticizers, hydrophobic polymer additives, and starch sources much more quickly and e�ciently

than traditional testing methods.
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Chapter 8

Conclusions & Future Work

This thesis discussed design-driven mechanical property characterization approaches to polymer and

polymer composite materials development for three di�erent polymer materials systems: crosslinked rubbers,

epoxies, and thermoplastic starch. Despite the unique motivations and distinct experimental investigations,

the investigations of each system was connected with at least two out of the three major themes introduced

in chapter 1:

1. Mechanical characterization technique development.

2. Understanding the structure-property relationships, and by extension, the link between bulk and local

mechanical properties.

3. Bridging the gap between experiments and computational simulations.

In this �nal chapter, the work presented in this thesis is summarized for each other three polymer systems

in terms of how the work relates to the aforementioned themes. Additionally, the suggested future work and

direction of each project will be discussed.

8.1 Rubber Composite & AFM Work: Incorporating Interphase

Data with Composite Simulations

In chapter 3, an AFM nanoindentation method was developed from accessible AFM indentation modes to

measure and map the local viscoelastic properties of elastomeric blends and composites (theme 1). Quan-

titative agreement between DSI nano-DMA and bulk DMA viscoelastic master curves was demonstrated
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for two di�erent homogeneous elastomers: styrene butadiene rubber (SBR) and synthetic natural rubber

(SNR), and the capability of the technique in acquiring quantitatively accurate viscoelastic property maps

of heterogeneous soft solids was validated through experiments on an SBR-SNR blend sample (theme 2).

However, as mentioned in section 3.1.1, the main motivation behind the development of the DSI-AFM vis-

coelastic property characterization technique was to characterize the viscoelastic behavior interphase regions

in carbon black - rubber composites in order to improve computational models to predict bulk viscoelastic

behavior (theme 3). The application of this method to computational models has yet to be fully addressed,

but some initial �proof of concept� simulations have been conducted.

Initial investigations of carbon black - rubber composites with the DSI technique, shown in �g. 3.15,

showed the rubber regions around the particle to be of higher modulus and higher loss tangent than the

matrix-regions further from the particles, which would suggest a shift of approximate 1.3 orders of magnitude

in frequency of the neat, un�lled SBR master curve towards the glassy regime with approximate interphase

width of ∼50nm. Some assumptions could be taken from this initial AFM data and applied to a rough 3-D

voxelated rubber-composite model using �nite element analysis (FEA) to simulate viscoelastic mechanical

behavior. This model had three components, the carbon black particles, the rubber matrix, and an interphase

region. The particles were assumed to be purely elastic, the matrix given the viscoelastic master curve

from the DMA data corresponding to the un�lled SBR system (�g. 3.4a), and the interphase given the

same mastercurve shifted towards the glassy regime ∼1.3 orders of magnitude (shift of the peak to lower

frequency), with interphase width ∼50nm as estimated from the AFM experiments. The initial results are

seen in �gure 8.1a for the simulation of the loss tangent master curve for a 10wt% N121 carbon black-

SBR rubber composite. The experimental loss tangent curve of the 10wt% carbon black-SBR composite is

plotted in black, whose loss peak is at a higher frequency and lower magnitude than the un�lled rubber matrix

material (blue). The results of the simulation when no interphase is input (only structural & geometric e�ects

from particles) shows only a reduction in the peak loss tangent but no shift in frequency (green). However,

the the system with the interphase as previously described results in the curve in red, showing a shift in

phase angle peak to lower frequency, the opposite of what is seen in the true rubber composite data.
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a. b. c.

Figure 8.1: Comparison of experimental DMA tanφ master curves of 10wt% N121 carbon black-styrene-
butadiene tubber (SBR) composite (black stars) to a �nite element analysis simulation of a 3-D voxelated
composite composite model with ~50nm interphase red (a,b). The blue (a,b) line shows the inputted tanφ
master curve of the matrix material, which was generally determined from DMA of the un�lled system,
and the green line (a,b) shows the corresponding composite simulation when no interphase is included in
the model. (a) shows the case when the interphase region is given the viscoelastic properties of the matrix
master curve shifted towards lower frequencies (to the left) by 1.3 orders of magnitude, as the result of
sti�ening suggested by the AFM DSI data. (b). Shows the potential �interphase softening� case where the
interphase is given properties of the matrix shifted towards higher frequencies (to the right). (c). Shows
the �matrix softening� case where the input matrix master curve is shifted ∼3 orders of magnitude towards
higher frequencies (to the right). In this model the matrix master curve is red, and the output FEA is given
by the red stars. This model used two step interphase regions, the sti�est, near the particle (yellow), and a
less sti� region further from the particle (purple). Simulations & Plots Courtesy of Dr. Xiaolin Li.

Given the molecular motions of the rubber will be restricted near carbon black particles, and the AFM

experimental data show a sti�ening of near the carbon black particles, it should be expected that the addition

of sti� particles result in a shift in the dynamics towards low frequency/high temperature, as the FEA model

predicts. Instead the opposite is seen in the experimental DMA data. So, one of two things could be

happening:

� The interphase region is softer than the matrix.

� The matrix region of the composite may be softer than the un�lled rubber system.

An FEA of the soft interphase case is shown in �gure 8.1b, which shows the simulated peak matching the

frequency of the experimental data (but not the magnitude). However, this soft interphase hypothesis is in

direct violation with our AFM DSI �ndings from chapter 3, and investigation from other research in rubber

composites have shown similar sti�ening of the interphase rubber layer near �llers [98]. This leaves the

soft matrix case, and some research has suggested that the process of curing elastomers like rubber with

rigid �llers in situ reduces the crosslink density of the rubber in the composite [256�258]. Given that lower
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crosslink density leads to lower sti�ness [259], this hypothesis seems more probable, and the DSI technique

is the perfect tool to test it.

Following a similar protocol from section 3.4.2, DSI was performed a 10wt% N121 carbon black - SBR

composite at several temperatures between 0-25◦C and frequencies between 20-1000Hz. A �matrix-only�

region far away from any particles was selected to construct a DSI-master curve of the matrix viscoelastic

properties. This is compared to the DMA master curve of the un�lled system in �gure 8.2a, which shows

that the SBR matrix region master curve in the composite system is shifted to higher frequency, which

suggests a softening of the matrix. To overlap with the DSI, the un�lled SBR master curve frequencies

must be multiplied by 25 (1.4 orders of magnitude), shown in �gure 8.2b. This �matrix softening� situation

was modeled in �gure 8.1c, with 2 interphase layers instead of one with slightly di�erent properties, and

lead to good agreement with the experimental DMA data of the 10wt% carbon black composite. However,

it required a shift in the matrix properties by 3 orders of magnitude, instead of the 1.4 seen in the initial

experiments. However, a lot of assumptions were made in this initial FEA-interphase composite model,

namely a uniform shift in the master curve for the matrix and interphase regions and a �step� interphase

geometry (no gradient in properties).

Figure 8.2: (a) Mastercurves of |E∗| for styrene-butadiene tubber (SBR), reference temperature of 20◦C,
comparing bulk DMA data mastercurve (black) with a mastercurve constructed from AFM DSI nano-DMA
data from the Asylum Cypher-ES (red) of 10wt% N121 carbon black-SBR, averaged only on the matrix
regions, far from CB particles. (b) Same data, except the DMA mastercurve of SBR is shifted in frequency
by a factor of 25, showing better agreement with the DSI master-curve data.
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The fact that the general trends in matrix and interphase properties are consistent in the model and

AFM experiments is promising. Future work related to the local viscoelastic property evaluation of rubber

nanocomposites should focus on:

� The construction of viscoelastic property master curves of di�erent phases in heterogeneous materials,

such as the interphase region and the matrix region of composites, or each phase in a multi-rubber

blend, and a comparison of these properties to that of corresponding homorubber systems, to verify the

existence of matrix or phase softening due to crosslinking density changes when cured in multi-phase

environments. This would help verify consistency of the results presented in �g. 8.2.

� Constructing a consistent time-temperature model of the geometry of the interphase region by collecting

viscoelastic property data around rubber-particle interphases. Currently, the interphase region was

assumed to be constant in shape with time and temperature, although some research suggests that the

thickness can decrease with increasing temperature [113]. This also requires the removal of arti�cial

increases in sti�ness due to indentation artifacts.

In the case of the second point, the need to accurately measured the size and shape of the interphase is

complicated by the potential of arti�cial measurement of sti�ness due to the stress interaction e�ect as a

result of indentation of a compliant material near a rigid substrate. In chapter 4, the stress interaction e�ect

was demonstrated using FEA models, both with and without interphases for elastic, linear indentations. The

extend of broadening of the interphase was directly related to the contact area of the indent (as of the result

of a deeper indentation). Thereby a method was developed to estimate the interphase width based on the

modulus pro�les taken at di�erent indentation depths. This method showed good agreement when applied

to experimental AFM data (theme 3). However, there was still a lot of uncertainty in the data, particularly

due to the geometric inconsistency around the particles. These experiments would also be helped by future

work using a model, more controllable system, such as PDMS-silica composites, adding to the future work:

� Utilizing a model system that is easily reproducible, such as PDMS with silica particles (whose inter-

action with PDMS can be more easily controlled with surface treatment). The carbon-black rubber

systems were proprietary formulations given by Goodyear, and their properties could vary widely

in di�erent batches. Using a system whose formulations we have complete control over would help

tremendously with understanding the behavior of these composite systems.

Additionally, these FEA experiments were elastic indentation experiments. To improve the characterization

of the interphase in rubber composites, if possible given the �nite size of the tips, similar FEA experiments
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need to be done for DSI-type dynamic mechanical indentation experiments to see if the stress inderaction

e�ect deconvolution method discussed in chapter 4 can be applied to the DSI technique. This will then need

to be coupled with AFM DSI indentation experiments near rubber-particle interphases at di�erent peak

forces/indentation depths. Thus, a lot of work still needs to be done to fully understand and characterize

the local viscoelastic properties in these rubber composites to build accurate models for predicting bulk

behavior. Nevertheless, the development of the DSI method and the FEA experiments modeling the stress

interaction e�ect in indentation experiments have laid the ground work for these future investigations, and

increased the understanding of both rubber composites and AFM indentation experiments in the polymer

mechanics community.

8.2 Epoxies With Nanoscale Heterogeneity: Applications to Com-

posite Systems

In chapter 5, the temperature dependent mechanical and fracture properties of the model DGEBA/PACM/Je�amine

systems required the application of standardized characterization techniques (Vicker's indentation tests,

SENB KIc fracture toughness) to custom mechanical testing set-ups with temperature & environmental

controllers (theme 1). These experiments demonstrated the unique low temperature fracture toughness

behavior of the DGEBA/PACM/D2000 systems with nanoscale heterogeneity compared to homogeneous

epoxy systems. The broadened glass transition regime as a result of the heterogeneity lead to the fracture

toughness increasing as temperature decreased below the transition region, leading to a low temperature

KIc plateau that scaled with increasing D2000 content (theme 2). Given the motivation to apply these or

similar epoxies to low temperature structural applications as composite matrix materials, the high KIcat low

temperatures is attractive due to the desire to inhibit crack propagation and failure as a result of thermal

stresses. However, the high KIcat low temperature typically corresponded to low modulus and hardness at

ambient conditions, limiting their utility for structural applications. In chapter 6, we tried to address this

issue by forming semi-interpenetrating polymer networks (IPNs) of the epoxy with PMMA thermoplastic.

The epoxy-PMMA IPNs showed great improvement in ambient sti�ness and hardness, however, the low

temperature toughness also seemed to decrease, which was the characteristic that we wanted to preserve.

Nevertheless, there is still much to learn about these epoxy-thermoplastic IPNs that could lead to im-

proved low temperature performance. There are three main paths of future work in regards to these systems:
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1. Understanding the chemisty of the polymerized PMMA in the epoxy systems.

2. Controlling the PMMA uptake in the epoxy resins (unsaturated IPN)

3. Studying other thermoplastics besides PMMA for epoxy-IPN formation.

In the case of (1), the free radical polymerization in the presence of the epoxy could inhibit the extent

of reaction. It is known that oxygen is a major culprit free radical polymerization inhibition, and even

though the UV curing takes place under nitrogen, there may be some e�ect of the epoxy chemistry, it is

unclear if the polymerization within the matrix of epoxy has any inhibitive e�ects[251, 260]. Since it is not

chemically bonded to the epoxy, the PMMA can be extracted from the semi-IPN by a compatible solvent

like tetrahydrofuran (THF) to be analyzed by mass-spectrometer techniques. Initial MALDI investigations

suggest low MW (∼2000), but the MALDI spectra do not show the characteristic features of PMMA, showing

mass separation of only 58 instead of the expected 100 for PMMA, suggesting that there may be something

else in the IPN or some cross product. Further analysis by gel permeation chromatography (GPC) needs

to be done to very the exact identity of the polymer product. If there is some oxygen inhibition that is

limiting the properties of the IPN, it may be bene�cial to look at thiolene polymerization instead of acrylate

free-radical polymerization. It has been shown that thiolene resist oxygen inhibition in their polymerization

mechanism [251].

Secondly, the amount of the thermoplastic could potentially be controlled for more tailored properties. In

the method presented in chapter 6, the cured epoxies were submerged in the MMA monomer until saturation,

as in, as much MMA as possible. It is possible that complete PMMA saturation inhibits the molecular

motions of the epoxy responsible, which is suggested by the quenching of the β-transition peak in the DMA

data, and the lack of free volume limits the energy absorption capability of the network. As such, it would

be bene�cial to see how controlling the PMMA uptake in the epoxy matrix a�ects the IPN properties. There

is evidence in the literature that there is an optimal range of thermoplastic content for improved mechanical

performance in epoxy-PMMA IPNs [188, 189], for example. Barcia, et al. tried di�erent PMMA content in

their epoxy/PMMA IPNs from 5-30wt% PMMA, and the optimal mechanical properties were found at only

5wt%PMMA [188]. The low temperature KIc-ambient modulus relationship should theoretically change

monotonically with PMMA content between the neat epoxy and saturated epoxy/PMMA IPN, as indicated

in �gure 8.3a in the case of D2000-40. Ideally, it would follow the purple dashed line, maintaining a high

toughness while increasing in modulus until reaching a drop-o�, but it could decrease linearly (red line),

or worse, a steep drop in toughness at low PMMA content (green line). The reality is likely somewhere in
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between, but future investigations need to work in �lling out these intermediate points. Two main ways

to control the PMMA content are either using simultaneous synthetic methods, where the PMMA is cured

at the same time as the epoxy with a thermoinitiator, although this introduces another issue in controlling

phase separation during curing [261], or mixing the MMA with some type of volatile solvent in di�erent

ratios before monomer absorption. The solvent will take up space in the epoxy network during PMMA

polymerization, and evaporate afterwards, reducing the overall PMMA content. This option would be likely

the �rst step since it doesn't change the epoxy synthetic process.

Additionally, there may be an issue of using PMMA, a glassy thermoplastic with low free volume,

that reduces the toughness capability of the epoxy-PMMA IPN and other thermoplastic polymers may

be more equipped to maintain low temperature toughness. Thermoplastics such as bisphenol A glycerolate

dimethacrylate (bis-GMA), shown in �g. 8.3b, may be a better �t for this application, given is chemical

similarity to DGEBA, and its widespread use as a tough dental composite material [262]. So, future inves-

tigation of heterogeneous epoxy-thermoplastic low temperature fracture behavior will likely look at these

systems.
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Figure 8.3: (a). Design Plot of KIc at -100◦C vs. room temperature DMA storage modulus (1Hz) of
DGEBA/PACM/Je�amine epoxies as well as the select epoxy/PMMA IPNs from chapter 6, with potential
pathways for the D400-40-PMMA IPNs to follow as the PMMA content is increased (b). Chemical structure
of Bisphenol A glycerolate dimethacrylate (bis-GMA), a potential replacement for PMMA in the epoxy-
thermoplastic IPN's that is chemically similar to DGEBA. (c). Hexagonal periodic FEA model of epoxy-�ber
composite modeling thermal stresses as a result of di�erences in thermal expansion.

Despite the fact that this epoxy work has been motivated by potential applications for �ber composite,

none of the characterization has been extended to composite systems yet. Thus, the logical direction of this

project is to test the mechanical behavior of these epoxy systems in a �ber-reinforced composite. One such

experimental technique of interest that could potential be very interesting to explore is �ber-fragmentation

tests, which looks at the fragmentation of a single �ber embedded in an epoxy matrix as it is loaded, which

help evaluate the �ber-matrix adhesion [263]. It would be very interesting to evaluate these �ber-matrix

mechanical properties at di�erent temperatures, particularly low temperatures, to see the e�ect of thermal

loading.

However, designing these experiments with di�erent epoxy formulations for destructive characterization

would be very labor intensive task. Thus, it is likely bene�cial to try to evaluate the performance of

the model epoxy systems using computation models before moving to experiments to help decide which

formulations are worth testing (theme 3). FEA simulations of thermal loading can easily be conducted using
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readily available FEA software. Some initial FEA experiments have been conducted to look at the thermal

stresses on an epoxy-�ber composite cross-section as a result of large changes in temperature, such as the

�rst principle stress 2D plot in �gure 8.3c, which shows high thermal stresses in the regions between �bers.

These initial simulations were purely elastic, and did not take into account the temperature dependent

properties of modulus and thermal expansion. Future FEA simulations will need to take into account the

temperature dependence of these properties to compare how stresses may change in the di�erent epoxy

formulations, (especially the ones with a wide glass transition regions). Experimental investigations on the

thermal expansion of these materials have already been done, and large changes in thermal expansion are

seen in the transition regime. Thus, inputting the collected expansion data in these models will help evaluate

the potential of these epoxies to be used in cryogenic applications.

Additionally, given the large amount of fracture surface data presented in sec 5.3.3.3 and Appendix A.2

showed interesting trends with respect to the KIc fracture toughness, another potential avenue of future

work is to develop machine learning algorithms to connect and predict KIc fracture toughness from fracture

surface morphology to enable a more rapid materials design and validation process.

8.3 Thermoplastic Starch

Chapter 7 presented a non-destructive, e�cient method to measure the full range of humidity dependence

of viscoelastic mechanical properties and moisture absorption of thermoplastic starch (TPS) �lms using a

quartz crystal microbalance (QCM) (theme 1). The QCM allows for the mechanical characterization of a

single �lm at di�erent temperature and humidity environments, making the evaluation of di�erent TPS �lm

formulations more e�cient. The resulting data showed that the mechanical starch sample plasticized with the

ionic liquid, [emim+][Ac−], was relatively stable at low humidities compared to the starch/glycerol sample,

but the starch/[emim+][Ac−] ultimately absorbed more water that starch/glycerol at higher humidities, likely

as a result of a stronger a�nity to water of the ionic liquid (theme 2). However, in order to be useful for

packaging applications, the TPS �lms need to be able to withstand a wide range of humidity environments

without becoming too weak, meaning resist falling apart due to too much water uptake. Careful selection of

plasticizers that may be more resistant to water uptake, while maintaining the stability that an ionic liquid

like [emim+][Ac−] brings to the TPS �lm, could help improve this issue.

There is a lot of interest in deep eutectic solvents (DES), a speci�c class of ionic liquids, that are formed

by the eutectic mixture of Lewis or Brønsted acids and bases, and typically contain more anionic and/or
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cationic species [217]. The wide variety of formulations, including food grade ingredients, make them an

attract choice for examination as possible plasticizers for TPS �lms, and some literature has shown them

used at plasticizers for other biomaterials, such as cellulose [264]. Understanding the starch-water phase

diagram of speci�c TPS �lm, as presented in �gure 7.1, is essential in the design of better TPS materials,

and the QCM is well equipped to be able to evaluate the properties of new TPS-DES starch �lms at di�erent

points in the single phase region of the diagram. Given the push for more biodegradable and sustainable

materials, the characterization and development of new TPS materials is a sensible direction to pursue in

the future, and the QCM is well-equipped to continue to make meaningful contributions to the �eld.

8.4 Final Thoughts

This thesis presented materials characterization of a diverse set of polymer systems, namely rubber nanocom-

posites, epoxies with nanoscale heterogeneity, and thermoplastic starch. It is important to note that each

of the three polymer systems discussed could be the subject of a whole thesis by themselves, and there is

certainly much more to be explored in each of these systems, as discussed in this �nal chapter. Nevertheless,

the characterization approach for each of these material systems was carefully executed with a mindset of new

materials design, either by trying to develop a new experimental characterization technique to characterize

the material for improving computational models, studying a model system to understand a wide range of

possible behavior in a constituent material of a potential composite, or developing new methods that make

complete characterization of a material more e�cient. The materials design approach has shown to be very

versatile, and with this thesis as evidence, meaningful contributions to polymer materials development have

been made.
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Appendix A

Appendix

A.1 Tip Radius Estimation

Scanning electron microscopy (SEM) of the AFM tips, like the one shown in �gure 2.5b, are typically the

best method for estimating the AFM tip radius. From the image, a parabola or circle can be superimposed

over the the tip radius in an image analysis software, like ImageJ, and a radius can be estimated from that.

However, conducting an SEM of every single AFM tip is rather tedious, so a quicker way to estimate the

tip radius can be done using a by performing a tapping mode scan on the surface of a Bruker Titanium

standard roughness sample, or a �TipCheck� sample. This sample is very rough, and so has very �ne features.

The quality of the AFM tapping mode image and the sharpness of the features can be used to recreate the

geometric pro�le of the AFM tip [39]. This has been shown to agree well with SEM images of the tip [265],

but the procedure will be brei�y discussed here.

Figure A.1a shows the AFM TappingMode topology map of the Bruker Titanium Roughness Sample for

an AFM RTESPA tip with a small tip radius, where the rough features of the roughness sample are very

sharp. On the other hand, use of the AFM tip can cause it to wear, chip, or break, resulting in an increase

of the tip radius. This will cause the features of the roughness sample to be less sharp and less de�ned, as

seen by the tapping image of the roughness sample using a worn tip in A.1b.

Using the height image, the Bruker Nanoscope Analysis software can provide a recreation of the tip pro�le

from the sharpness of the features, because a tip cannot resolve the linear and angular aspects of any sample

feature sharper than the tip itselfas described in the online NanoScope Software User Guide from Bruker

[266]. In the �Tip Quali�cation� window of the Nanoscope Analysis software, the estimated tip diameter,
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or ETD, can be estimated by inputting a speci�c height from the tip apex, or h, as shown in �gure A.1c.

Mulitple heights from apex and correspondong ETD's must be collected for tip re-creation, up until a height

that accounts for maximum depth of penetration on the sample performed in the experiment. Figure A.1d

plots theheight from apex inputs to the corresponding radius, r, of the cross section at that height (half the

ETD). A parabolic function can then be �t to the data, as eq. A.1 to �nd the radius of curvature of the tip,

R. In this example the tip is R ∼ 9.33nm. Note it is not perfect, especially at smaller depths, but overall

provides a pretty good estimate in the height range analyzed.

h =
1

2R
r2 (A.1)
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a. b.

c. d.

Figure A.1: AFM Tapping mode height sensor topography images of the Bruker Titanium roughness sample
using a (a). sharp, new tip, and (b). worn, large tip. (c) Schematic of the tip quali�cation parameters
needed for tip reconstruction using the Bruker Nanoscope Analysis software. (d) Tip reconstruction data
from tip used in image (a) �t to parabolic function. Shows a tip radius, R ∼ 9.33nm

A.2 More In-Depth Look at Fractography

A.2.1 Fractography in Homogeneous DGEBA/PACM/D400 Samples

Section 3.3.2 in the main text highlights some of the most important features of the fracture surfaces of the

SENB toughness samples. Here is a more in depth look at all the images for each system. The fracture

surfaces at each temperature for the DGEBA/PACM/D400 epoxy systems are shown in �gure A.2. As

explored in the main text, for DGEBA/PACM/D400 at low temperature, there were distinct morphology

di�erences between the low D400 and high D400 content epoxies. Namely, for the low D400 epoxies (PACM,
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D400-25, and D400-50), arrest lines, caused by the introduction of cracks into the matrix by hammering a

razor blade into the notch are evident. The initial crack front for these samples are magni�ed and shown in

�gure A.3. It's apparent from these images that the arrest line consists of a rough, striated �hackled� region.

This is due to the localized plastic deformation in front of the crack tip that results in the slowing of the

crack growth, and has been shown to be on the order of magnitude of the Dugdale zone [157]. In front of

this hackled region, the striations coalesce into longer lines known as �river markings� that corresponds to

the increased crack velocity as critical, brittle fracture results in a smooth, featureless region far ahead of

the initial crack front. These fracture features are well documented in the literature for brittle epoxy resins

[146, 147, 150, 157, 181]. However, these features are not seen for the higher D400 systems (D400-75 &

D400-100). Particularly, the precrack region, which due to more compliant nature of the epoxies, the razor

blade more easily slides through the epoxy instead of generating a crack in front of the blade. At higher

temperatures, starting at room temperature for PACM, and 40 ◦C for D400-25, the region immediately in

front of the hackled region becomes very rough. Although this region is very relatively small for PACM,

it becomes quite large for D400-25 and may be related to the relatively low fracture toughness measured

for these systems even near the Tg. PACM at 60 ◦C shows a couple more arrest lines far above the initial

crack front. These are likely evidence of �stick-slip� propagation, where the crack stops or �sticks� before

initiating and moving �slip� again. At room temperature and 40 ◦C, the hackled region for the D400-50

becomes noticeably larger compared to the lower D400 samples at any temperature. This corresponds to the

large increase in fracture toughness with increasing temperature for this formulation that the samples with

the lower D400 content formulations lack.

These arrest lines and hackled regions are not seen for the higher D400 systems (D400-75 & D400-100).

Particularly, the precrack region, which due to more compliant nature of the epoxies, the razor blade more

easily slides through the epoxy instead of generating a crack in front of the blade. This has been shown to

lead to larger, more blunt, crack tip radius, which likely results in the larger measured KIC [267]. For the

D400-75 sample, the region above the precrack region is mostly smooth, with some river markings extending

outwards towards the edges of the sample. Zooming in on the initial crack front for some of these low

temperature samples of D400-75, show very small �plastic arches� at some of the crack initiation sites that

seem very similar in morphology to the arches seen in the D2000 samples but much smaller, suggesting it is

of a similar mechanism. In the PACM sample, however, zooming in on the region above the precrack region,

shown in �gureA.3, show a very rough region of various markings parallel to the crack front, suggesting it

may be akin to slow initial crack growth regime for the sti�er epoxies, but the longer amine chains result in
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a di�erent morphology that leads to a higher fracture toughness. Even though the fracture toughness was

noticeably higher at 0 °C for both D400-100 and D400-75 than at lower temperatures, there is no noticeable

change in the fracture surface morphology until room temperature, where it seems the failure is dominated

by large scale yield behavior.

Sample Temperature 

 80°C 60°C 40°C RT 0°C -20°C -40°C -60°C -100°C 

PACM 

         

D400-25  

        

D400-50   

       

D400-75    

      

D400-100    

      
 

Figure A.2: Optical Microscope images of the SENB toughness sample fracture surfaces for the
DGEBA/PACM/D400 epoxy systems at each temperature between 60ºC and -100 ◦C. Initial notch is at the
bottom of each image, and crack propagates in towards the top of each image.
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Sample Temperature 
 80°C 60°C 40°C RT 0°C -20°C -40°C -60°C -100°C 

PACM 

         

D400-25 

 

        

D400-50 

 

 

       

D400-75 

 

  

      

D400-100 

 

  

      

Figure A.3: Magni�ed in regions from the optical Microscope images fracture surfaces for the
DGEBA/PACM/D400 epoxy system shown in �gure A.2.

A.2.2 Fractography in Dynamically Heterogeneous DGEBA/PACM/D2000 Sam-

ples

The fracture surfaces for the DGEBA/PACM/D2000 epoxy systems at each temperature are shown in A.4,

with zoomed in regions shown in �gure A.5. As mentioned in the main text, the characteristic feature of

the fracture surfaces in these samples is the plastic zone arch seen in the low temperature fracture surface,

that seems to increase in roughness with D2000 content, which corresponds to increasing KIC . Even the

case of D2000-100, where there was no nanoscale heterogeneity, there was a plastic arch, but this arch is

noticeably rougher, seems to be broken up into sections, and the surface didn't seem to have the same

striations that appeared in the other D2000 formulations. At higher temperatures, as the Tg was approached

for the D2000-100 sample, the entire surface seemed to have similar morphology to the plastic zone arch at

-100 ◦C, showing bulk yield behavior.

The transition to bulk yield behavior for the mixed amine PACM/D2000 systems showed much di�erent

morphology. As described in the main text, for the mixed amine PACM/D2000 systems, as the temperature

increased from the low temperature KIC plateau, the KICdecreased until bulk yield behavior occurred,

which is the opposite trend of the DGEBA/PACM/D400 systems. The temperature at which the KIC
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began to decrease, which was -40 ◦C for D2000-20, D2000-30, and D2000-40, the roughness in the arch

began disappeared, although the outline of the edge of the arch was still visible initially (it fully disappeared

at -20 °C for D2000-30). Suggesting this plastic zone is very important for slowing down crack growth. Bulk

yield behavior is seen at 0 ◦C and -20 ◦C for D2000-30 and D2000-40 respectively, corresponding to a low

KIC measurement of ∼ 0.65MPa
√
m but its worth noting this bulk yield behavior is distinct from that

seen at room temperature for D400-100 and D400-75, where the KIC values were very high, suggesting very

distinct plastic �ow properties.

D2000-20, which is the sample that was shown to have the best ballistic properties in previous literature

studies [163], and di�erent morphology in the fracture surface as the temperature increased. As the arch

faded, river lines from the initial crack front became more apparent, starting at -20 ◦C, with some arches

at -20 ◦C and 0 ◦C that are somewhat similar to arrest lines. These arches eventually go away as the

temperature is further increased, but the toughness remains about the same ( ∼ 0.65MPa
√
m ) from 0

to 40 ◦C, relatively low value similar to PACM. This suggests that room temperature KIC can not be the

mechanism behind the increased ballistic properties, and it would make more sense that the higher KIC

at low temperature (via principle of time-temperature superpositon) be related to the ballistic behavior.

However, given the even higher low temperature toughness for the higher D2000 content epoxies, it is not

the full picture.

The morphology of the D2000-10 is actually the most consistent among all temperatures for the D2000

formulations, which makes sense given that it provided the most modest increase in toughness with decreasing

temperature. This sample also has arrest lines that grow infront of the inserted razorblade, however, unlike

the low D400 systems described earlier, the regions between the arrest lines are not smooth, but all have

characteristic striations in the initial crack arch. These striations are noticeable thinner and more uniform

that in the higher D2000 content epoxies, likely due to the higher crosslink density/PACM content. At

higher temperatures, where the KIC starts to decrease, the region in front of the initial crack is much more

rough, and actually seem like a continuation of the same roughness patter in the precrack region. So in this

case, the roughness actually corresponds to a decrease in KIC .

Finally, given the very low Tg of the D2000-100 sample (-27◦C), only 3 data points (-100 °C, -80 °C,

-60 °C) could be taken. Despite being homogeneous (single Tg, no PACM, ergo no phase separation), a

rough, plastically deformed region similar to the other PACM/D2000 systems at low temperature above the

initial crack is still seen for the lowest temperatures. At -100 °C, the arch is more rough macroscopically,

breaking into several large chunks, but this region seems to lack the thinner striations that appear in the
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mixed PACM/D2000. It is unclear if this morphological di�erence is due to the much lower crosslinking

density of this system or lack of nanoscale heterogeneity. Regardless, this sample does have the highest

fracture toughness. This region remains at -80 °C, but, at -60 ◦C, the surface has similar morphology to the

plastic zone in its -100 ◦C counterpart in over the whole fracture surface. Unlike the other PACM/D2000

formulations, there is no decrease in toughness before the material yields too much for proper measurement,

suggesting that the nanoscale phase separation is the principal reason for the decrease in toughness with

increasing temperature and the di�erences in morphology in the fracture surface.

 

  

 

   

Sample Temperature 
 40C RT 0°C -20°C -40°C -60°C -80°C -100°C 

D2000-10 

        

D2000-20 

        

D2000-30   

      

D2000-40    

    

D2000-100      

   

Figure A.4: Optical Microscope images of the SENB toughness sample fracture surfaces for the
DGEBA/PACM/D2000 epoxy systems at each temperature between 60ºC and -100 ºC.
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  Sample Temperature 
 40C RT 0°C -20°C -40°C -60°C -80°C -100°C 

D2000-10 

        

D2000-20 

        

D2000-30   

      

D2000-40    

     

D2000-100      

   

Figure A.5: Magni�ed regions from the optical Microscope images fracture surfaces for the
DGEBA/PACM/D400 epoxy system shown in �gure A.4.
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