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Abstract 

Semiconductor nanocrystals possess unique photophysical properties that make them 

desirable for many optoelectronic applications such as photovoltaics, LEDs, and quantum 

computing. When the size of a semiconductor is reduced to below the excitonic Bohr radius of the 

material, its carriers becomes quantum confined resulting in drastic changes to optical, electronic, 

phononic, and spintronic characteristics. Most notably these nanoscale systems exhibit absorption 

and emission tunable through size and shape in addition to composition. Their large surface-to-

volume ratios and organic capping ligands also serve to set them apart from bulk semiconductors 

with ligand composition playing a key role in synthesis, crystal structure, and carrier 

dynamics/transfer. The tunability of these systems, from the inorganic core to the organic shell, 

coupled with solution processability, unique spin physics, and device incorporation make them a 

vibrant and critical area of research. 

This dissertation studies fundamental physical properties of semiconductor nanocrystals, 

namely thermal, electronic, and spintronic, using ultrafast spectroscopy and analytical 

characterization. The effects of ligands on both intraparticle and interparticle dynamics are also 

examined in detail. After introducing the basics of semiconductor nanocrystals and the techniques 

used to study them in chapters one and two, six stories are discussed. The first two focus on thermal 

properties, covering the effects of heat generated by photoexcitation. Femtosecond stimulated 

Raman spectroscopy allows monitoring of optical phonon dynamics on femtosecond and 
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picosecond timescales. It is used in chapter three to study multiexciton recombination effects on 

longitudinal optical phonon dissipation in CdSe nanocrystals. As laser fluence is increased, and 

more excitons are generated, a phonon bottleneck limits particle cooling. A brief look into the 

interplay of optical phonon modes (transverse vs. longitudinal) in InP nanocrystals is also covered. 

Chapter four utilizes a different technique to monitor thermal properties, time-resolved X-

ray diffraction. Instead of phonons, perturbations to the crystalline lattice such as expansion and 

disordering are examined. Cooling lifetimes and melting thresholds in CuInSe2 nanocrystals as a 

function of size and ligand composition (oleylamine vs. sulfide) are studied. It was found that 

exchange for a short anionic ligand such as sulfide does not affect the onset of melting but does 

allow more rapid cooling. Temperature dependent X-ray diffraction is also utilized to determine 

melting temperatures that are reduced from the bulk composition as well as calculate interfacial 

thermal conductivity.  

CuInSe2 nanocrystals are also the central focus of chapter five. Three different samples that 

were synthesized in the presence of different ligands (oleylamine, diphenylphosphine, and 

tributylphosphine) were examined and found to have lifetimes and quantum yields that vary by an 

order of magnitude. Investigations into the crystalline structure and surface compositions yield 

insight into a variety of defect states that limit photovoltaic device efficiency. CuInSe2 

nanocrystals capped with diphenylphosphine show substantial brightening after heating to 600K 

and TA, Raman, and XRD are utilized to examine subsequent differences in structure. 

In chapter 6, intense photoexcitation and NMR is used to study the desorption of ligands 

(oleic acid) from the surface of CdSe nanocrystals. Both laser fluence and dosing time show strong 

effects on the percentage of ligand removed. For the sample with the highest absorbed photon 

dose, the nanocrystals begin to sinter together due to excessive ligand loss and photoluminescence 
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quantum yield drops substantially. Most samples retain their size and emission characteristics 

although two show brightening after exposure. All photoexcited samples exhibit oleic acid 

fragmentation into aldehydes, terminal alkenes, hydrogen and water. 

The last two chapters (seven and eight) study spin-polarized electron transfer from 

CdSe/CdS core/shell nanocrystals to molecular acceptors. In the first, proof-of-concept is shown 

for a naphthalene diimide (NDI) acceptor coupled to three samples of varying shell thickness. 

Transient absorption confirms charge separation and recombination, while electron paramagnetic 

spectroscopy shows a spin-polarized NDI spectrum consistent with radical pair formation via the 

triplet mechanism. The second expands the work to include four other molecular acceptors as well 

as pulsed-EPR spectroscopy to determine T2 lifetimes. Using varying ligand equivalents, the ratio 

of triplet/singlet character and the coherence lifetime is determined to be controlled in part by the 

rate of initial electron transfer. 
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Chapter 1 : Introduction to Semiconductor Nanocrystals 

1.1 Background 

To start, it is necessary to understand the components of the phrase “semiconductor 

nanocrystals”. Semiconductors are materials whose properties lie between that of a conductor 

(such as metal) and an insulator (such as glass). Conductors possess a “sea” of electrons that are 

easily perturbed. They have high electrical and thermal conductivity, thus their name. Insulators 

are the opposite; their electrons are more confined into a valence band and it takes significant 

energy to move them into a conduction band where they can flow more freely. As their name 

implies, they do not transmit heat or electricity well. Semiconductors also contain a valence and 

conduction band, yet the energy that separates them is smaller such that wavelengths of light in 

the visible and near-infrared are enough to promote electrons from one to the other.1 Silicon is a 

commonly used semiconductor and a good example of the important roles that this type of material 

plays in our lives, from solar cells to electronics.  

Nanocrystals (NCs) are ordered (crystalline) materials with at least one dimension less than 

100 nm.2 When prepared as colloids (as opposed to within other solid materials) they have long 

fatty molecules that ensure stability in solution.3 These “ligands” coordinate to the surface of the 

NCs in a manner similar to inorganic complexes. Ligands passivate surface sites, a role that it is 

critical; due to their incredibly small size, a significant portion of atoms are present on the surface 

instead of completely encased in the crystalline lattice.4 At this length scale, many optical, 

electronic, thermal, spintronic, and mechanical properties become vastly different than those of 

the corresponding bulk materials. For example, catalytic behavior can increase substantially with 

a reduction in size5-7 while melting temperature may decrease,8-9 both due to higher surface area 

and energy. When the size of a semiconductor is reduced to a few nanometers, its carriers become 
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quantum confined; although they would prefer more space to move about, they are restrained 

within the volume of the particle.10-11 This gives these materials the name “quantum dots”. 

Quantum confinement affects many properties, most notably the bandgap of the semiconductor, 

which in turn causes absorption and emission to be tunable with size and shape. Thus, 

semiconductor NCs exist as a different class of materials whose properties can differ substantially 

due to size, shape, and ligand. Through the next sections I will introduce some of the physical and 

chemical properties of these materials as well as potential applications and current challenges. 

Chapter 2 will provide further information on the techniques used to study semiconductor NCs.   

 

1.2 Electronic Structure 

 If any dimension of a semiconductor NC is less than the excitonic Bohr radius of the 

material, then it is considered quantum confined in that direction.12-13 This can be thought of as the 

simple physical chemistry particle-in-a-box model; as the size of the nanocrystal is reduced, the 

energy gap between the valence and conduction band increases.14 This is summarized 

mathematically in the Brus equation (Eq. 1.1), which adjusts the bandgap of the bulk material 

(Ebandgap,bulk) by incorporating confinement energy (Econfinement) as well as a Coulombic term for the 

attraction between the electron and hole (ECoulomb).15 Here, h is Planck’s constant, r is the radius of 

the NC, me* and mh* are the effective masses of the electron and hole respectively, e is the 

elementary charge, ε0 and εr are the vacuum and relative permittivity.   

Eq. 1.1              𝐸!"#$%"&,() = 𝐸!"#$%"&,*+,- + 𝐸).#/0#121#3 − 𝐸).+,.2*   
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As the dimensionality of the material is reduced to “zero” (0D, e.g. a spheroidal NC) the 

conduction and valence bands become discretized into electronic levels akin to molecular orbitals 

and the bandgap becomes inversely proportional to r2.12 The effective mass of both electron and 

hole directly impacts the distribution of states with the heavier hole resulting in more concentrated 

density of states near the bandedge.16 1D and 2D nanomaterials have band structures between that 

of the bulk and the discrete levels of a NC (Figure 1.1).17  

 

Figure 1.1: Effects of confinement on the electronic structure of semiconductors. As the dimension of 
semiconductors are reduced below the excitonic Bohr radius a transition from bands to discrete electronic 
levels occurs. Quantum-confined semiconductor NCs exhibit bandgaps that are tunable through size with 
smaller particles having larger bandgap energies.  

 

 An example of how the discrete electronic levels for a semiconductor NC, in this case 

CdSe, translate to the absorption spectrum is given in Figure 1.2. The electronic states can be 

described by S, P, or D, similar to molecular orbitals.18-19 Although not shown in this simplified 

example, ligands, surface traps, dopants, and intrinsic defects can introduce more electronic levels 
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both intragap and intergap.20-28 Shells are often grown to reduce non-radiative traps on the surface 

but are also important for engineering of unique electronic structures.29-30 Type I structures utilize 

a shell with a bandgap larger than that of the core resulting in localization of the carriers to the 

core, such as in the case of CdSe/ZnS.31 In Type II structures the core and shell have similar 

bandgap energies, but the conduction and valence levels of the shell are shifted higher or lower in 

energy.32 This separates out one carrier into the shell, while maintaining the other within the core. 

Quasi-Type II maintain a similar conduction or valence band energy across core and shell, while 

shifting the other band. The example shown in Figure 1.2d has a shell with a lower energy valence 

band that maintains the hole within the core of the material, however the conduction levels are 

similar for both core and shell allowing the electron to delocalize over both. An example of this is 

CdSe/CdS which is used in Chapters 7 and 8.33  

 

Figure 1.2: Electronic structure of CdSe NCs. (a) Absorption spectrum with transitions labeled. (b) 
Conduction and valence levels labeled with some transitions marked by arrows. (c) Examples of a few 
core/shell structures and how they affect electron and hole wavefunctions. (d) Exciton fine structure 
showing how levels split due to e-h exchange and crystal field/shape asymmetry. 
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1.3 Spin Properties 

Semiconductors possess unique spin physics due to their optical selection rules.16 To 

conserve angular momentum, when circularly polarized light is absorbed, spin polarized electrons 

are excited (i.e. left or right handedness promotes a majority of spin-up or spin-down electrons).34-

36 In a related process, emission may be circularly polarized. Due to the heavy atoms of these 

materials, spin-orbit coupling causes mixing of spin states, thus they can be considered “singlet-

like” and “triplet-like”, but not purely one or the other. These factors can be exploited for spin 

selective electron transfer from a NC to an acceptor.37  

In CdSe, within the lowest energy optical transition, is the exciton fine structure 

manifold.18, 38 Here the electronic 1S3/2 – 1Se state is split by the exchange interaction into a higher 

energy F = 1 and lower energy F = 2 state, dubbed the bright and dark exciton, respectively. The 

splitting between these states is small (1 – 25 meV) and therefore at room temperature, with no 

magnetic field to split the levels an equilibrium exists between these states.39 These states are 

further split by crystal field anisotropy to give eight fine structure levels (Figure 1.2d).  

1.4 Photophysical Processes 

Absorption of a photon by a semiconductor NC generates an electron-hole pair, commonly 

referred to as an exciton (N) due to Coulombic attraction (binding energy) between the opposite 

charges. Semiconductors can absorb multiple photons resulting in multiple excitons being 

generated per NC. Here, all studies are on ensembles of NCs so instead of a specific number of N 

we consider a distribution as inhomogeneity between particles will result in absorption of different 

quantities of photons. 〈N〉 represents the average number of excitons in a sample of NCs and is 

described by a Poisson distribution,  
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Eq. 1.2       𝑃 = 〈(〉415〈4〉

(!
 

where P is the proportion of NCs that have N excitons when the overall average number of excitons 

is 〈N〉 is known. 〈N〉 can be calculated easily when the absorption cross section (σ) and laser 

fluence (j) are known.  

Eq. 1.3       〈𝑁〉 = 𝜎𝑗 

The equations below show how σ can be calculated from the absorption coefficient (α) or 

extinction coefficient (ε) where V is the volume of the NC and NA is Avogadro’s number.40  

Eq. 1.4       𝜎 = 𝑉𝛼 

Eq. 1.5      𝜀 = 	 (<<
=777∗>?	(=7)

 

Three specific cases will now be covered as examples to provide a brief overview of some 

of the processes that can occur. Figure 1.3 summarizes them as well.  

Low Fluence, Bandedge Excitation: When photon density is kept low and 〈N〉 << 1, most NCs 

will remain unexcited and those that do absorb light will only absorb one photon thus generating 

only one exciton. This is coined the single exciton regime. If the energy of light is also placed at 

the lowest end of the absorption spectrum then the single excitons generated will be only have 

enough energy to be excited to the bandedge. Here, few options are available for the carriers. The 

electron and hole may recombine and emit a photon, which will be lower in energy than the 

absorption by tens of meV due to Stokes shift12, 41 (although in some NCs the effective Stokes shift 

is much larger, upwards of hundreds of meV).42-43 This radiative recombination process tends to 

be on the order of nano- to microseconds in semiconductor NCs at room temperature.44 Depending 

on the electronic structure it may be elongated at lower temperatures due relaxation into the lowest, 
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dark exciton state where recombination is spin-forbidden (this is the case for CdSe).39 The electron 

and hole may also recombine via other pathways such as trapping at surface sites or intrinsic 

defects.45-46 Oftentimes this results in non-radiative recombination, although trap state emission is 

possible and generally results in broad PL at lower energies.47-48  

 

Figure 1.3: Photophysical processes in semiconductor NCs. (a) Low fluence, bandedge excitation. 
Radiative recombination and trapping can occur. (b) Low fluence, above-bandgap excitation. Carrier 
cooling occurs through phonon generation before recombination. Auger energy transfer allows electrons to 
cool through electronic states that exceed the energy of phonons. (c) High fluence, above-bandgap 
excitation. After cooling, Auger recombination transfer the energy of one exciton to the other.  
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Low Fluence, Above-Bandedge Excitation: If excitons are generated using higher energy light, 

then carriers need to relax to the bandedge before recombination can occur. To do so, electrons 

couple to phonons within the lattice and exchange excess energy. This process of intraband 

relaxation occurs rapidly, generally on the order of hundreds of femtoseconds to a few 

picoseconds.49 The energy spacing in the conduction states are often larger than the highest phonon 

frequency, which would preclude cooling. In these cases, the hole can still relax given the density 

of states in the valence band is higher, then energy transfer from the electron to the hole may allow 

the remaining relaxation.50-51 This Auger process is also very rapid (< 5 ps) and tends to be mostly 

independent of size.52  

High Fluence: If fluence is higher, a distribution of excitons will be generated in the ensemble of 

NCs and for some particles multiple excitons will be generated.53 If the excitation wavelength is 

still larger than the bandgap then relaxation occurs as described above. Once carriers have relaxed 

to the bandedge any NC with multiexcitons may undergo a process known as Auger 

recombination.54 This non-radiative process occurs when one exciton recombines by transferring 

its energy to another exciton. This results in a return to “hot” carriers that must once again relax to 

the bandedge. This process is difficult in bulk semiconductors, but accessible at the nanoscale due 

to momentum conservation being more easily satisfied.17, 55 Therefore, Auger processes are rapid, 

for example biexciton Auger recombination lifetimes are generally tens to hundreds of 

picoseconds in semiconductor nanocrystals and scale by volume (process is slower in larger NCs), 

far exceeding radiative recombination.56 This process is not limited to biexcitons; triexciton and 

higher numbers of excitons undergo Auger recombination even more rapidly.19  
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Other Photophysical Processes: Most of the studies covered in this thesis can be understood in 

the framework of the cases presented above, but this does not mean that they represent all outcomes 

of photoexcitation. There are many more processes that can occur, e.g. Auger ionization, charge 

transfer, energy transfer, carrier multiplication, two-photon absorption, but these have been 

excluded in order to be succinct.  

 

1.5 Thermal Properties  

Heat is generated in the form of phonons during intraband relaxation, either from electrical 

carriers being excited above the bandgap or Auger recombination.57 Non-radiative process such as 

surface trapping can also generate heat as carriers lose potential energy upon moving into the trap 

or through subsequent Auger processes.58 In polar semiconductors, optical phonons chiefly couple 

to the carriers during cooling.59 These then relax into acoustic phonons that can couple to ligand 

or solvent vibrations to dissipate the excess thermal energy into the surrounding medium.60 With 

large quantities of excited carriers, these processes may bottleneck resulting in an inability of the 

particle to release heat to the surroundings.61 The large surface-to-volume ratio in these NCs has 

important consequences for heat dissipation. The confined space results in high carrier density and 

diffusion is limited. Ligands are critical for coupling to vibrations and allowing solvent molecules 

to interact with the surface.  

 Heat in semiconductor NCs can have a variety of effects, both positive and negative.57 

Increased temperature of NCs can result in reduced photoluminescence intensity and lifetime, 

which is detrimental for applications such as LEDs. Furthermore, heat in these materials may 

distort NC size and structure or disrupt crystallinity and surface passivation leading to trap states. 

Since NCs are heralded for size dependent properties this is not ideal. Small particle size 
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intrinsically reduces melting point as positive surface energy contributions counter internal lattice 

bonding,8 which raises the prospect of NCs presenting transient disordering upon intense 

excitation.62-65  

In some cases, the photogeneration of heat is desired. For example, additive manufacturing 

and photonic curing relies on excess heat being generated after excitation causing sintering of NCs 

into bulk-like regions or continuous films.66 In this way NC solutions can be applied as “inks” to 

form flexible, patterned devices before sintering into more bulk-like composition that is better for 

efficiency. This has shown success in CuInSe2 NCs where photonic curing can replace high-

temperature sintering that relies on Se gas to be present as well.  

1.6 Synthesis of Semiconductor Nanocrystals 

Since the first colloidal synthesis of semiconductor NCs, improvements to protocols has 

enabled rapid yet precise preparation across a wide range of sizes, shapes, and compositions. 

Despite variations in temperature and precursors, the synthesis of samples generally follows very 

similar processes. The reactions to generate the materials described within this thesis have been 

optimized in other work, so they will only be discussed briefly here.  

Semiconductor NCs can be synthesized many ways however the studies covered in this 

thesis only rely on two: hot injection (e.g. CdSe) and heat-up methods (e.g. CuInSe2).12, 67 Both 

use similar chemical processes of nucleation and growth to prepare NCs of specific sizes. In the 

first precursors are heated to high temperatures where upon injection of a reactant (generally the 

chalcogen) growth of NCs begins. The heat-up method is similar except temperature alone dictates 

the start of the reaction, generally by decomposition of precursors. In both methods nucleation and 
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growth is rapid, generally occurring within minutes. Size control is determined by temperature and 

the time it is maintained such that injection or rapid quenching can prevent further growth.   

 Shells are often added to NCs to modulate the electronic structure and increase 

photoluminescence quantum yield (PLQY, See Sections 1.3 and 1.4). In order to grow shells two 

main methods, exist, selective ion layer adsorption and reaction (SILAR) and continuous injection 

of precursors at high temperatures.12 In the former anionic and cationic precursors are alternatively 

added to a solution of NCs thereby growing one layer at a time. The latter incorporates both 

precursors simultaneous, but over very slow injection rates using a syringe pump.  

 

  1.7 Surfaces and Ligands 

One of the defining features of NCs are their large surface-to-volume ratios. In contrast to 

bulk materials, where surface processes are overwhelmed by those of the crystalline lattice, small 

NCs can have upwards of 50% of their atoms on the surface. This interface therefore can play a 

large role in electronic, phononic, and chemical processes. For example, they may impart trap 

states (see Section 1.4) or control thermal dissipation (see Section 1.5).  

Organic ligands are oftentimes used in the synthesis of semiconductor NCs to serve as 

solvent and/or reactants.4, 68-70 They template the growth, coordinate reactive metal species, and 

ensure solubility of nuclei and NCs. Afterwards they maintain colloidal stability and serve to 

passivate the undercoordinated surface sites. As with inorganic complexes, ligands have a range 

of binding strengths and preferred coordinations.71-72 They may preferentially passivate certain 

facets, controlling the shape and anisotropy of the resulting particle. Their binding strength can 

change emission by passivating (or failing to passivate) surface sites that then serve as traps.  
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Binding strength can also dictate the ability to exchange the native ligands with other 

ligands. It can be difficult to exchange tightly bound phosphonic acid or thiol ligands for carboxylic 

acids, but easy to go the reverse direction. Ligand exchange is used for a variety of different 

reasons. Depending on the dipole and orbital wavefunction of the ligand it can alter the bandgap 

of the nanocrystal.73 Exchange for short inorganic ions has been commonly used to increase charge 

transport in photovoltaic devices.74-75 With proper alignment of redox potentials ligands can serve 

as electron donors or acceptors.24   

 

1.8 Applications 

Many, although not all, applications involving semiconductor NCs utilize their unique 

optoelectronic properties.12 The tunability of emission makes them promising for LEDs, both in 

lighting and displays where color purity and stability is necessary.76 In fact, multiple companies 

have now begun incorporating NCs into their televisions, oftentimes using InP. This intense 

emission is also key for biolabeling and sensing applications.77-78  

The large absorption cross-sections of NCs has seen them built into photovoltaic devices 

with record efficiencies.79 Here tunability of absorption through size is also important for 

maximizing the efficiency and the colloidal nature allows them to be used as inks for flexible, 

patterned devices.  Catalysis using NCs is a very active area of research for NCs given the high 

surface area and reactivity, coupled with these absorption properties, photocatalysis using 

semiconductor NCs is promising.80-81 The ability of semiconductor NCs to absorb multiple photons 

has also resulted in their study for lasing although Auger recombination can limit this.82 They also 

show promise for improving computing, both standard and quantum due to their nanoscale size 

and rich spin physics.83  
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1.8 Challenges in Semiconductor Nanocrystals 

Despite great progress in the synthesis, study, and commercialization of semiconductor 

NCs many fundamental questions remain unanswered. Each year, new compositions of NCs are 

made and new technologies are created; it is critical that fundamental studies of photophysical 

properties keep up.   

Many of the challenges for semiconductor NCs remain in understanding how the nanoscale 

changes the properties of the material. Bulk semiconductors have been studied far longer than their 

nanoscale counterparts and their characteristics are well-understood in the framework of existing 

models. While semiconductor NCs are, at their core, still semiconductors, quantum confinement, 

large surface-to-volume ratios, and organic ligands change their behavior substantially.  

Take, for example, the problem of intense excitation. Many applications rely upon 

generation of multiple carriers including LEDs, lasers, and photovoltaics. But what happens to a 

NC when it contains a multitude of carriers? Each exciton is going to generate heat as they relax, 

and Auger recombination will produce even more. In bulk materials this is less of a concern, the 

density of carriers remains low, Auger recombination is more difficult, and diffusion of both 

excitons and phonons aid in returning the system to equilibrium. It is not immediately clear how 

photoexcitation will affect NCs. Will thermal dissipation follow similar behavior as the bulk, i.e. 

optical phonons → acoustic phonons → surroundings, or will it bottleneck? How long does it take 

for NCs to return to equilibrium? How hot do NCs truly get upon photoexcitation? Temperature 

cannot be measured directly using standard methods so how do we determine this? NCs are also 

known to melt at lower temperatures than their corresponding bulk composition due to their high 

surface energy, but how much of a reduction does size cause in melting point? Do they return to 

their ordered state after some time? How does the NC behave after all this? Will its emission 
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diminish? Its structure change? Are the consequences of photogenerated heat the same as static 

heating? 

Yet one must remember that it is more complicated than that, NCs are not just their 

semiconductor core, they are heavily impacted by the organic ligands on their surfaces. These 

passivate surface sites, provide colloidal stability, and can affect the electronic properties of the 

material. Synthesis of NCs with different ligands has become common and exchanging for 

molecules with different functionalities well-studied. However, many questions remain about the 

many roles the ligand plays. How does the ligand present on the NC affect all the questions above? 

Can it change rates of thermal dissipation? The onset of melting? What happens to the ligands 

themself when the NC has been excited with intense illumination? Will they dissociate from the 

surface of the particles permanently? If so, what happens to the surface sites now left 

undercoordinated? How many can be removed before the NC loses stability? Is it possible for the 

NC to facilitate reactions at the surface, potentially altering the ligands themselves?  

Ligands can also be chosen that purposefully affect optoelectronic properties, serving as 

electron donors and acceptors in conjunction with the NC. Study of these processes has allowed 

understanding of how electron transfer rates scale with size and driving force, but what about spin 

properties? Is it possible to transfer spin polarization from an inorganic material to an organic 

molecule or vice versa? The idea of spin-correlated radical pairs has been studied extensively for 

organic donor-acceptor complexes, but how does this change when a NC is involved? How long 

can coherence be maintained in such a system and what parameters impact it?  

Even considering no excitation at all, the role of ligands is not necessarily complete. For 

many compositions, the ligand is present during the synthesis as well as afterwards, two distinct 

purposes that may alter the structural and photophysical properties separately. Ligands are known 
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to play a direct role in the appearance and passivation of surface sites that may serve as carrier 

traps, but what about internal defects? NCs are known to be more tolerant of defects and non-

stoichiometric compositions, can the choice of ligand change the internal makeup of the material? 

What about syntheses that use two or more ligands with different functionalities? Will both be 

present on the surface afterwards? Will they bind to different sites?  

Semiconductor NCs overall are remarkable materials that can improve numerous 

technologies. Before that though we need to truly understand their chemical, structural, and 

photophysical behaviors. Many of the questions and challenges outlined above are touched upon 

in the chapters of this thesis, but it is not a complete study. There are many areas that are not 

covered above or within. As we understand more about these tiny, significant structures, more 

questions will inevitably arise.  
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Chapter 2: Techniques to Study Semiconductor Nanocrystals 

 This thesis focuses on many fundamental properties of NC and as such a variety of 

analytical tools were utilized to characterize them fully. Many of these techniques are used by 

researchers in the NC community and therefore to aid both the reader and to give a broad overview 

they will each be covered briefly. Note that this is not a comprehensive list (for example many X-

ray techniques are not covered) but should enable understanding of the work covered herein.  

 Static and time-resolved techniques are often used in conjunction to fully understand 

physical processes and properties. Timescales vary immensely depending on the process, for 

example, the photoexcitation of an electron is less than a femtosecond, vibrational motion and 

cooling is on the order of picoseconds, charge transfer can be nanoseconds, spin coherence can 

last microseconds, and photoluminescence can vary substantially, but extend up to milliseconds.84-

85 Figure 2.1 gives time-ranges of some processes in bulk semiconductors as an example of the 

orders of magnitude differences. Kinetics from a variety of techniques described below are fit to a 

sum of exponentials to produce rates (k) or lifetimes (τ) which are inversely related (k = 1/τ) and 

that can be assigned to physical processes.  

Eq. 2.1:      𝑆𝑖𝑔𝑛𝑎𝑙 = ∑ 𝐴#𝑒C-3#  
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Figure 2.1: Timescales of processes in semiconductor nanocrystals (top, yellow) and spectroscopy 
techniques used to study them (bottom, grey).  

 

 Although some of the techniques covered herein require the use of low/high temperatures 

or magnetic fields, these parameters can also be considered as another dimension to others such as 

absorption or photoluminescence. Lower temperatures will sharpen transitions and reduce charge 

separation/recombination lifetimes.86 If electronic states are close in energy it will reduce the 

thermalization of populations and force carriers into their lowest energy configurations. This can 

help determine the order of electronic structure when spin-forbidden and trap states are involved. 

Higher temperatures can be used to monitor degradation, annealing, and sintering effects as well 

as serve as calibrations for temperature sensing upon photoexcitation.87-91 Magnetic fields can split 

degenerate levels such as triplets92-94 or the exciton fine structure in CdSe39, 95 to allow 

quantification of ordering and energy spacings. 
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2.1 Static and Transient Absorption 

 The absorption spectrum of semiconductor NCs is heavily impacted by the size of the 

particle with transitions shifting higher or lower in energy with decreased or increased radius, 

respectively. When very monodisperse samples are synthesized, some compositions such as CdSe 

exhibit distinct transitions that can be assigned.12 Other compositions, such as CuInSe2, exhibit 

broad linewidths that make clear identification more difficult.42 A lot of information can be 

garnered from an absorption spectrum such as the size of the NC, the homogeneity, and the 

concentration (if the extinction coefficient or absorption cross section is known).40 Changes in the 

absorption spectrum of a sample upon shell growth, ligand exchange, or reduction/oxidation can 

be monitored to access completion of experiments.29  

 Transient absorption (TA) is a pump-probe ultrafast spectroscopy technique wherein a laser 

pulse (pump) generates excitons in the sample and afterwards a white light probe pulse (either 

visible or NIR) arrives at a fixed time that is varied over the course of the measurement to build 

up a 3D map of absorption changes vs time-delay (Figure 2.2).96 When the probe is concurrent 

with or subsequent to the pump pulse, it excites or depopulates transitions in the sample that appear 

as changes in the probe intensity. Differenced spectra with the pump on compared to with the 

pump off remove unexcited absorption signals (ΔA) and allow for small pump-induced changes 

in absorption to be discernable. Generally, three main features are observed in TA measurements 

on chromophores: (1) ground state bleach, (2) excited state absorption, and (3) stimulated 

emission. Ground state bleaches occur due to carriers blocking absorptive transitions resulting in 

reduction of probe photons able to excite that transition. This results in negative ΔA features that 

resemble inverted static absorption. Stimulated emission occurs when probe photons stimulate 

recombination resulting in fluorescence. This also produces negative ΔA features, this time 
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resembling the inverted photoluminescence spectrum. Excited state absorption (also known as 

induced absorption) is produced by absorption of probe photons from the excited state to a higher 

energy level. This gives a positive ΔA feature.  

 

 

Figure 2.2: Transient absorption spectroscopy. (a) Schematic of the setup. (b) Example of a contour plot 
with kinetic and spectral traces shown on the respective axes.97 (c) CdSe NCs transient and static absorption 
spectra with features labeled.  

 

 In semiconductor NCs, the interaction of excitons with the probe results in unique TA 

signals. For example, after generation of one exciton, the carriers induce local fields that result in 

optical transitions shifting in energy and intensity due to changes in optical selection rules. Upon 

differencing, this Stark effect causes TA features to become derivative-like in shape.98 Hot carriers 

produce a similar derivative-like feature at the bandedge due to the biexciton effect (interaction of 

pump generated exciton and probe generated exciton), which decays with cooling lifetimes.53 In 

semiconductor NCs the disparate effective masses of electrons and holes results in TA 

measurements predominately informing about electron transitions and behaviors due to the 

multitude of hole states readily accessible,49, 99-100 though this has recently come under debate.101 

Rapid trapping of holes can also preclude their involvement in signals.102  
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TA can also be a powerful tool for intersystem crossing in organic chromophores and for 

monitoring charge and energy transfer. In many organic systems intersystem crossing to a triplet 

can occur from the excited singlet or from recombination of triplet radical pair. They oftentimes 

live for microseconds when run in air-free cuvettes.  Many organic species also have distinct 

optical transitions associated with their radical anion or cation allowing identification of where 

carriers have gone in molecular, NC, or hybrid QD-molecular donor-acceptors complexes.103 NCs 

do not have as distinct of transitions due to the density of states, however decay or growth of bleach 

features can suggest that charge transfer has occurred.    

2.2 Static and Time-resolved Photoluminescence 

Absorption is not the only way to monitor electronic processes, photoluminescence 

spectroscopy is a convenient method of monitoring radiative recombination. In semiconductor 

NCs, emission, like absorption, is tunable through size, shape, and composition. Static PL 

measurements provide time-integrated emission signals, generally using a laser diode for 

excitation, and can provide information about the energy of the emissive transition as well as 

insight into the homogeneity of the sample as size distribution can broaden PL. Using an 

integrating sphere or a standard the PLQY of a sample can be calculated where PLQY is defined 

as 

Eq. 2.1   Φ =	 #+2*18	./	&6.3.#	120331$
#+2*18	./	&6.3.#D	"*.D8*1$

= -F
-FE∑-GF

where kr is the rate of radiative recombination and Σknr is the sum of all non-radiative rates. For 

an integrating sphere measurement QY is calculated using Eq. 2.2, while calculating it in reference 
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to a standard is given in Eq. 2.3. The terms I, S, and A represent emission intensity, scatter intensity, 

and absorption respectfully.  

Eq. 2.2      Φ =	 GHIJKLMCGNLIGO
HHIJKLMCHNLIGO

 

Eq. 2.3     Φ = Φ81/181#I1
GHIJKLM

GFMPMFMGQM
∗ JFMPMFMGQM

JHIJKLM
 

 Many processes can compete with radiative recombination thereby reducing PLQY, for 

example charge transfer, energy transfer, Auger recombination, and carrier trapping. Inversely, 

ligand exchange, shell growth, and annealing can remove trap states and increase PLQY.19, 29, 49, 55  

 Time-resolved fluorescence (TRF, also known as time-resolved PL) measurements provide 

another dimension to these measurements. Two of the most common TRF techniques are time-

correlated single photon counting (TCSPC) and streak camera. TCSPC is, as the name implies, a 

photon counting technique where emission at a single wavelength is monitored and photons are 

“binned” in time to produce a kinetic trace. Oftentimes the wavelength of choice is that of the 

emission maximum.  Streak camera data is resolved in both the time and spectral domain. Emitted 

photons are separated using a grating like TA before a cascading photoelectrode smears out the 

photon counts in time, thus giving this technique its name. Generally, streak camera data is binned 

in analysis to improve signal to noise (see Figure 2.3 for example data). Monitoring kinetics from 

either of these techniques can provide insight to the timescales of electronic processes beyond just 

spectral intensity, for example a reduction in lifetime may be a result of carrier transfer to another 

species thus that competes with radiative processes. Appearance of new features may be due to 

energy transfer from a photoexcited chromophore to an acceptor that is now emitting.  
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Figure 2.3: Streak camera measurements of CdSe NCs. (a) Contour plot showing the full time and spectral 
range. (b) Spectrally-integrated (525-625 nm) produces a kinetic that can be fit with three exponentials. (c) 
Temporally-binned data shows how the feature changes over time.  

There are benefits to using time-resolved emission over absorption; it is a “background” 

free measurement, no differencing required as emission will only appear after photoexcitation. 

This also can make it simpler for interpretation with kinetics that are more easily fit. However, 

while scatter appears in TA measurements, emission signals are weaker and can be overwhelmed 

by photons from the light source. Furthermore, scatter in TA can be easily cropped post-

experiment, but must be removed before detection in photoluminescence lest it damage sensitive 

optics. Lastly, while time-resolution in streak camera measurements have improved greatly they 

still are limited by detector response instead of laser pulse duration and therefore lack the higher 

time resolution of TA measurements. Fluorescence up-conversion does much better with regards 

to time-resolution, but requires a more complex setup.104  

2.3 Static Raman and Femtosecond Stimulated Raman Spectroscopy 

Vibrational modes of semiconductor nanocrystals are usually very low in frequency due to 

the heavy mass of the atoms. As such, IR spectroscopy is limited to organic modes corresponding 

to ligands or intercalated molecules (e.g. methylammonium in perovskites).105-106 Raman 

spectroscopy, on the other hand, allows identification of these low-frequency modes and can 
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provide insight into crystallinity and defect structure.107 At the nanoscale Raman modes may shift 

frequencies and broaden due to the small quantity of repeat unit cells; new features may also appear 

such as the surface optical mode in CdSe NCs.52, 108-111  

 Time-resolved Raman is not as straightforward as many other ultrafast techniques. Simple 

pump-probe configurations lack high time resolution, high signal to noise, and may be complicated 

by intense fluorescence.112-113 Femtosecond stimulated Raman spectroscopy (FSRS) overcomes 

these downfalls by utilizing three pulses.114-115 Initially, a pump pulse like that from TA (here 

called the actinic pump) excites the sample. The probe consists of a broadband white light pulse 

that is overlapped temporally with another pulse called the Raman pump. The Raman pump is 

much longer temporally than the actinic pump, generally on the order of a few picoseconds, and 

very narrow spectrally. The combination of the probe and the Raman pump are critical and provide 

many benefits, (i) the long time range of the Raman pump allows the frequency of the Raman 

modes to be well-defined while (ii) the short time of the probe allows ultrafast detection of their 

dynamics (tens to hundreds of femtoseconds), and (iii) the narrow bandwidth of the Raman pump 

ensures separation of Rayleigh and Raman scattering. FSRS is also not spontaneous, but stimulated 

Raman so the signal appears in tandem with the white light probe instead of spreading radially. 

Because of this it is much more intense than most Raman techniques and relatively free of scattered 

light. This does result in large backgrounds in FSRS due to the white light, which may show 

transient behavior as it interacts with the actinic pump.  
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Figure 2.4: Femtoseond stimulate Raman spectroscopy. (a) Schematic of laser pulses. (b) Feynman 
diagram showing the interaction of all three laser pulses.  

 

 Data analysis for FSRS can be complicated due to the large background described above 

as well as smaller signals than TA. In the case of organic molecules the Raman pump wavelength 

is chosen specifically to ensure monitoring of excited state features that form upon interaction of 

the sample with the actinic pump. For semiconductor NCs, most of these features are overlapped 

with static absorption features resulting in convolution of ground and excited state Raman signals. 

Depletion of Raman gain (I) depends on the exponential of the inverse of the phonon occupation 

number (n) (Eq 2.4) such that loss in Raman intensity upon photoexcitation in semiconductors 

corresponds to an increase in phonon population.52  

Eq. 2.4       𝐼 = 𝐼7𝑒
T

GUV 
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2.4 Static and Time-resolved X-ray diffraction 

 X-ray diffraction provides information about the crystallinity of a sample by measuring the 

elastic scattering of X-rays off the periodic arrays of atoms within the sample. The diffraction 

follows Braggs law: 

Eq. 2.1       𝑛𝜆 = 2𝑑𝑠𝑖𝑛𝜃 

where n is an integer, λ is the wavelength of (X-ray) light, d is the spacing between crystal lattice 

planes and θ is the angle of incident irradiation. For a single crystal, distinct diffraction patterns 

can be measured and the crystal structure (i.e. unit cell, space group) can be reconstructed. NCs 

are too small to produce such patterns and therefore measurements of solutions or films gives 

powder diffraction spectra. If the composition of the NC is already known, say CdSe, then these 

powder patterns can inform on the crystallinity and polymorph (e.g. wurtzite vs. zincblende). The 

latter of these two is particularly important for NCs as they may form structures and compositions 

not common in macroscopic crystals.116-117 Fitting the peak lineshape can provide insight into the 

size of the particles using the Scherrer equation (Eq. 2.2).118 Here, τ is the size of the crystalline 

domain and K is a dimensionless shape factor.  

Eq. 2.2      𝜏 = 	 KL
MI.DN

 

 Time-resolved X-ray diffraction (TR-XRD) is a pump-probe technique that utilizes a 

visible light pump to excite the sample and X-ray probe to monitor changes in diffraction. This 

experiment is carried out using a high energy X-ray source (in this case, Argonne National 

Laboratory’s Advanced Photon Source) where colloidal samples are heavily concentrated and 

flowed using a jet. Similar to TA or FSRS, the pump fluence can be changed as well as the time 

delay between pump and probe. The diffracted X-rays are collected as a powder pattern and 
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azimuthally integrated. Due to the small portion of NCs that absorb photons, changes in the 

diffraction intensity are small. To aid in identifying transient behavior the data is differenced 

similar to TA (pump on minus pump off).  

 

Figure 2.5: Time-resolved X-ray diffraction. (a) Experimental setup. (b) Effects of heating and melting on 
X-ray diffraction patterns as measured and after differencing.  
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Photoexcitation may induce several changes to the diffraction patterns (Figure 2.5b). 

Heating of the NCs causes expansion of the lattice which is seen as a shift to lower Q. After 

differencing this behavior produces a derivative lineshape. At incredibly high fluences the NCs 

may become disordered or melt resulting in a loss of diffraction intensity, upon subtraction this is 

seen as a negative feature. These two cases are not necessarily independent and a combination of 

a derivative and negative feature may occur as well.  

2.5 Electron Microscopy 

Electron microscopy is a powerful tool for imaging NCs. Given their incredibly small size 

transmission electron microscopy (TEM) is often required to image the materials as opposed to 

scanning electron microscopy (SEM). A subset of TEM, scanning transmission electron 

microscopy (STEM) allows rastering of the beam across samples, which can provide dark field 

imaging that may allow better visualization. Both SEM and STEM may be used for energy 

dispersive X-ray spectroscopy (EDX or EDS) and electron energy loss spectroscopy (EELS) to 

allow elemental analysis. SEM can be utilized for lithography of and imaging of 

ordered/assembled NCs. High-resolution TEM (HR-TEM) may permit imaging of lattice fringes, 

defects, and twinning with the crystal. Electron diffraction can confirm the atomic composition.  

Samples are commonly diluted, dropcast onto copper grids (TEM) or silicon wafers (SEM), 

and allowed to dry. Post-imaging measurements and analysis can provide size distribution as well 

as morphology. Many new developments in electron microscopy technology have expanded these 

instruments beyond analytical tools into complex and remarkable experiments. For example, in-

situ synthesis119, melting8, 120, and optical experiments121 are just a few avenues where electron 

microscopy has proven incredibly useful. 
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2.6 Nuclear Magnetic Resonance 

Nuclear magnetic resonance (NMR) has long been used as an analytical tool for 

identification of molecular species. For semiconductor NCs it can serve not only as a means of 

identifying organic ligands, but also their binding status, dissociation, and solvation.122 When 

covalently attached to the surface of the particle, resonances associated with molecular species are 

broadened and shifted downfield. Integration of these features can be used to identify the quantity 

of ligands present in the sample when a standard is added (e.g. ferrocene, CH2Br2). Furthermore, 

changes in these resonances has been utilized during ligand exchange to understand binding 

strengths and ratios of exchanged molecular species. Using isotope labeling can relate whether 

species on the surfaces of NCs are in constant equilibrium between those in solution or tightly 

attached. 

More complicated 2D NMR techniques such as DOESY or NOESY can help differentiate 

bound vs. free species as well as diffusion coefficients.122 Incorporating different pulse sequences 

such as those used in dynamic nuclear polarization can provide more detailed information about 

the complicated surface chemistry of these materials.123-124 NMR is also not limited to protons and 

recently the study of other nuclei such as 113Cd and 31P NMR has been utilized to probe the 

inorganic atoms of semiconductor NCs.125-126 Solid state NMR127, variable temperature NMR128, 

and in-situ synthesis129 are rapidly expanding uses of this technique.   

2.7 Electron Paramagnetic Resonance 

Electron paramagnetic resonance spectroscopy (EPR) is analogous to NMR in many ways. 

Instead of nuclear transitions, EPR uses microwaves to probe electron spin transitions. There are 

different microwave frequencies commonly used in EPR, such as X band (10 GHz), Q band (35 
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GHz), and W band (95GHz). In continuous wave (CW) EPR the wavelength of microwave 

radiation is kept constant while a magnetic field is swept. The magnetic field causes splitting of 

electron levels due to the Zeeman effect. When this splitting causes transition energies to be 

resonant with the microwave radiation an increase (absorptive) or decrease (emissive) signal is 

detected. Hyperfine splitting on top of EPR spectra can provide insight into nearby nuclei. CW 

EPR spectra are recorded as derivative spectra, thus an absorptive feature would transform into a 

derivative lineshape.  

Transient CW (TCW), also commonly called time-resolved EPR (TREPR), utilizes a 

similar process with the inclusion of a pulsed laser. Microwave irradiation remains continuous but 

data is collected as a function of laser time delay and magnetic field allowing monitoring of light-

induced spin processes. Notably these spectra are not given as derivatives, thus absorptive and 

emissive features are in fact due to their respective spin transition directions. While TCW EPR is 

a powerful technique for many systems, it is particularly enlightening for donor-acceptor spin-

correlated radical pairs. TCW spectra can provide insight to into the coupling (J and D) in radical 

pairs, as well as the lower limit for charge separation lifetimes. Recombination of the radical pair 

to a triplet state can be differentiated from spin-orbit intersystem crossing as their spectral structure 

varies. 

Pulsed EPR techniques use microwave pulses to manipulate spin states. They can be 

coupled to a laser to monitor photoinduced processes although this is not strictly necessary. Pulsed 

EPR allows direct measurement of spin processes without constant microwave irradiation mixing 

spin states. For the work covered here the Hahn echo sequence is the only type of pulsed-EPR 

experiment that needs explanation. It is comprised of a laser flash followed by a pi/2 – tau – pi – 

tau – echo sequence where pi/2 and pi represent microwave pulse lengths, tau is the waiting time, 
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and the echo is recorded. Maintaining the magnetic field at one frequency and sweeping tau 

produces an ESEEM that when fit gives T2, spin coherence lifetimes.  

While EPR, both theory and experiment, are well understood and optimized for organic 

and inorganic compounds, nanoscale semiconductors are an area of research that has not been 

fleshed out as much. One of the few areas where EPR is used frequently is for identifying the 

oxidation state of metals in some NCs42  (e.g. Cu+ vs. Cu2+) as well as dopants130-131 (e.g. Mn in 

CdSe). Occasionally parameters such as g-values can be determined in NCs.132 Studies of spin in 

NCs as part of donor-acceptor systems is sparse compared to work on photophysics and use of 

EPR as a technique to understand spin is an even narrower subset. Work on electron transfer from 

a molecular species to the QD has been studied by monitoring the EPR spectrum of the donor 

previously133, but this thesis shows (potentially) the first instance of spin-polarized electron 

transfer from a QD to a molecule through EPR.37 

2.9 Thermogravimetric Analysis and Inductively Coupled Plasma Techniques 

Thermogravimetric analysis (TGA) and inductively coupled plasma (ICP) spectroscopy 

are destructive techniques that can provide insight into the chemical structure of semiconductor 

NCs and their ligands. TGA uses a microbalance within a furnace to detect changes in mass that 

occur upon burning of a sample. For semiconductor NCs this is generally the organic ligands 

burning off, providing information about the relative ratio of organic to inorganic species. When 

coupled to a gas chromatography-mass spectrometry (GC-MS) instrument, further identification 

of the organic fragments can be studied. TGA may also provide insight to exothermic or 

endothermic processes such as phase changes. 
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For ICP, semiconductor nanocrystals are digested using an acidic solution and burned in a 

plasma. Using either mass spectrometry (MS) or optical emission spectroscopy (OES) the identity 

of the inorganic ions, their quantity, and relative ratio can be determined.  
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Chapter 3: Optical Phonon Processes Measured 
Using Femtosecond Stimulated Raman 

Spectroscopy 
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Harvey, S. M.;  Phelan, B. T.;  Hannah, D. C.;  Brown, K. E.;  Young, R. M.;  Kirschner, M. S.;  
Wasielewski, M. R.; Schaller, R. D., Auger Heating and Thermal Dissipation in Zero-

Dimensional CdSe Nanocrystals Examined Using Femtosecond Stimulated Raman 
Spectroscopy. The Journal of Physical Chemistry Letters 2018, 9 (16), 4481-4487, with 

additional unpublished components on InP NCs. 
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3.1 Introduction 

NCs exhibit unique phononic properties that fundamentally alter the behavior of both 

charge carriers and lattice excitations relative to higher dimensional materials.134 Whereas the 

fundamental behaviors of charge carriers for several NC compositions have been investigated 

using transient electronic spectroscopy and terahertz conductivity,135-136 less is known regarding 

the lattice response to electronic excitation. In general, thermal processes and the transfer of heat 

out of NCs is not well-understood owing to a lack of probes, despite significant influence of 

thermal energy on optoelectronic properties.90, 137-139 For materials with a continuous density of 

states, such as one- and two-dimensional semiconductor NCs, transient absorption and time-

resolved photoluminescence spectroscopies can convey information about electronic and lattice 

temperatures due to higher-energy lineshape components observed in transient spectra that obey 

defined functional forms.61, 140-141 However, discrete electronic energy levels prevent these 

observables in zero-dimensional NCs and as such, comparable studies are unavailable. Other 

investigations on zero-dimensional materials monitor time-averaged behavior, or were performed 

at cryogenic temperatures.65, 142-143 Therefore, lattice relaxation measurements currently present an 

experimental challenge.  

 In this study, we investigate lattice dynamics of semiconductor NCs following controlled 

fluence optical (electronic) pumping. Such excitation produces thermal energy via two main 

processes. Following creation of above-gap, hot carriers, intraband carrier cooling occurs, which 

imparts into the lattice any energy in excess of the band-edge.49, 99, 144 For electron-hole pairs 

(excitons) in many semiconductor NC compositions this process occurs on sub-picosecond 

timescales.144-145 At elevated intensity, an additional process of Auger recombination (AR) can 

occur, where one exciton recombines via non-radiative transfer of energy to an additional charge 
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carrier that subsequently relaxes to the band-edge. AR lifetimes of biexcitons range from tens to 

hundreds of picoseconds with a well-known linear dependence on particle volume for CdSe,56, 146-

149 and even faster lifetimes of a few picoseconds for InP.150 Multiexciton AR rates strongly 

outcompete radiative recombination of 15-50 ns (298 K) for these compositions.44, 150 

 Frohlich electron-phonon scattering, the dominant form of carrier cooling in polar 

semiconductors, is understood to initially generate longitudinal optical (LO) phonons that then 

scatter into lower energy acoustic modes, producing a quasi-equilibrium within the particle.59-60, 

151 In CdSe NCs, LO phonons are the only optical mode, though a lower energy shoulder attributed 

to surface optical (SO) phonons is present that is not observed in the bulk.111 InP NCs have two 

optical phonon modes, a lower frequency transverse optical (TO) mode is present alongside the 

LO.110 These phonons eventually equilibrate with surrounding media through surface terminations, 

organic ligands, and solvent.152-153 While femtosecond infrared spectroscopy has seen significant 

success in monitoring vibrational dynamics,154-155 the low frequency modes of inorganic NCs 

prevent application of this technique.156 Terahertz spectroscopy can probe these low frequency 

modes; however, the signals are often convoluted with carrier dynamics.157 Raman scattering can 

resolve such modes without carrier dynamics affecting signal and with the benefit of using visible 

light. Hannah et. al. showed the potential of using femtosecond stimulated Raman spectroscopy 

(FSRS) on CdSe NCs to monitor the lattice dynamics following generation of single excitons.52 

Although FSRS is more commonly used for small organic molecules or bulk crystals, its 

fluorescence rejection, along with high temporal and spectral resolution make it a promising 

technique for study of fundamental vibrational processes in NCs.114-115  

Herein, through pump-fluence-dependent examinations of multiple sizes of CdSe NCs, we 

observe delayed recovery of LO phonon stimulated Raman gain at elevated fluence. We attribute 
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this to Auger heating of the lattice due to multiexcitons and, furthermore, reveal that resultant LO 

phonons recover more slowly than electronic AR, which we suggest corresponds to the timescale 

of NC cooling owing to the prominence of an acoustic phonon thermalization bottleneck on lattice 

relaxation via a highly impedance mismatched NC-organic interface. Lastly, we study the interplay 

of TO and LO phonons in InP NCs upon photoexcitation and find that the TO mode is generated 

first followed by conversion to LO. Similar to CdSe NCs, increasing power lengthens the cooling 

rate suggesting Auger heating and a potential phonon bottleneck.  

3.2 Auger Heating in CdSe Nanocrystals 

 Figure 3.1a shows a schematic for a typical FSRS experiment, the details of which have 

been described previously.158 A ~50 fs actinic pump at 3.1 eV creates a Poisson distribution of hot 

single excitons or multiexcitons depending on the fluence, where the average number of generated 

excitons per NC relates to cross-section and fluence, <N>=sj. Stimulated Raman spectra are then 

acquired at set time delays by a temporally overlapped ~1.5-2 ps Raman pump and a chirped 

broadband fs probe pulse. Since the actinic pump is tuned to an energy higher than the band gap, 

a hot exciton is generated. The interaction of the sample with the probe and leading edge of the 

Raman pump produces a vibrational coherence. A second interaction with the trailing edge of the 

Raman pump then stimulates emission of the Raman signal in the direction of the probe. Although 

not given here, Feynman and energy level diagrams of all resonant FSRS processes have been 

determined.159-162 Due to the nature of the Raman pump and probe pulses (the first being much 

longer than the second) a broad background is produced due to electronic excitation and cross 

correlation even at negative time delays where there is no actinic pump excitation. Note that only 

NCs excited by the actinic pump evolve in time.  
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Figure 3.1: (a) Schematic of time-resolved FSRS experiment where the sample is first excited by a 
femtosecond actinic pump of controlled fluence followed by a pair of pulses at set time delays (Raman 
pump on the order of picoseconds and a femtosecond chirped broadband probe) that produce stimulated 
Raman signal. (b) Absorption spectra of the three sample of CdSe nanocrystals. Raman pump wavelength 
is given as a (*) for each sample. (c) Example of a static FSRS spectrum for R = 1.3 nm CdSe. The LO 
phonon Raman features evident at approximately ± 210 cm-1 sit atop a broad background along with the 
Rayleigh scattering (black line). This background is subtracted before data analysis (red line). (d) Schematic 
showing the optical excitation of a NC resulting in the creation of two excitons followed by subsequent 
relaxation and recombination. During intraband relaxation cooling of hot carriers can generate LO phonons 
causing the NC lattice to become heated. The combination of Raman pump and probe allow stimulated 
Raman monitoring of these phonons.  

 

 Three samples of wurtzite CdSe NCs dispersed in hexanes were studied as a function of 

fluence with radii ranging from 1.3 to 2.0 nm. For each, the Raman pump was tuned to the low-

energy side of the absorption full-width half-maximum (FWHM) to ensure resonance and 

minimize absorption of the Raman pump as shown in the absorption spectra in Figure 3.1b. Such 

placement yields resonance enhancement of both ground and excited state phonon modes. 
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However, since unexcited NCs do not evolve in time, and negligible population decays on sub-

nanosecond timescales, we monitor excited state dynamics. Figure 3.1c shows how the Rayleigh 

scattered and stimulated Raman features sit atop the aforementioned broad background. The 

Stokes and anti-Stokes peaks near positive and negative 210 cm-1 respectively, correspond to LO 

phonons with a surface optical (SO) phonon as a second peak around 180 cm-1.156, 163 LO phonons 

are dipole-changing, out-of-phase vibrations of atoms within the unit cell while SO phonons are 

believed to arise owing to dangling bonds at the NC surface, though this is an area of debate.111, 

156 It has been previously reported that the dynamics of the LO and SO phonons are 

indistinguishable and therefore we focus on LO phonons in this study.52 In order to analyze the 

dynamics of these features, the peaks and background were simultaneously fit to a sum of 

Gaussians and a polynomial, respectively, allowing separation of Raman and background. 

Throughout this chapter, peak intensity and peak position/shift correspond to the LO phonon 

modes with the former being represented by the peak area of the Gaussian fit and the latter by the 

maximum. In Figure 3.1d we summarize the processes occurring upon creation of a biexciton. 

Unlike single excitons, which only undergo one excitonic intraband relaxation, the creation of 

biexcitons causes each of two excitons to relax to the band edge and, following AR, undergo 

intraband relaxation yet again upon creation of a single hot exciton. LO phonons are produced 

during each of these relaxation steps, which we are able to monitor using the stimulated Raman 

signal described above.  

 As previously reported, stimulated Raman scattering intensity depends exponentially on 

the inverse of the LO phonon occupation number.52 Upon low fluence actinic excitation 

corresponding to formation of single excitons in the NCs, the intensity of the Stokes and anti-

Stokes LO phonon Raman features deplete on a sub-picosecond timescale during intraband cooling 
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to the band edge, as known from reports using electronic spectroscopy.49, 99, 144 This initial FSRS 

depletion conveys lattice excitation specifically arising from generation of LO phonons. After 

depletion, stimulated Raman signals show recovery as the LO phonon population decreases via 

scattering into lower energy acoustic phonons until a quasi-equilibrium is reached. This collection 

of phonons then thermalizes with the surrounding media such as ligands and solvent.52, 142  

Increasing actinic pump fluence results in formation of more than one exciton in some NCs. 

As <N> is increased, the amplitude of the peak depletes more until it eventually disappears as 

shown in Figure 3.2a where Stokes and anti-Stokes features are given at 100 fs and compared to 

negative time delays. We see the complete disappearance of the LO phonon mode at sufficiently 

elevated pump intensity, meaning loss of Raman gain which suggests large LO and acoustic 

populations. In addition, the recovery for NCs that contain more than one exciton takes notably 

longer to return to the initial intensity than for the population excited with single excitons, as shown 

in Figure 3.2b, where the intensity of the Stokes peak for the R = 2.0 nm CdSe NCs is plotted as a 

function of time. Note, the signal is normalized at negative time delays to allow comparison. Here, 

the increased number of excitons causes additional heat generation upon relaxation to the band 

edge both before and after AR, which in turn causes the NCs to take longer to reach equilibrium.  
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Figure 3.2 (a) Baseline-subtracted data for the R = 2.0 nm CdSe NCs at t = 100 fs as a function of <N>. 
(b) Dynamics of the Stokes LO phonon for the R = 2.0 nm CdSe NCs normalized at negative time delays.
As <N> is increased the signal depletes and recovery is slowed. Inset shows the same dynamics at early
time delays.

In order to evaluate the effects of elevated fluence on LO phonon dynamics, the single 

exciton dynamics were subtracted from data acquired using higher pump fluences. This was 

accomplished by fitting each dataset with both the single exciton fit determined from low fluence 

data (where relative amplitudes and time constants were fixed, but allowed to float collectively in 

amplitude) and one or two more exponentials for multiexciton components. Figure 3.3a shows 

differenced data for the Stokes feature of the R = 2.0 nm CdSe NCs where the single exciton 

component has been subtracted. Here, the data are inverted to facilitate visualization. As the 

population of multiexcitons in the NC sample increases, a ~ 100 ps recovery time component 



 

 

62 

builds in along with an additional, less prominent, faster component (<10 ps) at very high fluence. 

Similar measurements exhibit a clear size dependent trend as shown in Figure 3.3b where the 

differenced data for each CdSe NC sample is shown, here for <N> in the range of 1.0 to 1.3. 

Similar to AR, as the size of the NC increases, the lifetime becomes longer, from about ~15 ps for 

the smallest NC to ~100 ps for the largest. This signal is attributed to Auger heating where the 

resultant hot exciton produced upon biexciton annihilation generates additional LO phonons upon 

cooling, but with the following additional observable.  

 

 

Figure 3.3 (a) Differenced data for the Stokes feature of the R = 2.0 nm CdSe NCs. Single exciton dynamics 
have been subtracted to show effects due to multiexcitons. Early time delays are given in the inset. (b) 
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Multiexciton dynamics for the three samples with <N> between 1.0 and 1.3. Larger NCs show longer decay 
lifetimes similar to trends for AR. (c) Comparison of AR lifetimes147-148 with those found in this study 
plotted on a log-log scale. FSRS recovery lifetimes are appreciably longer than electronic AR for all three 
sizes of NCs. Included are fits from multiple <N> given as different colors to represent a spread in data. 
Solid black represents a fit to AR lifetimes from the literature, while the dashed line is a guide to the eye 
for the LO Phonon lifetimes. (d) Thermalization lifetimes determined from comparison of electronic Auger 
recombination lifetimes and FSRS lifetimes compared to an indirect evaluation of thermalization based on 
transient photoluminescence (trPL) at cryogenic temperatures.142 

After fitting the FSRS recovery dynamics in this regime of elevated fluence, where Auger 

recombination should occur, we compared dynamics to literature AR time constants measured by 

electronic transient absorption, which we stress exhibit sensitivity to the electronic, charge carrier 

populations and not lattice response (Figure 3.3c). Even with some spread in observed lifetimes 

measured for varied values of <N> relating multiexciton populations, our multiexciton-derived 

FSRS recovery time constants clearly exhibit longer lifetimes than those reported for electronic 

relaxation processes. We attribute this increase in lifetimes to a phonon buildup in NCs where a 

quasi-equilibrium of LO phonons and acoustic phonons are produced as a consequence of Auger 

heating of the lattice. With the NC achieving an elevated temperature quasi-equilibrium, LO 

phonon populations decay more slowly, slowing FSRS signal recovery to yield a lifetime that 

exceeds that of the biexciton. We attribute this slow decay to impedance mismatch between the 

inorganic lattice and the organic interface, which doesn’t allow acoustic phonons to transfer to 

ligand or solvent efficiently. Importantly, this delayed recovery appears because thermalization 

occurs following electronic AR with a finite lifetime. We evaluate the apparent thermalization 

rates for different samples via comparison of elevated-fluence FSRS data and those of Auger 

recombination,26-28  recognizing that observed recovery dynamics in FSRS arise from a 

convolution of AR heating, which generates LO phonons, and subsequent thermalization (Figure 

3.3d). These thermalization lifetimes are sensitive to size of the NC and increase with the NC 
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radius, though we are not certain of the functional form.  Interestingly, the observed rates, here 

measured for NCs in liquid dispersion near ambient temperature, correspond approximately with 

rather different thermalization measurements based on instantaneous radiative rate at cryogenic 

temperatures in a solid alkane dispersion that we reported previously.142 It is important to point 

out however that multiple temperature dependent variables including particle and medium heat 

capacities, linear thermal conductivity, and an unknown interfacial thermal conductivity, make this 

similarity only incidental, yet comparable in terms of size-dependent trend and timescale 

magnitude. 164 

 We also consider the fast component observed at higher <N> for each sample. While 

initially thought to relate to triexciton decay, when plotted against lifetimes the literature the data 

does not correlate well (Figure 3.4).146 Notably our lifetimes seem to be less size dependent and 

also faster than the triexciton lifetimes, suggesting a different source. We rule out Auger ionization, 

which we expect would exhibit longer timescales,54 as well as charged multicarrier recombination 

due to rapid stirring of the sample. Further studies may elucidate the processes contributing to this 

effect. We believe that any triexciton or higher-order exciton decay would contribute to the 

acoustic phonon thermalization bottleneck instead of resolving as another feature. Slowed rates of 

thermalization have been discussed in the literature for the onset of electron-hole plasma 

generation that effectively screens charges.140, 165 We do note that there did not appear to be a clear 

trend in lifetime with <N> however.  
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Figure 3.4. (a) Reprint of the inset from Figure 3.3a (R = 2.0 nm CdSe, Stokes) highlighting the fast decay. 
(b) Lifetimes of fast decay component compared to triexciton lifetimes from the literature146 on a log-log 
plot. Multiple excitation fluences for a given particle radius relate some variability in fitting of lifetimes.  

 

 In addition to trends in the magnitude of the LO phonon modes, we evaluated the fitted LO 

phonon peak position vs excitation fluence. This is shown in Figure 3.5 for the Stokes LO phonon 

feature of R = 2.0 nm. Upon optical excitation, the peak shifts to lower frequencies before 

recovering. The shift clearly dependends on fluence, shifting beyond 5 cm-1 for the highest 

examined values of <N>. We attribute this to increasing mode softening in the NCs as more 

disorder arises in the particles upon increasing phonon generation that, for sufficient fluences, 

leads to loss of crystalline order and, e.g. reduced X-ray diffraction.65 

 

Figure 3.5 Max peak shift at ~100 fs for as a function of <N>. As <N> increases the peak shifts to lower 
frequencies (more negative). Colors denote the same <N> as given in Figure 3.2.  
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 Up until this point, focus has been on the Stokes features as they were the most easily 

distinguishable and were studied in the previous FSRS work. While the magnitude of peak 

depletion and peak shift were nearly identical for both Stokes and anti-Stokes features their 

lifetimes differed substantially. Figure 3.6a-b show peak shift as a function of time for the Stokes 

and anti-Stokes LO phonon mode respectively. Both show an increase in peak shift as fluence is 

increased, however the anti-Stokes feature recovers almost instantly compared to the Stokes. Peak 

intensity for the two features after photoexcitation is much more similar, yet even these are not 

identical. Consistently the anti-Stokes recovered faster than the Stokes as seen in Figure 3.6c. The 

reasoning behind these behaviors remains elusive, yet may potentially point to differences in 

carrier distribution that may provide insight to effective temperature.166 
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Figure 3.6 CdSe NC with R = 2.0 nm, (a) and (b) peak shift for the anti-Stokes and Stokes LO phonon 
mode respectively as a function of <N>, (c) comparison of Stokes and anti-Stokes single exciton LO phonon 
dynamics with fits.  

3.3 Transverse and Longitudinal Optical Phonons in InP 

InP NCs have garnered interest as a potential replacement for more toxic Cd-based 

semiconductors. With tunability across similar wavelength ranges as CdSe they are a very active 

area of research and have seen commercial success in QLED TVs. However, many of their 
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photophysical properties remain unstudied and work on thermal properties mostly non-existent. 

Unlike CdSe NCs, InP has two optical modes, a transverse mode around 307 cm-1 and a 

longitudinal mode around 344 cm-1.167 Static Raman spectra of InP NCs has shown that the 

intensity of these modes depends on the size of the particle, but no studies have been undertaken 

to understand how photoexcited carriers couple to these modes. Here, preliminary work on using 

FSRS to monitor the dynamics of both the LO and TO phonon in a sample of InP NCs is shown.  

Figure 3.7: Transverse optical (TO) and longitudinal optical (LO) phonon modes in InP from -4 ps before 
excitation to ~1 ns after. Depletion of FSRS signal indicates generation of phonons.  

InP NCs capped with myristic acid and a lowest energy absorption of 600 nm were studied. 

The actinic pump was kept at 400 nm for both FSRS and TA experiments, while the Raman pump 

was placed at 640 nm. An example of the Stokes Raman spectrum is given in Figure 3.7 where the 

TO and LO phonon modes labeled at 311 and 344 cm-1 respectively. Upon photoexcitation 

depletion of the features signifies generation of phonons from intraband relaxation, with both 

peaks depleting rapidly. Recovery is slow with the TO mode returning to pre-time zero intensity 

in about 50 ps and the LO showing reduced intensity past 1 ns.  
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Figure 3.8: Peak intensity as a function of time for (a) 30 nJ, 〈𝑁〉 = 0.6, (b) 90 nJ, 〈𝑁〉 = 1.8, and (c) 150 
nJ, 〈𝑁〉 = 3.1.  

 

To more carefully monitor the early time dynamics the peaks were fit to two Gaussians 

functions using the same procedure as CdSe NCs analysis. Normalized peak intensity as a function 

of time for three different powers (30 nJ, 90 nJ, 150 nJ) is given in Figure 3.8. These correspond 

to 〈𝑁〉 values of 0.6, 1.8, and 3.1 respectively, (while single exciton regime dynamics are preferred, 

the low signal to noise precluded collection). For all three powers, depletion of the TO mode occurs 

first followed by the LO mode shortly after. Fits in the two higher powers are provided to serve as 

guides to the eye given the noise and minimal difference in time. It is unusual that the lower energy 

mode seems to transfer its energy to a higher energy, although the difference between them is only 

a few meV. Potentially, the TO mode couples better to electrons, while the LO mode couples to 

acoustic phonons. As 〈𝑁〉 is increased the lifetimes of both phonon features lengthen, likely due 

to increased Auger recombination. The short lifetime for Auger in InP (a few picoseconds) is much 

shorter though than the lifetimes seen here suggesting that a phonon bottleneck is occurring in this 

material as well.  
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Figure 3.9: TO (a) and LO (b) phonon peak intensity compared to TA signals at the same white light 
spectral position.  

As a last check TA measurements were performed using the same spectral window as 

FSRS; the results of this are shown in Figure 3.9. Phonon generation occurs as soon as 

photoexcitation of the sample occurs. Importantly the TA dynamics are identical at the two spectral 

positions where the Raman modes are present. Given the nature of FSRS, Raman signals appear 

in conjunction with the white light probe and therefore temporal chirp does exist. However the 

very short spectral difference between the area of white light where the TO and LO phonons are 

monitored means that chirp is not a concern and any differences in timing for depletion are real.  

3.4 Conclusion 

In conclusion, we have shown, for the first time, the effects of Auger heating due to AR on 

lattice dynamics for zero-dimensional semiconductor NCs, here of CdSe, using FSRS to monitor 

LO phonon populations. The process of Auger recombination generates a significant population 

of LO phonons within the NC core. FSRS signals related to the Auger heating phonons decay more 

slowly than electronic Auger recombination, which we relate to a quasi-equilibrium and an 

acoustic phonon bottleneck that dictates thermalization and net heat outflow, causing decay 

lifetimes that exceed reported Auger recombination lifetimes. By analyzing three sizes of CdSe 
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NCs, we determined lifetimes of thermalization that increase with particle size. Furthermore, we 

note peak shift and therefore disorder in the crystal increases with <N>. InP NCs exhibit two 

optical phonon modes, a lower energy TO mode and a higher energy LO mode. Upon 

photoexcitation, generation of TO phonons occurs immediately before they couple to LO modes. 

Recovery of FSRS signal, and therefore thermal dissipation lifetimes increase with higher power 

similar to CdSe. FSRS signals persist for longer than Auger recombination suggesting a phonon 

bottleneck in this material as well. 

3.5 Outlook 

As it stands, FSRS is still a vastly underutilized technique for monitoring generation and 

dissipation of heat in semiconductor NCs, likely due to a combination of scarcity and difficulty. It 

is further complicated by some inorganic systems showing little to no FSRS signal even with clear 

spontaneous Raman. Despite this, there is much to be studied here as there is so little known. Many 

groups have worked on improving this technique and expanding it in interesting directions (e.g. 

incorporating microscopy with FSRS for spatial resolution,168-169 higher rep rate lasers to improve 

signal to noise,170 different setup configurations171-172).  

Even within systems such as CdSe, many parameters can be changed, optimized, and 

exploited. What effects do wavelength (both AP and RP) have on signal? One would assume that 

exciting at the bandedge with very low fluences (<N> << 1) would result in hardly any phonon 

generation as intraband relaxation and Auger recombination are shut off, but is a noticeable 

difference observed as the AP is moved from 400 nm closer to the bandedge? The Raman pump 

is consistently placed on the red side of the lowest energy absorption, yet it just needs to be 

resonant with an electronic transition. Can it placed higher in energy with similar results?  
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What other Raman features besides optical phonons can be explored? With high enough 

resolution and careful reduction of scattering can low-frequency acoustic phonons be monitored? 

What about vibrations due to organic species such as ligands or intercalated molecules (e.g. 

methylammonium in perovskites)? 

Given the importance of solvent and ligand vibrations to cooling in semiconductor NCs, 

can the rates of phonon dissipation be modulated by exchanging native ligands and solvent? Would 

small inorganic ions allow faster cooling as was seen in CuInSe2 TR-XRD?64 Does the bulkiness 

of the solvent affect its ability to interact with ligands and the surface? 

And finally, but perhaps most attainable, what can we learn about other compositions? The 

field of semiconductor NCs has allowed a variety of compositions beyond CdSe to be readily 

synthesized. Expansion of II-VI compositions and the III-V, I-III-VI2, and perovskite 

semiconductors are all ripe for study using FSRS and there is much to be learned about their 

phononic properties. 

Ideally FSRS would join other complicated spectroscopies such as impulsive stimulated 

Raman spectroscopy, 2D electronic spectroscopy, 2D infrared spectroscopy, and pump-pump/two 

pump/pump-dump transient absorption spectroscopy as an important tool for understanding 

photophysical processes in semiconductor NCs.  
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Chapter 4: Thermal Properties of CuInSe2 
Examined using TR-XRD 
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4.1 Introduction 

Colloidally synthesized semiconductor nanocrystals (NCs) offer the prospect of 

electronically tailorable inks, which can be deposited as thin films for light-emitting diodes173 or 

photovoltaics.174 Significant interest exists in passive or active patterning of these materials to 

obtain superlattices175-176 or printed electronics.177-178 Due to quantum confinement of electron-

hole pairs (often referred to as excitons regardless of binding energy), NCs can exhibit 

optoelectronic properties that differ substantially from bulk counterparts and are electronically 

tunable through size and shape.12, 55 At the same time, reducing particle size to the nanoscale also 

impacts thermal behavior and elevates the importance of interfacial phenomena. For instance, NCs 

exhibit highly active surfaces and substantial melting point depression compared to the bulk owing 

to high surface energy.8, 179-181 Thus, particles can, desirably or undesirably, sinter together into 

more spatially extended, bulk-like solids under temperature elevation or local methods such as 

pulsed laser annealing.66, 182-185 In the latter of these approaches, above-bandgap optical excitation 

produces intraband-relaxation induced heating as electronic carriers cool via phonon scattering,49, 

144 and, for excitation regimes that produce multiple excitons per particle, Auger recombination 

annihilates excitons to produce hot carriers that subsequently impart thermal energy into the 

lattice.54, 146 Investigations into the effects of heating in NCs significantly lags research on their 

synthesis and optoelectronic properties. Namely, the correlation of excitation fluence, effective 

lattice temperature, and rates of cooling remain poorly characterized.57, 61, 186 With improved 

understanding of these behaviors, the physical response of NCs can be better predicted and 

controlled. 

CuInSe2 NCs in particular are of interest for their solution processability and a bulk-phase 

near-infrared bandgap (1.02 eV at 298K) comparable to that of silicon (1.1 eV).187-190 Additionally 
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this composition is a less toxic alternative to common semiconductor NCs such as CdSe or 

CH3NH3PbI3.191 These properties have led to their incorporation into thin film solar cells. CuInSe2 

NCs can be drop casted192-195 or sintered to produce uniform, highly conductive, bulk-like thin film 

photovoltaics,196-197 with record efficiencies up to 15% for bulk198 and 7% for NCs.189, 199-200 

Sintering is often performed either under sustained elevated temperatures in the presence of 

selenium vapor or by rapid photonic curing,66, 197, 201 where the latter offers the prospect of 

retaining quantum confinement while increasing conductivity. Another broadly researched method 

for improving devices is substitution of the highly insulating, synthetic ligands for small inorganic 

ions that improve carrier mobility between the NC cores by reducing spatial separation thus 

facilitating charge transport.75, 202-204 

Here, we examine structural responses to photo-induced thermal effects in CuInSe2 NCs 

as a function of particle size as well as the impacts of altering surface chemistry from the insulating 

organic ligand, olelyamine (OLAm), to a short inorganic ligand, S2-. Time-resolved X-ray 

diffraction (TR-XRD) allows us directly to monitor the effects of optical excitation on the 

crystalline lattice as functions of both laser fluence and time delay between excitation and X-ray 

pulses. From this technique, we can monitor the effects of rapid deposition of thermal energy upon 

intraband relaxation and Auger recombination.61, 63, 65, 186   We find size-dependent melting 

thresholds and recrystallization dynamics where larger NCs require higher numbers of absorbed 

photons (and, thus, excitons) to melt and longer timescales to return to equilibrium. Exchange to 

S2- ligands does not appreciably impact melting threshold, however the sulfide-capped NCs 

recover much more quickly than the OLAm counterparts. Fitted cooling times relate order-of-

magnitude higher interfacial thermal conductivity for the S2- ligand. Finally, we perform 
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temperature-dependent, static X-ray diffraction calibrations to quantify transient lattice expansion 

as well as to determine effective lattice melting temperature.  

4.2 Experimental Methods 
 

Synthesis of CuInSe2 Nanocrystals 

5 mmol CuCl (0.49 g), 5 mmol InCl3 (1.11 g), 10 mmol Se (0.79 g), and 40 mL oleylamine 

was loaded into a 100 ml 3-neck flask in a nitrogen filled glovebox. The flask was sealed and 

transferred onto a Schlenk line. The reaction mixture was held under vacuum ( < 200 mtorr) at 110 

⁰C for 12 h to degas and allow precursor complexes to form. The flask was then filled with nitrogen 

and heated to a reaction temperature of 200 ⁰C, 220 ⁰C, or 240 ⁰C for 10 min, with higher reaction 

temperatures yielding larger nanocrystals (NCs). The heating mantel was then removed, and the 

reaction mixture was allowed to cool below 60 ⁰C.   

Next, the NCs were purified with two precipitative isolation steps. The crude reaction 

solution was transferred into centrifuge tubes and 40 mL of ethanol was added to precipitate the 

NCs. The solution was centrifuged at 2600 rcf for 10 min and the clear supernatant was discarded. 

The precipitated NCs were redispersed in 10 ml of toluene and centrifuged again at 2600 rcf for 

10 min. The well dispersed NCs in the supernatant were transferred to another centrifuge tube and 

10 mL of ethanol was added. The solution was centrifuged again at 2600 rcf for 10 min and the 

clear supernatant was discarded. The purified NCs were dispersed once more in 5 mL of toluene 

and centrifuged a final time at 2600 rcf to remove any poorly capped particles. The nanocrystal 

solution was then dried by rotary evaporation, weighed, and transferred to a nitrogen filled 

glovebox. Finally, the NCs were dissolved in anhydrous toluene at a concentration of 100 mg/mL. 

In this state, the NCs retain colloidal stability for months to years. For X-ray diffraction 

experiments NCs were dried under nitrogen and dispersed in dodecane.    
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Na2S Ligand Exchange 

In a nitrogen filled glovebox, 260 mg (3.33 mmol) Na2S was dissolved in 3 mL of 

formamine. 3 ml of CuInSe2 NCs dissolved in toluene at a concentration of 100 mg/mL was then 

added to the Na2S solution, which formed a biphasic mixture. The solution was stirred for 2 hrs, 

during which time the NCs transfer from the toluene phase to the formamine phase. The clear 

toluene phase is then decanted. Clean toluene was then added, the solution was shaken, and the 

toluene was decanted again to remove any residual oleylamine ligand. This toluene rinse was 

repeated 2 more times. Next, the solution was centrifuged at 2600 rcf for 5 min. The clear 

supernatant was discarded, and the NCs were dispersed in 5 mL of methanol. 5 mL of toluene was 

then added to precipitate the NCs and the solution was centrifuged again at 2600 rcf for 5 min. 

The clear supernatant was discarded and the methanol/toluene precipitation procedure was 

repeated 2 more times, for a total of 3 precipitative isolation steps. The purified S2- capped NCs 

were then transferred into a nitrogen filled glovebox and dispersed in anhydrous methanol where 

they retained colloidal stability for months to years. The NCs were dried and dispersed in DMF 

prior to X-ray diffraction experiments. FTIR experiments confirmed complete ligand exchange 

from oleylamine to S2-. 

 
4.3 Results and Discussion 

 We synthesized three CuInSe2 NC ensembles with average diameters of 3.4, 5.4, and 10.8 

nm, herein referred to as small, medium, and large particles, using published methods.189, 205 The 

surfaces of these NCs were passivated during synthesis with OLAm ligands and dispersed in 

dodecane for XRD experiments. As described in the Experimental Methods Section (4.2), a portion 

of the large NCs were separately ligand-exchanged using Na2S to replace the surface 
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functionalization with sulfide anions (S2-), a common inorganic capping agent,203 and dispersed as 

a stable colloidal solution in more polar dimethylformamide (DMF). FTIR in the the samples 

before and after ligand exchange confirm complete replacement of OLAm by S2- (Figure 4.1b). 

The static XRD patterns of all four samples appear in Figure 4.1a and match calculated reflections 

of the chalcopyrite crystal structure.206 As the NCs decrease in size, diffraction features increase 

in width owing to Scherrer broadening (Figures 4.1, 4.3). Both large NC samples exhibit similar 

diffraction peak linewidths, with a slight increase of full-width half-maximum (FWHM) for the 

S2- sample indicating that the ligand exchange caused minimal reduction in size. Transmission 

electron microscopy (TEM) evaluation of particle size (Figure 4.2) also shows an average diameter 

of 10.2 nm for the large, S2- sample compared to 10.8 for the OLAm sample with overall shape 

unchanged. Figure 4.2 displays images of all NC samples, which are approximately spherical 

though they tend to aggregate when dried on a grid. Steady-state absorption spectra of the samples 

in Figure 4.1c show broad band-edge absorption, characteristic of this material composition, with 

an onset in the near-infrared that extends through the visible. The lowest-energy transition for each 

sample is marked with a circle, as well as the laser excitation wavelength (400 nm, grey bar) used 

in TR-XRD experiments. We note that the transition for the large S2- is bluer than that of the 

OLAm sample due to the difference in size.  
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Figure 4.1: Static characterization of CuInSe2 NCs: (a) Static X-ray diffraction patterns of the four studied 
samples showing the chalcopyrite diffraction peaks as labeled. (b) FTIR spectra of the large samples 
showing the loss of OLAm features upon ligand exchange (c) Normalized and offset steady-state absorption 
spectra with marker denoting the lowest-energy absorption peak and grey vertical bar indicating optical 
pump excitation wavelength for the TR-XRD experiments (400 nm). 
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Figure 4.2: Transmission Electron Microscopy (TEM) images with histograms of NC diameters for (a) 
small, OLAm, 3.4 ± 0.9 nm (yellow), (b) medium, OLAm, 5.4 ± 0.9 nm (green), (c) large, OLAm, 10.8 ± 
3.1 nm (blue), and (d) large, Na2S, 10.2 ± 2.7 nm (red). Due to aggregation of the samples on the TEM 
grids, only a limited number of NCs could be measured for each sample (24 to 66 NCs). TEM-derived 
particle sizes were consistent with Scherrer-broadened full-width at half maximum (FWHM) of XRD 
signals (Figure 4.3 below). Measurements of particle size were performed using ImageJ software. 

 

 

Figure 4.3: Full width half maximum (FWHM) of the static X-ray diffraction peaks in Figure 1a. As the 
nanocrystals decrease in size so does the FWHM of the X-ray diffraction due to Scherrer broadening: 
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We performed TR-XRD using 1.6-ps, 400-nm pump pulses from the frequency doubled 

output of an amplified Ti:sapphire laser and 11.7 keV X-ray probe pulses at Beamline 11-ID-D of 

the Advanced Photon Source (Argonne National Laboratory). The combined instrument response 

function was 79 ps. NCs suspended in dodecane (DMF for S2- exchanged particles) were rapidly 

flowed through a degassed, recirculating liquid jet. Upon controlled-fluence optical excitation, 

lattice heating and expansion of the NCs can produce symmetric derivate-like features in the 

differenced XRD patterns as peaks shift to lower Q values, whereas transient disordering or 

melting results in negative features due to reduced diffraction intensity in comparison to static 

XRD.63, 65 (See the Section 2.4 for more experimental information and differenced diffraction 

pattern examples.) With increasing laser fluence, j, the average number of photogenerated 

electron-hole pairs per excited NC, <N>=sj, increases in accord with the size-dependent 

absorption cross-section, s, which results in both single-picosecond intraband relaxation-derived 

heating of initially hot excitons as well as tens-of-picosecond, non-radiative, multiexciton Auger 

recombination–derived heating.49, 196 

For each of the three OLAm NC samples, we measured fluence-dependent TR-XRD 

signals, which appear in Figure 4.4a for the largest NC sample at a pump-probe time delay of 40 

ps (Figure 4.5 shows data for small and medium NCs). At lower laser fluences, symmetric 

derivative lineshapes appear, with increased scattering at lower Q, relating NC lattice expansion. 

As j increases, the peaks become asymmetric with a larger amplitude negative component, 

consistent with the onset of transient disordering or melting. We presume that melting occurs over 

the volume of the nanocrystal and not solely at the surface from the lineshape as surface melting 

would result in substantial Scherrer broadening from the smaller crystalline core of the NC. Weak 

trends associated with Debye-Waller effects that relate larger diffraction losses in higher Q features 
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are observed (Figure 4.6).207 Integration in Q-space of the (204)/(220) and (116)/(312) peaks, 

shown in Figure 4.4b as a function of <N>, effectively nullifies the symmetric derivative (lattice 

expansion) features and therefore conveys transient disordering (melting) behavior of these 

materials. Presented data is normalized to allow easier comparison. For all three samples, the 

melted fraction increases with <N>. Table 4.1 provides melting threshold values. Still higher 

powers caused irreversible degradation of the samples. Figure 4.4c plots the melting threshold of 

the three OLAm samples verses radius on a log-log scale showing the shift in threshold to higher 

<N> ranges as size increases. Similar to previous studies of CdSe NCs,65 we observe that a larger 

number of photogenerated excitons per particle are needed to achieve transient disordering in 

larger CuInSe2 NCs. This trend, which already incorporates effects of absorption cross-section, 

relates to the higher specific heat of larger NCs as well as changing fractional surface energy.142, 

181 When corrected for volume, the average number of excitons needed to melt is fairly consistent 

across the three samples (Table 4.1), further evidence that melting is occurring throughout the NC 

and not just at the surface. 
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Figure 4.4: Fluence-dependent TR-XRD data measured 40 ps after excitation. (a) Pump-on vs pump-off 
differences in diffraction for the large, OLAm NCs show lineshapes that become asymmetric at higher 
indicated fluences, indicative of both heating and melting. To the right is a zoomed in view of the 
(220)/(204) feature with the static XRD (black). The grey dashed line corresponds to the peak position prior 
to excitation. (b) Integration in Q-space of the (220)/(204) and (116)/(312) peaks relates net reduced 
diffraction and loss of crystallinity (melting). (c) Comparison of radius to melting threshold for the three 
sizes. 
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Figure 4.5: Differenced X-ray diffraction patterns as a function of pump laser fluence for the four samples 
each probed at 40 ps pump-probe time delay. (Top row) DScattering as a function of laser power, (middle 
row) DScattering as a function of <N>, (bottom row) integrated DScattering showing increased melting at 
higher <N> as size increases as well as melting threshold ranges given in grey. 

 

 

Figure 4.6: Debye-Waller effects for (a) Large, OLAm NCs and (b) Medium, OLAm NCs. Diffraction 
peaks at higher Q attenuate more strongly upon heating. Here we have plotted the -log of the static scattering 
intensity at 40 ps (S) over the static scattering intensity at -5 ns (S0) as a function of Q2.  
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We analyzed picosecond to microsecond dynamics of TR-XRD signals for the three 

particle sizes to determine thermal dissipation rates. In this comparison, samples were excited 

above the melting threshold and differenced diffraction patterns for the samples at several time 

delays appear in Figures 4.7a-c. Similar to the power dependence at high flux, the early time points 

exhibit asymmetric peak shapes, suggesting a mixture of heated and melted NCs. In order to 

analyze the dynamics, we integrated only the negative transient signals of the (204)/(220) and the 

(116)/(312) peaks, shown in Figure 4.7d, as integration of the entire transient feature increased 

noise in the analysis. Such evaluation does not separate the melting vs lattice-expansion 

component. Though the instrument lacks sufficient time-resolution to evaluate the melting process, 

two distinct recovery regions are apparent in these integrated dynamics and necessitate 

biexponential fitting (t1 and t2). The more rapid t1 region corresponds to both NC recrystallization 

and cooling that is on the order of hundreds of picoseconds and shows a size-dependent trend 

among the three samples with faster recovery for the smaller particles.52, 142, 186 The slower t2 

region is marked by continued NC cooling and lattice reversion back toward the original volume. 

This occurs on a nanosecond time scale in the range of ~ 2 ns.52, 142, 186 While a slight size dependent 

trend is evident, the reduced signal level at late times does not allow us substantial additional 

insights, but local heating of ligands and proximal solvent could slow apparent cooling. Further 

support for two regimes derives most clearly from the dynamics of the large NCs in Figure 4.7c, 

where the asymmetric line shape at early times transforms into a more symmetric derivative with 

time that then continues to decay in intensity.  
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Figure 4.7: TR-XRD dynamics at 5.9 mJ/cm2. (a-c) Differenced spectra for the large, medium, and small 
OLAm NCs as a function of time delay showing the region around the (220)/(204) and (116)/(312) peaks. 
(d) Integration of the negative component of the (220)/(204) and (116)/(312) peaks for the three different 
size OLAm-capped NCs. Dynamics are a convolution of both recrystallization and cooling that cause a 
biexponential recovery. Early times show a clear size dependent trend to recrystallization within the first 
several hundred picosecond time window. Late times (note axis break) are characterized by continued 
cooling of the NCs which occurs on the nanosecond timescale.  
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 In order to discern transient changes in effective lattice temperature in time-resolved 

signals, we performed static X-ray diffraction for equilibrium sample temperatures ranging from 

25 to 170°C. As seen in Figure 4.8a-b for the largest NCs, diffraction peaks shifted to lower Q as 

expected upon static temperature elevation, though changes are small (<0.01 Å-1 upon changing 

from 25 to 170 °C). After baseline subtraction, the peaks were fit to pseudo-Voigt lineshapes, 

which are commonly implemented for XRD patterns.208 We were able to determine the change in 

lattice parameters (a and c) as well as particle volume (Figure 4.8c) for the medium and large NC 

samples. Reliable fitting of the smallest NCs was imprecise due to broad and asymmetric 

lineshapes. We find that NC lattices of the large and medium sizes expand more than the bulk over 

the probed temperature range.209 Bulk CuInSe2 has nonlinear thermal expansion, but by 160°C we 

find that the medium and large samples had expanded by 0.57% and 0.44%, respectively, 

compared to the bulk expansion of 0.13%. Similarly, the medium NCs expanded more than the 

large, likely related to increased surface energy per particle.210-212 While we were unable to 

measure thermal expansion for the smallest sample we anticipate that it would have an even larger 

percentage of expansion than the medium NCs.  
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Figure 4.8: Temperature-dependent static XRD. (a) Large, OLAm NC XRD as a function of temperature 
shows shifts to lower Q values. (b) Normalized, zoomed in, XRD of the (116)/(312) diffraction peak 
showing shift with temperature. (c) Fits of these peaks relate the change in lattice volume as a function of 
temperature for large and small OLAm NCs. Dashed lines shown are meant to guide the eye. The thermal 
expansion of bulk CuInSe2 is plotted in black for comparison. (d) Time-dependent (at j = 5.9 mJ/cm2) and 
(e) fluence-dependent (at t = 40 ps) changes in temperature derived from TR-XRD for the large and 
medium, OLAm NCs. Data were fit using parameters from static temperature dependent XRD to correlate 
peak shift with temperature. At early times in (d) the temperature remains fairly constant over t1 lifetimes 
suggesting recrystallization processes. Shaded areas represent constant temperature. In (e), transient signals 
at larger fluences lack systematic increase of effective temperature with fluence, suggesting the NCs 
undergo disordering (cease diffracting strongly) in this range.  

 

Table 4.1: Dynamics lifetimes, melting thresholds, and melting temperatures 

Sample 

(Diameter, Capping 

Ligand) 

𝛕1 (ps) 𝛕2 (ns) Melting 

Threshold 

(<N>) 

Melting 

Threshold per 

Volume 

(<N>/nm3) 

Melting Point 

from Power 

Dependence 

(°C) 

Melting 

Point from 

Dynamics 

(°C) 

Small (3.4 nm, 

OLAm) 

90 ± 27 2.3 ± 1.3 7.8 – 22 0.4 – 1.1 - - 

Medium (5.4 nm, 

OLAm) 

136 ± 29 2.4 ± 1.1 19 – 54 0.2 – 0.7 455 ± 20 325 ± 50 

Large (10.8 nm, 

OLAm) 

201 ± 57 2.5 ± 1.2 122 – 350 0.2 – 0.5 615 ± 60 525 ± 50 

Large (10.2 nm, S2-) 207 ± 42 -  103 – 297 0.2 – 0.5 - - 



 

 

89 

 

Based upon the temperature-dependent XRD measurements, we estimate changes in 

effective lattice temperature as a function of pump-probe time delay (Figure 4.8d) and laser fluence 

(Figure 4.8e) for the large and medium OLAm NC samples. The effective lattice temperatures 

derived from the kinetics show fairly constant temperatures at early times after excitation, 

commensurate with the t1 time component. As discrete NCs are recrystallizing during this time 

window, we suggest that lattice heat of fusion partially negates cooling as the lattice orders, 

consistent with a phase transition. There is then a more pronounced decrease in temperature at 

later times corresponding solely to heat dissipation. Averaged temperatures at early times appear 

in Table 4.1. Fluence-dependent data at high powers (Figure 4.8e) show similar plateaus in 

effective lattice temperature. Here, proximity to the apparent melting threshold results in leveling-

off of temperature increase with fluence, in particular since only the fractional population of 

remaining crystalline lattices continue to strongly diffract. From the highest fluences examined we 

estimate a non-equilibrium melting temperature of ~ 455 (±20) °C for the medium NCs and ~615 

(±60) °C for the large NCs. While higher than those found from the dynamics, both analyses show 

the same trend. Similar to other NC compositions, these melting points are size dependent and 

appreciably lower than the equilibrium bulk-phase melting point (987 °C).8, 188 
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Figure 4.9: Plot of <N> versus radius on a log-log scale shows that the reduction in melting threshold for 
the S2- sample can be attributed to size effects as ligand exchange caused a reduction in particle diameter.  

 

 Lastly, we exchanged the native OLAm ligand on the largest NCs for S2- (using Na2S) and 

repeated the measurements noted above. Figure 4.5 shows that the melting threshold of the S2- 

sample is nearly unchanged from the OLAm sample, with a very slight reduction. Seeing as the 

TEM images and static X-ray diffraction showed a slight decrease in the diameter of the NC after 

ligand exchange, we attribute the subtle difference to a size effect although surface energy will 

also differ for the different ligands. We plot the melting threshold vs radius in Figure 4.9. When 

fitting the OLAm samples to a power law, we find that the S2- sample agrees reasonably with the 

fit confirming that the change in ligand identity in this instance does not distinctly affect the 

melting threshold.  

<N> = arb
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Figure 4.10: Effect of S2- ligand on dynamics. (a) The S2- sample recovers with only one exponential in the 
dynamics that is similar to the t1 lifetime of the OLAm sample. Transient diffraction signals as a function 
of time delay of the (220)/(204) feature in the (b) OLAm and (c) S2- samples showing different 
recrystallization and cooling behavior.  (d) Effects of solvent and radius on G. The S2- sample has a reduced 
diameter and different solvent, both of which cause faster cooling, but cannot explain the order of magnitude 
difference in lifetime. (e) and (f) show calculated functions of G with the experimentally derived 
exponential functions overlaid for OLAm and S2- respectively. Ligand exchange from OLAm to S2- results 
in a drastic increase in G from ~ 3 MW/m2K to ~ 28 MW/m2K.  

 

Recovery dynamics, however, are markedly different between the two ligand types for the 

large NCs as shown in Figure 4.10a. The inorganically-terminated sample presents only a single 

exponential recovery component that is nearly identical to the t1 component of the OLAm sample. 

Figure 4.10b-c shows that the (204)/(220) and (116)/(312) features of the S2- sample recover 

rapidly as compared to the OLAm sample. The lack of a second, slower component suggests that 

the inorganically-capped NCs not only recrystallize within this time, but also cool almost 

completely. Together, the fluence dependence and dynamics suggest negligible impact of S2- 

ligands on melting but accelerated cooling and recrystallization. Whereas several factors may 

influence the observed behavior, we suspect that thermal transport from the NC to solvent occurs 
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more rapidly through the compact anionic ligands rather than the many-atom OLAm ligand, and 

that direct interactions between the NC surface and solvent more readily occur and facilitate 

cooling.   

To explore whether these differences could be attributed to the ligand and not the different 

solvent or slight reduction in NC diameter, we modeled the cooling of the particles using 

established thermal dissipation equations.213 Plech and coworkers previously derived Eq. (4.1) to 

model the temperature of Au NCs as a function of time assuming a finite thermal interfacial 

conductance (G) and a negligible temperature gradient within the particle. We assumed that the 

initial temperature for both large samples was 525 °C based on the melting threshold determined 

from the TR-XRD dynamics (Figure 4.8d). 

 

Eq. 4.1  																𝑇&(𝑡) =
4-Qc%cRd
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Here, we have substituted in k, κ, and g for simplicity. They are defined below and 

described in Table 4.2.  
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Table 4.2: Variables used in calculation of interfacial thermal conductivity. References are denoted in red. 
Variable Definition Large, OLAm Large, Na2S Dodecane DMF 

Tp Temperature of 
Nanocrystal as a 
function of time 

- - - - 

T0 Initial 
Temperature 

525˚C 525˚C - - 

R Radius 5.4 nm 5.1 nm - - 
M Mass 3.81 x 10-21 kg 3.21 x 10-21 kg - - 
Cp Specific heat of 

nanocrystal 
98 J/molK 214 98 J/molK  214 - - 

K Thermal 
conductivity of 

solvent 

- - 0.140 W/mK 
215 

0.1842 W/mK 
216 

ρ Density - - 750 kg/m2  217 944 kg/m2 218 
c Specific heat of 

solvent 
- - 376 J/molK 219 148 J/molK 220 

G Interfacial thermal 
conductivity 

- - - - 

 

Figure 4.10d shows effects that both solvent and radius have on the cooling rates for three 

different values of interfacial thermal conductivity (G). While DMF (rather than dodecane) and 

the slightly smaller particle radius of the S2- sample do cause a reduction in the cooling lifetime, 

such effects are less significant than the order–of-magnitude difference that we observe. We then 

used this model to approximate G values for both large samples. Figures 4.10e and 4.10f display 

a variety of G values for the large samples with the lifetime of cooling derived from the fits of the 

TR-XRD overlaid in red. From this comparison, we find G values of 3 and 28 MW/m2K for the 

OLAm sample and the S2- samples, respectively. Such values are comparable to those determined 

theoretically for other semiconductor NC compositions.143, 152  

Ligand selection is critical to implementation of a given nanocrystal composition in 

applications owing to significant effects on, e.g., solution processing and electrical 

conductivity.221-224 Ligand identity impacts the rate of thermalization as observed in this pulsed 

excitation mode with isolated NCs dispersed in solvent. The temperature-time profile of a film of 

nanocrystals, whether in a light-emitting application or additive manufacturing process, is 
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influenced not only by the rate of thermalization, but also on thermal properties (heat capacity, 

thermal transport) of surrounding or proximal media. For continuous- or high frequency excitation, 

interfacial thermal conductivity impacts the rate at which the NC together with the surroundings 

will exchange heat and establish a quasi-equilibrium, which would occur more rapidly here for the 

inorganic ligand. Several effects play a role in photonic curing or sintering such as the available 

thermal energy, the time available for inter-particle bond formation, NC packing density, ligand 

identity, fractional ligand coverage, surface binding energy, and any ligand chemical processes. 

Here, for instance, the compact S2- inorganic ligand offers close NC proximity although the NC 

core can cool more rapidly than the studied organic ligand. From this analysis, we suggest that 

ligand identity yields significant consequences for thermal dissipation at interfaces of these 

materials and due to facile routes to manipulate composition, a perhaps highly effective tool for 

controlling such processes. 

 

4.4 Conclusion 

 In conclusion, we have performed TR-XRD and temperature-dependent static XRD to 

probe photo-induced heating and melting in CuInSe2 NCs as functions of both particle size and 

ligand identity. We found NC size dependence in both melting threshold and 

recrystallization/cooling dynamics. In addition, we found that the NC size affects lattice expansion 

with static temperature elevation and melting temperature in TR-XRD. Using this approach, we 

were able to study the effects of ligand identity on lattice response and thermal dissipation. 

Exchange of long, bulky OLAm ligands to short sulfide anions did not alter the photo-induced 

disordering threshold, but appreciably impacted cooling and recrystallization lifetimes. We were 

also able to obtain interfacial thermal conductivity values for the two different ligand terminations. 
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Taken together, these findings suggest several means exist to manipulate nanoparticle phase and 

thermal profile, and the amount of energy deposited (which here is pulsed, but could also be 

continuously input), particle size, surface termination, and surroundings physically alter the 

nanocrystalline material in appreciable manner.  

4.5 Outlook 

TR-XRD continues to be a powerful tool to monitor thermal properties in semiconductor 

NCs with studies on anisotropic62 and plasmonic TiN225 NCs expanding the research. There are 

numerous compositions, sizes, and morphologies that could improve understanding of how 

different materials and their facets behave under intense photoexcitation. Studies of solid samples, 

whether single crystals or films of NCs are promising directions. This is particularly relevant in 

the case of CISe; studies of sintering using TR-XRD could be instrumental in understanding and 

improving photonic curing technologies. Expansion of current systems by varying ligands and 

solvents as ways to modulate thermal dissipation would continue the work discussed here and 

match well with future directions in FSRS.  
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Chapter 5: Ligand Effects on Carrier Dynamics 
in CuInSe2 

 

 

 

 

 

 

 

 

This chapter is adapted from:  

Harvey, S. M.;  Houck, D. W.; Liu, W.; Liu, Y.; Gostzola, D. J.; Korgel, B. A.;  Wasielewski, M. R.; 
Schaller, R. D., Synthetic Ligand Selection Affects Stoichiometry, Carrier Dynamics, and Trapping in 

CuInSe2 Nanocrystals, ACS Nano, 2021 
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5.1 Introduction 

Colloidal semiconductor nanocrystals (NCs) garner significant interest owing to their 

unique optoelectronic properties that derive from size-dependent quantum confinement. The 

tunability of these materials places them at the forefront of many technologies including 

displays,226-227 light-emitting diodes,12, 228  and photovoltaics (PVs).79, 229-230 Over the last few 

decades, nanomaterial synthesis has advanced substantially, allowing fine control over 

composition, shape, size homogeneity, and surface passivation with the aim of controlling the 

properties of the inorganic core.231-233 Of particular note, many reports have shown that ligands 

can serve important roles beyond passivation of undercoordinated surface sites and stabilization 

of colloidal suspension.24, 68 Surface ligands can directly affect trap state distribution, impact both 

intra- and interband relaxation, as well as alter electronic and thermal transport.21, 24-25, 64, 73, 75, 234-

235 Oftentimes desirable ligands, such as compact inorganic ions, short organic alkanes, or more 

tightly bound phosphines and thiols, are introduced via exchange with the ligand utilized during 

synthesis in order to achieve such properties.23-25, 68, 71 

 The I-III-VI semiconductors, such as CuInS2 (CIS) and CuInSe2 (CISe), have been hailed 

as candidates to replace more developed, but toxic Cd- and Pb-based chalcogenide nanocrystals, 

yet encounter additional complexity with regard to ligand selection.191 Significant research into 

these compositions has centered around synthesis and size control, which face particular 

challenges related to the inclusion of hard (In3+) and soft (Cu+) Lewis acids.236 To address this, a 

variety of ligand precursors have been employed to balance the reactivity of the two metal ions.236-

237 At present, CISe NC synthesis is less developed than CIS, but recently, combinations of Se-

precursors with different reactivity have allowed tunability of size, shape, and crystal structure 

(e.g. chalcopyrite vs. zincblende vs. wurtzite).236, 238 Whether intentional or not, CISe NCs can 
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easily be produced in off-stoichiometric ratios and resultant defects are common (i.e. vacancy, 

interstitial, or antisite defects).236 The bulk compositions of these materials are marked by a large 

tolerance for such defects, that when combined with the high NC surface areas offer the potential 

for a variety of electronic trap states that may significantly reduce carrier transport and light 

emission.239-242 Furthermore, the optoelectronic properties such as broad absorption linewidths and 

large Stokes shifts are often attributed to such defects, the precise identity of which are still under 

debate.236-237, 243-244 245 

Despite these challenges, CISe NCs have garnered considerable interest owing to near-IR 

bandgaps of ~1.2 – 1.75 eV for NCs,236, 238  and 1.01 eV for bulk CISe,188 which are comparable 

to bulk silicon (1.12 eV).246 In addition, large scale solution processability enables synthesis of 

large quantities of monodisperse particles, which is important for engineering commercial 

devices.247-248 Incorporation into PV devices has led to efficiencies of up to 19% for bulk CISe and 

beyond 22% with the incorporation of small amounts of Ga to form Cu(In,Ga)Se2.249-253 NCs 

enable the opportunity to print these materials to achieve flexible devices.193-194 High temperature 

sintering or photonic curing can yield bulk-like thin films while sometimes maintaining nanoscale 

features.64, 66  

Towards the goal of solution processed CISe PVs, a variety of different Se-precursors and 

ligand compositions have been investigated that yield different nascent PV efficiencies.203, 236, 238, 

254-258 The underlying photophysical processes responsible that impact efficiency remain elusive 

and while CISe NCs are generally believed to behave similarly to CIS, far less research is available 

for this composition. In this work, we examine CISe NCs passivated with three different ligands 

commonly used for synthesis of this material, namely oleylamine (OLAm), diphenylphosphine 

(DPP), and tributylphosphine (TBP). Using transient absorption, distinct spectral features and 
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lifetimes are determined that depend strongly on ligand identity. Photoluminescence (PL) quantum 

yield (QY) and PV device efficiency mirror these results suggesting that the charge carriers of the 

inorganic crystalline core are heavily influenced by the ligands, which impart trap states. To 

determine the nature of these defects, X-ray diffraction (XRD), Raman, and inductively coupled 

plasma optical emission spectroscopy (ICP-OES) are utilized to study the NC lattices, while FTIR 

and NMR provide insight into ligand coverage and identity. Taken together, these results suggest 

a mixture of defects, both within the interior of the NC and at the surface where the ligand 

composition dictates the predominance of one type of trapping over another. Finally, thermal 

annealing of the NCs followed with in-situ PL characterization shows heat-induced brightening of 

the DPP passivated sample with PL at room temperature increasing more than 600% after heating 

to 600K. Understanding of the role ligands play in both formation and passivation of these 

materials along with post-synthetic material processing can offer appreciable benefits for device 

performance.  

 

5.2 Experimental Methods 
 

CISe-OLAm Synthesis 

In a N2-filled glovebox, 40 mL OLAm, 5 mmol (0.49 g) CuCl, 5 mmol (1.11 g) InCl3, and 10 

mmol (0.79 g) Se were added to a 100 mL three-neck flask. The flask was sealed with septa and 

wires, transferred out of the glovebox to connect to a Schlenk line. The reaction mixture was heated 

to 110 °C under vacuum (<200 mTorr) for 1 h, followed by blanketing with N2 for 12 h to allow 

the precursor complexes to form completely. Then the reaction was carried out at 240 °C for 10 

min. The heating mantle was then removed to allow the reaction mixture to cool down to room 

temperature. CuInSe2 nanocrystals were purified through antisolvent precipitation, by addition of 
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20 mL ethanol and centrifugation at 2600 rcf for 5 min. After discarding the supernatant, the 

nanocrystals were redispersed in 10 mL of toluene and centrifuged again at 2600 rcf to remove 

poorly capped nanocrystals. The supernatant was transferred to another centrifuge tube, and one 

more antisolvent precipitation steps was carried out. Ethanol (4mL) was added, followed by 

centrifugation at 2600 rcf for 5 min, and the supernatant was discarded. The collected nanocrystals 

were dried and redispersed in anhydrous toluene, stored in the glovebox. 

 

CISe-DPP Synthesis 

In a N2-filled glovebox, 40 mL OLAm, 5 mmol (0.49 g) CuCl and 5 mmol (1.11 g) InCl3 were 

added to a 100 mL three-neck flask. The flask was sealed with septa, removed from the glovebox, 

and transferred to a Schlenk line. The reaction mixture was degassed under vacuum (<200 mTorr) 

at 110 °C for 30 min, followed by blanketing with N2 at 110°C for another 10 min. The flask was 

then heated to 240 °C; at 180 °C, Se-DPP solution, prepared from dissolving 10 mmol (0.79 g) Se 

by 10 mL of diphenylphosphine in the glovebox, was injected into the flask. The flask was 

maintained at 240°C for 10 min. Then the heating mantle was removed to allow the reaction 

mixture to cool down to room temperature, and CuInSe2 nanocrystals were purified by the same 

procedures in the CISe-OLAm synthesis above. 

 

CISe-TBP Synthesis 

CISe-TBP synthesis was performed following the same steps as CISe-DPP synthesis, expect that 

10 mmol (0.79 g) Se was dissolved in 10 mL of tributylphosphine. 

 

Device Fabrication and Characterization 
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Polished soda-lime glass substrates (25 x 25 x 1.1 mm) purchased from Delta Technologies were 

cleaned before thermal evaporation of the chromium (Cr) and gold (Au) layers, by placing in an 

ultrasonic bath of 1:1 vol% acetone: isopropanol for 5 min, followed by 5 min of sonication in DI-

H2O (resistivity as 18.2 MΩ-cm at 25 °C), and drying with compressed air. Cr (10 nm) and Au (80 

nm) layers were deposited in a Denton thermal evaporator through a patterned mask.259 A Sonotek 

ExactaCoat ultrasonic automated spray system was used to deposit CuInSe2 nanocrystals 

(dispersed in toluene at a concentration of 5 mg/mL), equipped with a 120 kHz ultrasonic nozzle, 

rastering across the substrates with a 3 mm raster spacing, at a speed of 10 mm/sec, an ink injection 

rate of 0.1 mL/min, an air pressure of 1.6 psi and a nozzle-to-substrate height of 11.5 cm. The 

substrates were heated to 100°C prior to spray coating.260 The CdS device layer was deposited 

onto the nanocrystal films through a chemical bath deposition (CBD) process.261 Aqueous 

solutions of 160 µL of 15 mM CdSO4, 275 µL of 1.5 M thiourea, and 350 µL of 18 M NH4OH 

were mixed and dropped onto each substrate maintained at 90°C. The substrates were covered with 

a glass dish for 2 min, then rinsed with DI-H2O and dried with compressed N2. Layers of intrinsic 

ZnO (50 nm) and ITO (300 nm) were deposited in a AMOD Sputtering system through Radio 

Frequency (RF) sputtering in Ar atmosphere, using ZnO (99.9%) and ITO (In2O3:SnO2 9:1, 

99.99%) targets supplied by Kurt J. Lesker. The sputter deposition area was shadow-masked into 

8 rectangular regions corresponding to 8 individual devices on each substrate. The active device 

area varies slightly from 0.08 cm2 to 0.11 cm2, and was measured in each case to determine all 

reported power conversion efficiencies (PCE).  
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Current-voltage characteristics of the PVs were measured with a Keithley 2400 general purpose 

source meter and a Xe lamp equipped with an A.M. 1.5 filter. Conductive silver paint (SPI 

Supplies) was applied to make contact between the ITO layer and the electrical probes. 

 

5.3 Results and Discussion 

Multiple syntheses of CISe NCs with approximately identical size were synthesized using 

previously described methods, with details provided in the Experimental Methods (Section 5.2).189, 

193, 205, 260, 262 Notably, the main difference between these syntheses is the means of incorporating 

Se into the reaction mixture. To prepare the first sample, Se was dissolved in OLAm along with 

other precursors and heated to produce the NCs. For the second and third samples, Se was 

dissolved in a phosphine-based ligand, i.e. DPP or TBP, and injected into the reaction flask at high 

temperatures. In these later cases, OLAm is still present in the reaction as a solvent. The chemical 

structures of OLAm, DPP, and TBP are given in Figure 5.1a. Transmission electron microscopy 

(TEM) images and size histograms of the associated NCs (hereafter labeled CISe-X where X is 

the respective ligand) are given in Figure 5.2.  

 

Figure 5.1: (a) Molecular structure of the three Se-precursor molecules used in this study, oleylamine 
(present in all three samples), diphenylphosphine, and tributylphosphine. (b) Static absorption spectra (solid 
lines) and photoluminescence (dashed lines) of the CISe NCs. (c-e) Transmission electron microscopy 
images of the samples synthesized from left to right with OLAm, DPP, and TBP. Scale bar is the same for 
all three.  
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Figure 5.2: Transmission electron microscopy images of the three samples along with corresponding size 
histograms. (Top) CISe-OLAm, diameter 6.3 ± 1.5 nm, 229 particle measurements. (Middle) CISe-DPP, 
diameter 7.5 ± 2.8 nm, 480 particle measurements. (Bottom) CISe-TBP, diameter 6.8 ± 1.7 nm, 112 particle 
measurements. Darker vertical lines signify the average and shaded areas are the standard deviation in 
diameter.  

 

 

 Normalized static absorption and emission spectra of the samples in hexanes are given in 

Figure 5.1b (solid and dashed lines respectively). As is common with this class of materials, the 

absorption spectra exhibit features that extend into the NIR with broad linewidths that preclude 

facile identification of the lowest energy excitonic transition. To distinguish the bandgap energy, 
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we examined the square of the absorption263 and found it to be approximately ~1.3 eV for each 

sample; the absorption that extends to lower energy can be attributed to mid-gap states. PL 

produced upon excitation of these samples is also broad and appears around 1.0 eV. This large 

Stokes shift is similarly characteristic of I-III-VI NCs. Similarity in absorption and emission 

spectra confirm that these samples are nearly identical in size. Given that the emission of all three 

occurs at the same energy, we can assume that radiative recombination arises from the same 

electronic state, but that it cannot be due to the conduction to valence band transition owing to the 

300 meV difference in energy between absorption and emission.  

 

Table 5.1: Photophysical Properties and Device Efficiencies 

 t1 (ps) t2 (ps) t3 (ps) t4 (ps) PLQY (%) PV Device 
Efficiency 

CISe-OLAm 0.25 ± 0.05 0.42 ± 0.07 1.9 ± 0.2 9.3 ± 0.7 0.003 0.5 ± 0.3 
CISe-DPP 0.411 ± 0.009 2.3 ± 0.1 39 ± 1 250 ± 14 0.14 0.84 ± 0.09 
CISe-TBP 0.336 ± 0.008 3.4 ± 0.2 127 ± 2 1110 ± 30 1.2 1.5 ± 0.3 

 

 PLQYs (Table 5.1) for the three samples are low (less than 2%), suggesting an abundance 

of non-radiative trapping that tends to outcompete emission. Despite all samples exhibiting low 

QYs, an order of magnitude difference from CISe-TBP (1.2%) to CISe-DPP (0.14%) to CISe-

OLAm (0.003%) indicates that the prevalence of this trapping is dictated in part by the ligand, 

either through controlling defect formation in the synthesis or afterwards by passivation of surface 

sites (or lack thereof). Similar trends are observed when the samples are drop cast as thin film PV 

devices with CISe-TBP exhibiting the highest efficiency and CISe-OLAm the lowest (Table 5.1) 

The impact of ligand identity here suggests that the NCs capped with TBP offer the longest carrier 

lifetimes and/or transport carriers much more effectively than the those passivated with DPP or 
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OLAm. From these measurements alone we cannot determine the nature of the electronic states 

involved in radiative or non-radiative recombination (electron and/or hole traps).   

 

Figure 5.3: Transient absorption data. (Left) Transient spectra for each sample up to 2 ns. (Right) Evolution 
associated spectra determined from fitting the data using a three species model.  

 

To further characterize the photophysics we used near-infrared transient absorption (TA) 

spectroscopy. The samples were pumped with an 800 nm laser pulse at a low fluence of j = 76 

µJ/cm2, which produces a comparable average number of excitons (<N> ≈ 1) in each sample. TA 

at other fluences showed similar behavior and does not affect the results discussed here. Transient 

spectra at time points up to two nanoseconds are given in Figure 5.3a. Early time traces are 

dominated by a higher energy ground state bleach and lower energy excited state absorption. As 

time progresses the bleach shifts to lower energy followed by a reduction in intensity while the 

positive signal decays rapidly within the measured spectral window. While the overall shape of 

the spectra are similar across samples, they evolve over drastically different timescales wherein 
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the CISe-OLAm NCs fully recover within 20 ps, the CISe-DPP NCs within 500 ps, and the 

lifetime of the CISe-TBP NCs extends beyond the two nanosecond time range measured. To 

determine lifetimes for the various processes and elucidate their origin, we used a sequential A ® 

B ® C ® D ® Ground model and globally fit the data using nine to ten wavelengths (Figure 5.4). 

Fitted time constants appear in Table 5.1. While τ1 (corresponding to the lifetime of A ® B) is 

similar across the three samples, τ2 (State B ® State C), τ3 (State C ® State D), and τ4 (State D 

® Ground), show a strong ligand dependence where CISe-OLAm is the shortest lived, followed 

by CISe-DPP, and finally CISe-TBP. Figure 5.5 shows a kinetic trace for the three samples 

corresponding to the wavelength at the lowest energy bleach (minimum ΔA of State C) along with 

the corresponding fit to demonstrate the stark difference in formation and decay rates across 

samples. 

 

Figure 5.4: Kinetic traces (symbols) and their corresponding fits used in the species associated fitting for 
(a) CISe-OLAm, (b) CISe-DPP, and (c) CISe-TBP. Wavelengths were chosen across the spectral range 
and to include all features.  
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Figure 5.5: Kinetic traces at the bleach minimum along with corresponding fits showing the difference in 
early and late time dynamics.  

 

Despite the difference in ligand identity and resultant rate constants by TA, each sample 

produced similar evolution associated spectra (EAS) as seen in Figure 5.3b: (A) a higher energy 

bleach feature (~1.24 – 1.37 eV) with an excited state absorption below 1.03 eV, (B), a lower 

energy bleach (~1.1 – 1.18 eV) with minimal positive features that decays into (C) a similar bleach 

that is redshifted by 10 – 60 meV, (D) a further redshifted bleach (10 – 60 meV) with significantly 

reduced intensity before recombining to the ground state. The similarity in linewidth across the 

bleach features in states B-D suggests that we are chiefly monitoring one population as it moves 

to different electronic transitions (Figure 5.6). 

 

Figure 5.6: Half-width half maximum (HWHM) of States B, C and D for all the three samples. State A was 
not included as the lineshape made HWHM analysis difficult.  
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From these EAS we can begin to assign the identity of the four states (A, B, C, and D). A 

previous report on CISe-DPP NCs saw spectral shifting of bleach features and attributed this to 

intraband relaxation as carriers moved from the 1P state to the 1S state before recombination.262 

However, that study only monitored single wavelength kinetics and the lowest energy bleach that 

they attributed to 1S was far below that of the bandgap. With global analysis we can separate out 

the lifetimes and spectra of these four identifiable components. Given the bandgap of ~1.3 eV, our 

pump is generating hot carriers and therefore we ascribe τ1 to intraband relaxation. Reports of 

ultrafast processes of similar timescales in CIS have been attributed to carrier cooling and more 

generally, semiconductor NCs are expected to undergo intraband relaxation on the order of 

hundreds of femtoseconds, which is consistent with our data.19, 264-267 The lineshapes of States A 

and B provide evidence of this assignment as well. It is well documented that hot carriers produce 

derivative-like spectra due to interactions of the pump and probe photons; these biexciton shifts 

are characterized by a higher energy bleach and an induced absorption that drops in intensity for 

longer probe wavelengths.53 State A exhibits this lineshape, while the structure of State B is almost 

completely negative with evidence of slight absorption at the edge of our detection. We would not 

expect the ligands to affect intraband relaxation and given the instrument response function for the 

utilized apparatus (~0.15 ps) these lifetimes are all within error of each other. To further confirm 

our assignment for τ1, we measured CISe-OLAm samples of varying sizes with 400 nm excitation. 

Similar to the study on CISe-DPP, we found size affecting the energy of these spectra (e.g. smaller 

NCs had higher energy bleaches and absorptions). For the smallest NCs we were able to resolve 

the absorption features changing shape with time, from that of a derivative-like biexciton shift 

towards an induced absorption that increased in intensity towards redder wavelengths as one would 

expect of a bandedge exciton experiencing intraband transitions (Figure 5.7).268 Furthermore, we 
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find that the dynamics for carrier cooling are slightly elongated (0.2 – 0.6 ps) when samples are 

excited with higher energy photons, consistent with carriers dissipating more energy upon 

relaxation through more electronic states.  

 

Figure 5.7: TA measurements of small (a) and large (b) CISe-OLAm samples excited at 400 nm.  

 

From the TA alone, the nature of States C or D are not immediately apparent. We can 

rationalize that none of the states measured are emissive as they are all too high in energy. In 

addition, the low PLQY suggests that only small fractions of carriers are meaningfully populating 

the emissive state, suggesting that any TA signals that correspond to radiative recombination are 

overwhelmed by non-radiative ones. We note that a shift in bleach signals has been noted in other 

compositions of semiconductor NCs, namely quantum-confined InSb. In that case it was due to a 

multiple conduction band valleys,269 which is not likely the source of our signals due to the band 

structure of CISe. There have been several reports that the electrons may trap at surface states on 

these timescales,244, 265 and there is also literature precedence for intrinsic electron and hole 

traps.236, 238, 243  

XRD and Raman (Figure 5.8) were employed to probe the crystallinity of our samples and 

offer insight into defect states that could serve as carrier traps. XRD confirms that all three samples 
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exhibit the chalcopyrite crystal structure. At first glance there are no discernable differences 

between the diffraction data. Slight broadening in the CISe-DPP sample can be attributed to size 

distribution (i.e. Scherrer broadening), but the position and amplitude of all peaks are consistent. 

Upon closer inspection there is a weak feature around 35.6˚, most evident in the CISe-TBP sample, 

that corresponds to the (211) reflection. The lack of this feature has been attributed to cation 

disorder and point defects within the crystalline lattice, namely ordered vacancy defect pairs of 

indium copper antisites (InCu2+) and copper vacancies (VCu1-).270 It is also seen in In-rich thin films 

of CISe, which is consistent with the aforementioned defects.271 The CISe-OLAm sample is 

lacking this feature whereas it is weakly present in the CISe-DPP NC diffraction.  

 

Figure 5.8: Investigation of the CISe crystalline lattice. (a) X-ray diffraction of all three samples showing 
the chalcopyrite crystal structure. (b) Slice of the XRD focusing on the (211) feature at 36˚ (c) Raman 
spectra display features around 180 and 230 cm-1. The low intensity peaks between 300 and 500 cm-1 are 
second order features.  

 

Raman spectra of the samples also show nearly identical features for the three different 

NC-ligand compositions. The strong signal at ~180 cm-1 corresponds to the A1 vibrational mode 

of the CISe lattice.272 The higher energy feature at 230 cm-1 has previously been used as a 

benchmark for point defects such as VCu1- and InCu2+ in CISe NCs synthesized with OLAm.270 We 



 

 

111 

observe that this feature is prevalent in all three samples with similar amplitudes. Fitting of the 

peaks provides a more quantitative ratio between the two modes (Figure S30). CISe-DPP displays 

the weakest proportion of the defect state with CISe-OLAm and CISe-TBP showing nearly 

identical proportions (Table 5.2). We note that this analysis is potentially complicated by a lower-

energy feature around ~115 cm-1 which also arises from defects.270 Due to limited range on our 

Raman spectrometer we cannot resolve this feature or completely deconvolute contributions from 

Rayleigh scatter. Despite this, the intensity of the lower wavenumber mode shows similar behavior 

to the 230 cm-1 defect feature with more intensity for CISe-OLAm and CISe-TBP. The features 

at higher wavenumbers correspond to phonon overtones and were too noisy to fit individually.  

CISe NCs can easily be synthesized in off-stoichiometric rations, Cu- or In-rich are 

particularly prevalent and can lead to distinct photophysical properties due to inclusion of different 

midgap electronic states.239 ICP-OES analysis was used to determine the ratio of Cu:In present in 

our samples. We find that the CISe NCs are In rich and while CISe-OLAm and CISe-DPP exhibit 

very similar ratios (Cu/In ≈ 0.94), CISe-TBP has an increased amount of In present (Cu/In ≈ 0.81). 

With this information we can determine the identity of States C and D from TA. A wide 

range of defects are known to produce energy levels within the bandgap of CISe, however In-rich 

CISe is predominately characterized by pairs of InCu2+ and VCu1- defects to produce the off-

stochiometric ratio. State C is approximately 15 – 60 meV below that of Species B. Given the 

lighter nature of the electron we can assume that the TA is mostly monitoring its movement to a 

new state.273 In this case the energy gap corresponds well with the difference in conduction energy 

levels and InCu2+ antisite defects, which are known electron traps. Species C and D have nearly the 

same half-width half max (HWHM) suggesting the same population moving together to a slightly 

lower energy state. The energy difference (10 – 40 meV) matches well with the energy gap 
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between the valence band and VCu1-, commonly thought to be hole traps in CISe.236, 239-240, 243 

Reduction in bleach signal intensity is consistent with depletion of band-edge states (both 

conduction and valence band) so despite the hole not being as evident in TA, the opening of the 

bandgap transition and loss of bleach is noticeable.  

Despite being able to characterize the identity of these defects, recombination of a localized 

electron and hole from these trap sites must be non-radiative. From the TA, we know that neither 

of these states are low enough in energy to correspond with PL, nor is this type of recombination 

(donor-acceptor model) consistent with reports of size dependent PL for CISe.274-275 Given the low 

proportion of population that radiatively recombines we are likely not seeing the emissive state by 

TA. Instead, we propose that it is occurring from Cu+/Cu2+ defect couples that are theorized to be 

the radiative pathway in CIS NCs. These defects have been shown to produce broad emission and 

a Cu2+ can be paired with a VCu1- to still produce In-rich CISe. It is hotly debated the origin of 

these defects and their role in the radiative process, for example whether the Cu2+ is an intrinsic 

defect or formed from a photogenerated hole recombining with a Cu+ ion and whether the Cu2+/Cu+ 

defects occupies a lattice position or are interstitial defects.276-279  

To understand non-emissive trap states further, we performed temperature dependent PL 

at both cryogenic and elevated temperatures (Figure 5.9). Both CISe-OLAm and CISe-TBP 

samples exhibited similar behavior, with increased PL intensity as the temperature was lowered to 

80K and decreased PL at elevated temperatures. Similar results have been found in a variety of 

semiconductor nanocrystals such as CdSe, Si, InP, and CuInS2.87-90, 278 The CISe-DPP sample 

similarly showed higher PL at low temperatures. Upon heating, it began to brighten, a trend that 

continued with rising temperature. After returning to 290K the sample remained brighter. To 

ensure that this increase was not due to photobrightening from the laser, the sample was moved to 
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fresh spots. While PL intensities differ due to film thickness, all showed at least twice the PL 

intensity found before heating (Figure 5.10).  

 

 

Figure 5.9: Temperature dependent PL of the three CISe samples. Integrated (a) and normalized (b) PL 
intensity for the three samples as a function of temperature. (c-e) The PL spectra of the three samples before 
and after heating to 600K.  
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Figure 5.10: PL measured at different spots on the CISe-DPP film after heating to 600K to ensure that 
continued laser excitation did not induce brightening. Differences in PL intensity are due to film thickness 
inhomogeneity, but importantly all spots show at least two-fold enhancement of PL.  

 

 To further study the origin of this brightening in the CISe-DPP sample, we performed a 

pendulum (cyclic) heating experiment where the temperature was raised incrementally with 

consistent returns to room temperature to examine PL intensity and lineshape (Figure 5.11a,b). 

Initial heating from 290K to 400K and back increased the PL intensity by 115%. Heating to 500K 

and 600K further increased PL by 188% and 623% respectively. A return to 600K caused the PL 

intensity of the film to drop. Throughout the pendulum experiment, we observed no shift in the 

spectral maximum of the PL at room temperature suggesting that no sintering was occurring. Since 

the lineshape and peak did not change during these experiments, we are monitoring the same 

emissive state as before, but are either increasing its prevalence or reducing competing non-

radiative pathways.  
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Figure 5.11: Pendulum heating of the CISe-DPP sample. The sample underwent a total of four heating 
cycles, from room temperature to 400, 500, 600K with intermittent steps and a final ramp from room 
temperature to 600K. (a) Integrated PL intensity during the heating cycles. (b) PL spectra of the sample 
initially and after the first three heating cycles. (c) Portions of the sample were removed after each heating 
cycle and examined using Raman spectroscopy. An increase in the 230 cm-1 feature occurred after heating 
to higher temperatures.  

 

Raman and TA (measured at room temperature) were used to examine film duplicates 

removed from thermal treatment at 400, 500, and 600K as well as the final increase to 600K. These 

results from the Raman are summarized in Figure 5.11c. Interestingly, an increase of the higher 

wavenumber Raman feature (230 cm-1) is observed as the temperature is increased with the highest 

increase occurring in the single 600K ramp experiment. This suggests that not only does this 

feature provide information about InCu2+ and VCu1- defects, but also the Cu+/Cu2+ couple. TA 

lifetimes upon heating show differences in lifetimes and lineshapes and although a clear trend in 

time constant is not evident, a reduction in the amplitude of State C occurs consistently with each 

ramp cycle. A report on annealing in CISe-OLAm NCs saw that at much higher temperatures 

there was a decrease in the defect Raman feature and increase in the (211) diffraction peak which 

they attributed to reduction of defects.270 Since we saw a reduction in PL of the CISe-DPP sample 

upon multiple ramps to 600K as well as sintering in the CISe-TBP after heating the balance 

between ligands, surface, and intrinsic defects is delicate and highly dictated by the temperature.  
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 Lastly, we turn to techniques that are sensitive to the organic ligands, namely FTIR and 

NMR to better understand surface passivation in these materials. Figure 5.12a shows the FTIR 

spectra of the NCs along with the corresponding spectra of the ligands alone. All samples show 

strong OLAm features around 2850 and 2925 cm-1, which is not surprising since all NCs were 

synthesized in the presence of OLAm. The CISe-DPP and CISe-TBP samples do show IR bands 

associated with their respective phosphine ligand, suggesting that it is present to some degree. 

Importantly, FTIR is sensitive to all molecular species present regardless of whether they are 

bound to NC surfaces. Since these samples were cleaned and purified via multiple centrifugation 

steps, it is unlikely that the signal would be dominated by excess ligands. 

 

 

Figure 5.12: (a) FTIR of the three samples of CISe NCs compared to that of the pure ligand (black lines). 
(b) NMR of the three samples. The broadened feature around 5.6 ppm corresponds to the alkenyl hydrogens 
of oleylamine. † denotes toluene features while ‡ is from CH2Br2 used as a standard to calculate ligand 
concentration. (c) and (d) are insets showing features corresponding to bound DPP and TBP respectively. 

 

We utilized NMR spectroscopy to differentiate bound vs. free species and quantify the 

ligand density, these results are summarized in Figure 5.12b-d. Signals broaden and shift 

downfield when a molecule is bound to a particle compared to one freely moving in solution.122 
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While OLAm has a large variety of peaks between 0 and 3 ppm that are spectrally dense and 

complex to interpret, the region between 5 – 6 ppm (corresponding to the alkenyl hydrogens) is 

less populated and has commonly been used for analysis. A broad feature around 5.6 ppm is 

evident in all three samples suggesting that OLAm is in fact bound to the surface in all cases. A 

sharper feature at 5.4 ppm corresponds to free OLAm in solution and confirms our hesitation from 

FTIR in assuming all signals are due to bound species.  

In the case of CISe-DPP (red trace), features above 7 ppm (panel b) match the expected 

proton shift of the phenyl protons. Here the signals are complicated due to multiplicity and various 

confirmations possible for this ligand as well as strong features from trace toluene solvent protons. 

In addition, other work has shown that a disubstituted phosphine such as DPP can react with a 

primary amine during the synthesis of NCs, which will likely present different NMR signatures.280 

Regardless the region around 8 ppm was fit to determine the ratio of DPP:OLAm ligands bound 

on the surface. From this analysis we determine that DPP constitutes approximately ~18% of 

bound ligand.  

Similar analysis was performed for CISe-TBP. The prevalence of alkanyl hydrogens on 

this ligand means that its signals are almost completely obscured by those of OLAm. However, a 

discernable feature at 0.9 ppm corresponds to the terminal protons of TBP, which is not present in 

the other samples (panel c). Fitting of this feature again provides a rough estimate of the ratio of 

TBP to OLAm, which we find to be ~11%. These results are summarized in Table 5.2. We 

furthermore calculated the ligand density on the surface of the NCs using CH2Br2 as an internal 

standard. An average of 1.5 – 1.8 ligands/nm3 was determined for these samples, which is lower 

than most measurements of ligand density on NCs.122, 281 While OLAm is bound to the surfaces of 

all three samples, increase in both the ligand density and the appearance of bound phosphines in 



 

 

118 

the CISe-DPP and CISe-TBP points to passivation of additional surface states. One of the unique 

features of this class of ternary materials is the combination of hard/soft Lewis acids/bases. In the 

case of CISe, Cu+ is a soft Lewis acid while In3+ is a hard Lewis acid. As mentioned above we also 

argue the incorporation of Cu2+ defects, which serves as an intermediate Lewis acid. Furthermore, 

OLAm is known to be a hard Lewis base and TBP, a soft base. DPP likely falls in between based 

on its pKa values.282 Given the differences in basicity between these ligands we can assume they 

are binding to different surface sites (In vs. Cu). We cannot overlook the trend in basicity that 

matches much of our results above and potentially points to stability of certain reaction 

intermediates or surface states.  

 

Table 5.2: Structural and Surface Characterizations 

 Ratio of Raman 
Peaks 

Cu:In Ratio Surface Coverage 
Ligands/nm2 

% Phosphine Ligand 

CISe-OLAm 2.19 0.936 ± 0.006 1.58 - 
CISe-DPP 1.78 0.937 ± 0.002 1.76 18 
CISe-TBP 2.12 0.806 ± 0.008 1.89 11 

 

From these results it is clear that surface trapping serves as an additional source of non-

radiative pathways in all these samples, but particularly CISe-OLAm since it lacks a phosphine-

based ligand and is unable to passivate both types of metals. This is supported by studies on both 

CIS and CISe NCs with different ligand compositions where amines were found to produce poor 

surface passivation while phosphines were better.245, 283 This comparison is complicated by the 

studies primarily focusing on post-ligand exchange which can cause deterioration of the surface.69, 

202  
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With all of these results we can now build a picture of the complicated photophysics of this 

system, which we have summarized in Figure 5.13. OLAm, DPP, and TBP act during the synthesis 

to change the ratio of In/Cu within the NCs, afterwards they passivate specific surface states. In 

the end, the NCs have a variety of different traps and the number of each kind determines the 

probability of a carrier localizing on the surface or in an internal defect. Localization at InCu2+ and 

VCu1- defects is non-radiative and competes with the slower radiative process wherein a delocalized 

electron recombines with a localized hole.  

 

 

Figure 5.13: Diagram showing the different electronic states involved in carrier processes in CISe NCs. 
After excitation, electrons and holes undergo intraband relaxation followed by intrinsic trapping or surface 
trapping. Localization at intrinsic defects can be radiative (Cu+/Cu2+) or nonradiative (InCu

2+, VCu
1-). Ligands 

dictate the preference of one path over another.  

 

 



 

 

120 

5.4 Conclusion 

There are two main mechanisms from which ligands can cause drastic changes in 

photophysical behavior, namely incorporation of defects within the crystalline lattice upon 

synthesis of the materials or poor passivation of trap states at the surfaces. Here, ligands play a 

direct role in both the synthesis of the NCs and passivation of the surfaces afterwards. In this study 

we examined the effects that the synthetic ligand/Se-precursor has on the photophysical, structural, 

and temperature dependent properties of CISe NCs. The inorganic crystal and the organic ligands 

must be considered as an entire system given the drastic changes they can have on optoelectronic 

properties. We found that differences in Cu:In ratios, defects within the lattice as well as complex 

surface-ligand bonding are contributing to the unique properties seen here. Depending on the 

ligand present localization at VCu1-/InCu2+ defects or undercoordinated surface metal ions can 

prevent radiative recombination that occurs at Cu2+/Cu+ couples. Using an amine based ligand 

(OLAm) produces the highest quantity of trap states and resulted in very short lifetimes and PLQY. 

Phosphine based ligands (DPP, TBP) reduced the prevalence of surface trapping, but produced 

stark differences in the Cu:In ratio depending on the identity of the phosphine. Thermal annealing 

at 600K of CISe-DPP produced a 600% increase in PLQY suggesting a post-synthetic mechanism 

for increasing emission intensity.  

Future studies of new Se-precursors may produce NCs with longer charge separation 

lifetimes that prove to be better in photovoltaic applications. Thiols, another soft Lewis base, is 

oftentimes used in the synthesis of CIS NCs and has been found to produce higher PLQYs than 

phosphines suggesting that the surface of these materials are very sensitive to the ligand and also 

highlights the importance of HSAB theory for proper alignment of ligand and surface reactivity.238, 

284 Thiols are less commonly used in the synthesis of CISe NCs due to formation of CISSe hybrid 
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structures, precluding direct comparison.284 The reduction of trapping with shells in both CIS and 

CISe NCs has been reported by a variety of groups and may reduce some non-radiative surface 

sites.243 However, the ligands present in those studies are not the same as the ones here and a direct 

comparison should not be made. Shelling of nanocrystals can also lead to incorporation of the shell 

composition’s cation due to diffusion or alloying at the surface, potentially changing the electronic 

structure of the material.243  Further studies that add shells to NCs with these three ligand 

compositions would need to be undertaken to determine the extent of surface trapping. To enable 

better understanding of emission, spectroelectrochemistry and magneto-optical experiments, 

similar to what has been done for CIS, are needed to unravel the nature of the Cu+/Cu2+ couple.276-

279, 285  

5.5 Outlook 

CuInSe2 NCs are a promising candidate for solar cells, but in order for them to be used to 

their fullest extent their fundamental photophysics must be understood. While CuInS2 NCs are a 

good starting point, CuInSe2 must be treated as a separate composition with its own properties. 

Full investigations into this composition should cover a wide range of ligand compositions, shell 

growths, and annealing procedures. Even amongst the ligands studied here, there are many 

unanswered questions. Do the different sizes of CISe-DPP and CISe-TBP behave similarly to the 

lack of strong size effect in CISe-OLAm? Could TBP and DPP be added post-synthesis to improve 

PLQY? What is happening to the samples upon heating? While a basic understanding is broached 

with this work, more pendulum heating should be coupled with NMR, FTIR, Raman, XRD, and 

TEM to unravel the nature of the NCs afterwards.  

Full investigations into this composition should cover a wide range of ligand compositions, 

shell growths, and annealing procedures. Can PLQY be improved by utilizing different ligand 
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precursors? What about combinations of precursors? Do these ligand compositions behave 

similarly upon shell growth? Should annealing be done at lower temperatures similar to what was 

used here or are the higher temperatures commonly used necessary? Synthesis, spectroscopy, and 

theory must be used in conjunction to understand and optimize preps.  
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Chapter 6: Photoinduced Ligand Loss and Fragmentation 
 

6.1 Introduction 
 

Since their first colloidal synthesis, semiconductor nanocrystals (NCs) have been the focus 

of intense research due to their unique photophysical properties that derive from quantum-

confinement, i.e. absorption and narrow photoluminescence (PL) energies that are readily tunable 

through size and shape. With large absorption cross-sections, low size dispersity, ability to absorb 

multiple photons, and high quantum yield these materials are rapidly being incorporated into a 

variety of devices from lasers to LEDs to photovoltaics.12 These properties along with rapid 

electron or hole transport have also paved the way for the study of photoetching, light-induced 

synthesis, and photocatalysis.286-289  

 Over the last decade, a lot of study has been invested into understanding the role of ligands 

in semiconductor NCs and their interface with the surface. This has proven critical as the large 

surface-to-volume ratio in NCs ensures that a large quantity of atoms are on the surface and 

coordinated to these organic molecules. Using techniques such as NMR, FTIR, TGA, and CV the 

binding strengths, covalent attachment, and density of ligands has been investigated.105 The role 

of native ligands as well as post-synthetic ligand exchange has opened another dimension to these 

nanoscale materials beyond composition, size, and shape.24 Amongst these techniques, NMR 

stands apart due to its non-destructive nature, ability to measure NCs in solution, and 

differentiation of bound vs. free species.122 Most studies utilize standard 1H NMR, but many 

groups have expanded to 2D NMR, different pulse sequences (e.g. dynamic nuclear polarization), 

and non-proton experiments (i.e. 113Cd, 31P). See Section 2.6 for more details.  



 

 

124 

 CdSe is, in many ways, the quintessential semiconductor NC. It is often cited as a model 

for a variety of compositions due to deep understanding of its synthesis and photophysics. Despite 

the vast research that has been done on these materials, nearly all studies on ligand – NC 

relationship focus on static behavior or monitor exchange using additional ligands being added to 

the solution. In many applications these materials will undergo photoexcitation, at times under 

quite intense illumination as their optical properties are the desired characteristics. Even in lab 

settings, these materials are excited to study electronic behavior with little regard to the effects of 

laser pumping. It is unclear the effects that photoexciation of the inorganic core may produce in 

the organic ligands. Will the ligands be removed from the surface? If so, will the less dense 

covering of the NCs cause aggregation or precipitation? Can the nanocrystals potentially fracture, 

change shape or structure? Can the high energy surfaces react with the ligands to cause them to 

undergo chemical change? Oftentimes NCs that could have exhibited much of this behavior are 

discarded without care to what is occurring and why because they are considered “dead” optically, 

their photoluminescence drops substantially and after precipitation they are likely unusable. Here, 

we aim to understand some of the changes that occur in these NCs after intense illumination. Using 

NMR as our main tool, we monitor ligands as they become unbound from the surface of the NC 

and the chemical changes they undergo. In conjunction with transmission electron microscopy 

(TEM), X-ray diffraction (XRD) and photoluminescence, an unusual range of properties are 

studied, from sintering of NCs to photobrightening. This study serves as a first look into 

photoinduced changes in CdSe NCs passivated by oleic acid and aims to address some of the 

questions raised above while providing future directions for further study.  

6.2 Experimental Methods 

Synthesis of CdSe Nanocrystals 
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We followed previously established synthetic protocols with slight modifications.290 To 

make the Se:ODE precursor, 5mL of ODE and 1 mmol of Se were placed in a roundbottom flask, 

purged with nitrogen, and left stirring. Meanwhile a roundbottom flask, condenser, and 

thermocouple jacket were assembled and placed in oven. While still hot, the assembly was attached 

to a Schlenk line and placed under nitrogen. CdO (0.8 mmol) and a stir bar were added, and the 

flask capped with a septa. Using a syringe, ODE (10 mL) and oleic acid (0.8 mL) were added. 

Solution was rapidly stirred and heated to 270⁰C causing it to change from cloudy to clear to 

yellow. At 270⁰C and upon complete dissolution of solids, 2 mL of the Se:ODE mixture were 

injected. After approximately 45 seconds the heating was stopped, and the reaction vessel moved 

away from the heating mantle to allow it to cool. Once at room temperature, 10 mL of toluene was 

added and used to clean the resulting nanocrystal solution into a centrifuge tube. For cleaning, 

10mL of isopropanol and 10mL of methanol were added to crash out the nanocrystals. The sample 

was centrifuged at 8000 r.p.m. for 5 minutes. Afterwards, the supernatant was discarded and the 

solid dissolved in toluene. After another round of centrifugation any solids that crashed out were 

discarded and another 10mL of isopropanol and methanol were added followed by another round 

of centrifugation to crash out particles. The resulting solid was kept and pumped into the glovebox 

where it was dissolved in toluene and kept until experiments.  

6.3 Results and Discussion  
 

To ensure continuity between experiments one batch of NCs was used. Oleic acid capped 

CdSe NCs were synthesized using protocols that are described in the Methods section.290 To ensure 

that excess oleic acid and unreacted reagents were not present in solution three rounds of 

centrifugation were performed and the resulting sample was stored in toluene in a glovebox until 

experiments. For experiments, the sample was dried down under nitrogen and suspended in 
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deuterated toluene. Six aliquots of equal concentration and volume (600µL) were separated into 

standard NMR tubes. Samples were excited at 400 nm using a 1kHz pulsed femtosecond laser and 

the tubes were mechanically rastered such that the entirety of the sample volume was illuminated. 

Incident power on the NC dispersions was adjusted using a neutral density wheel and laser spot 

size was controlled using an iris and changing the focal distance. One tube was maintained as a 

control and had a standard added afterwards (CH2Br2) to determine ligand density. Four samples 

were exposed to laser radiation in set time increments (0 – 150 minutes). Three of the samples 

experienced a constant laser power (140 mW) but three different spot sizes to study the effects of 

fluence (spot sizes for Tubes 1, 2 and 3, respectively were 9.8 mm2, 0.85 mm2, and 0.071 mm2). 

Two samples, Tubes 3 and 4, maintained the same small spot size but different powers (140 vs. 75 

mW). The average number of excitons (<N>) varied between 4.2 – 584 for the photoexcited 

samples. Exposures were halted after various elapsed times and NMR measurements were 

conducted to follow sample evolution. A summary of the experimental parameters is given in 

Table 6.1. Tube 5 was not illuminated but was examined using variable temperature NMR to 

monitor the effects that static heating may induce on the sample. 

To start, we confirmed the attachment of oleic acid to the surface as well as the lack of any 

free ligand remaining in solution using 1H NMR (Figure 6.1a). As has been observed for bound 

ligands, all proton features are broadened substantially and shifted downfield relative to free ligand 

due to reduced diffusion while attached to the NC surface. Throughout this study we will focus on 

the vinylic proton features of oleic acid that occur around 5.6 ppm since this region is less 

congested and easier to analyze than the alkyl protons between one and three ppm. No sharps peaks 

are evident around 5.4 ppm confirming that the NCs were successfully purified of unbound oleic 

acid. Initial TEM measurements prior to any illumination show monodisperse NCs with an average 
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diameter of ~ 4.2 nm (Figure 6.1b). The absorption spectrum (Figure 6.1c) shows the typical 

lineshape of CdSe NCs with a clearly defined lowest-energy absorption at 585 nm.  

 

 

Figure 6.1: CdSe NCs before photoexcitation. (A) NMR spectra of the NCs (top) and oleic acid (bottom). 
Protons are marked for both along with residual toluene features (†). (B) Transmission electron microscopy 
image of the NCs. Diameter was measured to be 4.2 ± 0.8 nm. (C) Absorption spectrum with excitation 
wavelength (400 nm) marked.  

 

Table 6.1: Photophysical properties and diameter of CdSe NCs before and after photoexcitation 

Sample Laser Power 
and Spot Size 

<N> Photoexposure 
times (min) 

Abs. 
Max 
(nm) 

PL 
Max 
(nm) 

Diameter 
(nm) 

<τ>PL, 

5ns (ns) 
<τ>PL, 

50ns (ns) 

Control -  - 585 598 4.19 ± 
0.81 

4.9 ± 0.3 7.4 ± 0.4 

Tube 1 140 mW, 9.8 
mm2 

4.2 30, 90, 150 583 599 4.19 ± 
0.71 

6.1 ± 0.5 8.3 ± 0.3 

Tube 2 140 mW, 0.85 
mm2 

49 15, 30, 60, 85 583 599 4.19 ± 
0.75 

4.6 ± 0.5 7.4 ± 0.4  

Tube 3 140 mW, 0.071 
mm2 

584 15, 30, 60, 85 580 603 4.36 ± 
0.83 

1.6 ± 0.1 3.1 ± 0.3  

Tube 4 75 mW, 0.071 
mm2 

313 15, 30 583 599 4.28 ± 
0.79 

4.4 ± 0.5 6.8 ± 0.3  
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The NMR spectra collected for Tubes 1 and 3 are given in Figures 6.2a-d. Over the course 

of the experiments more ligands dissociate from the surfaces of the NCs as indicated by the 

appearance of the sharp features around 5.4 ppm and reduction in the broad 5.6 ppm peak. The 

alkyl features also shift upfield and sharpen due to desorption. Due to the smaller spot size, Tube 

3 experienced a higher fluence and <N>, which in turn induces a greater extent of ligand loss as 

observed by NMR. A comparison of Tubes 1 – 3 at 85 or 90 minutes of total exposure is given in 

Figure 6.6a showing the difference in ligand loss depending on fluence. To determine the ratio of 

bound vs. free ligand the region between 5.3 – 6.0 ppm was fit using the MNova software. Peak 

areas were separated into “bound” or “free” depending on ppm and width. The results of this 

analysis are given in Figure 2e. As the fluence is increased (by decreasing spot size) more ligands 

are dissociated from the surface with a maximum of ~50% desorbed from Tube 3 after 85 minutes 

The NCs remained stable in solution with no aggregation evident over the course of the 

experiments. Given months in solution, Tube 3 did experience some aggregation of particles as 

noted by precipitation of solid, but the other tubes did not. Tube 4 showed similar ligand loss to 

Tube 3 despite approximately half the power (and therefore half the absorbed photon dose) 

suggesting a <N> threshold above which no further photon absorption promotes ligand loss.  
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Figure 6.2: Photoinduced ligand desorption. NMR spectra of Tube 1 (A, B) and Tube 3 (C, D) as a function 
of laser exposure time. (E) Ratio of integrated free ligand signal vs total ligand for the four samples. (F) 
Total absorbed dose in photons/cm2 fit to a Langmuir isotherm.  

 

Linear fitting of the desorbed ligand ratio versus time provides a rate of ligand loss per 

minute (Figure 6.3). As we described above this rate does not increase linearly with <N>, instead 

it seems to approach a maximum rate of ligand loss upon which higher fluences yield similar 

results. This also allows us to approximate the length of time required for an arbitrary percentage 

of ligand dissociation at low <N>. For example, if <N> is 0.05 then to achieve 1% ligand loss 

would require ~13 hours and 50% ligand loss would require over 27 days of constant laser 

exposure.  
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Figure 6.3: Rate of ligand loss (determined from the linear fits in Figure 6.2e) vs. <N>. The data was fit 
to a power law with the fitted equation shown.  

 

To determine whether static heating from laser illumination could cause ligand desorption, 

we used variable temperature NMR to monitor changes in the population of bound and free ligand 

upon heating to 100⁰C. Even after maintaining the sample at 100⁰C for one hour, no solvated oleic 

acid features were observed (Figure 6.4). We do note the shoulder present on the lower side of the 

feature disappears concurrently with increased intensity of the main peak, potentially due to 

rearrangement of ligands on the surface into more energetically favorable configurations., 

suggestive of some form of sample annealing.  

 

Figure 6.4: NMR spectra of the alkenyl region of oleic acid for variable temperature experiment. (a) 
Temperature ramping from 20⁰C to 100⁰C. (b) Sample at 100⁰C initially and after one hour. (c) Before and 
after heating.  
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By converting to photons/cm2 we can monitor total absorbed dose across the four samples. 

We find that ligand loss is tied inherently to the number of photons absorbed with increasing 

desorption occurring as the number of photons absorbed increases. We were able to fit most of the 

data to a Langmuir binding isotherm (Eq. 6.1) where θ is the fraction of free ligand, Kd is the 

dissociation constant, [hv] is the total absorbed dose, and constant a relates saturation.  

Eq. 6.1      𝜃 = 	 "Kt[6\]
=EKt[6\]

	 

Ligand desorption above ~14% ceases to follow a simple Langmuir model and were 

excluded from the fit. Despite this, the fit for ligand desorption at this lower ranges provides 

valuable insight. We find that the dissociation constant (Kd) is 1.12×10-27 for this binding isotherm. 

While we were unable to fit to a two isotherm model, the data fit well to a biphasic equation (Eq. 

6.2)  that is commonly used to describe two binding sites (often observed in drug release291 The 

need for two phases suggests a difference in binding motif/strength, potentially due to unique 

covalent bonding (e.g. bidentate vs. monodentate, edge vs. facet).128 This model provides an upper 

limit for ligand dissociation of 61±12% suggesting that above this point NCs lose colloidal stability 

and will precipitate. 

Eq. 6.2																																																									𝑦 = 𝐴 v &
=E=7(GV(QV5w))

+ =C&
=E=7(Gc(Qc5w))

x 
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Figure 6.5: Figure 6.2f from the main text with a biphasic fit (Eq. 6.2): A = 0.6 ± 0.1, p = 0.13 ± 0.07, n1 
= 2.2 × 10-27, n2 = 1.1 × 10-28, c1 = 5.3 × 1026, c2 = 1.5 × 1028. We do no attribute much physical meaning to 
these values except A and p which represents the maximum value of free ligand (saturation point) and the 
weight between the two binding modes.  

 

 Unexpectedly, Figure 6.6 shows that following photoexcitation NMR resonances develop 

that are neither consistent with bound nor unbound oleic acid, but instead clearly indicate other 

chemical species. At 4.9 – 5.05 ppm and 5.65 – 5.8 ppm clear signatures of the vinylic hydrogens 

of undecane or undecanoic acid are evident.292 We are not able to distinguish between these 

chemical species given the similarity in their proton shifts, but integration confirms their identity. 

In addition, a strong feature at 5.25 ppm grows in that corresponds to water. Given the nonpolar 

nature of toluene any water formed would produce clusters that yield a distinctive chemical 

shift.293-294 Around 4.3 ppm sharp peaks demarking molecular hydrogen are present.295 Indeed, in 

some experiments bubbles clearly form in the tube consistent with this assignment.  Furthermore, 

the integrated peak area for these features is relatively constant suggesting formation of dissolved 

gases that eventually leave solution. Features around 9 ppm demarcate aldehyde protons although 

again we cannot be quite clear in their identity. They could arise upon loss of the hydroxide group 

from oleic acid or oxygen addition to the double bond. Two distinct features in this region show 
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different behavior with photoexcitation. The peak at ~9.3 ppm forms on similar timescales 

regardless of fluence. The peak at 9.13 ppm, however shows a similar behavior to the other 

chemical species. 

 

Figure 6.6: Ligand Fragmentation. (A) Tubes 1-3 at similar photoexcitation dose times. Chemical shifts of 
new molecular species are marked by red numbers. (B) The corresponding chemical species that arise from 
fragmentation of the oleic acid ligand or reaction with toluene. (C-F) Production of the molecules as a 
function of laser exposure time. (C) Aldehyde features at 9.13 and 9.3 ppm, (D) water clusters peak at 5.25 
ppm, (E) hydrogen features between 4.4 – 4.55 ppm and (F) terminal protons of undecane or undecanoic 
acid between 4.9 and 5.1 ppm.  

 

We note that no chemicals were added to these samples to cause fragmentation. The NMR 

spectrum of our oleic acid showed no evidence of these chemical species nor were they present in 

the NC spectrum before photoexcitation. As a control experiment to determine if the CdSe NCs 

were necessary for this oleic acid degradation process we illuminated a tube of concentrated oleic 

acid in deuterated toluene using a higher fluence than the other tubes for a longer length of time 

(Figure 6.7). Incredibly small amounts of undecane/undecanoic acid and aldehydes were seen but 

no evidence of hydrogen or water. Along with the temperature dependent NMR this suggests that 



 

 

134 

a combination of laser irradiation, CdSe, and oleic acid is necessary to generate the observed 

photoproducts. 

 

Figure 6.7: Oleic acid photoexcitation experiment (no NCs). (a) Full NMR spectrum of oleic acid before 
excitation and after intense laser exposure for 60 and 105 minutes. (b) 6.8 – 9.7 ppm region, inset is the 
same area zoomed in. (c) 3.8 – 5.9 ppm region, inset is again a zoomed in version of the same data range. 
(d) 0.8 – 2.3 ppm region. Note the difference in y-axis for the insets in b and c.  

 

 TEM images of the NCs after photoexcitation reveal particle shape and size remain largely 

unchanged. NCs exposed to the highest intensity (Tube 3) experienced trace amounts of sintering 

between some NCs to form larger, agglomerated structures (~8-10 nm). Given that distinct 

crystallographic domains can be seen within these larger NCs we suggest that ligand loss likely 

produces colloidal instability and close contact of NC surfaces. Tubes 1 and 2 showed no 

discernable difference in NC diameter with potentially a slight narrowing in distribution, consistent 

with annealing. X-ray diffraction shows that the NCs maintain the zincblende crystalline phase. 
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Broadening of diffraction peaks in Tube 3 suggests smaller crystalline domains have formed 

consistent with loss of surface layers and ligands that lead to agglomeration.  

 

 

Figure 6.8: Characterization of the samples after photoexposure. (A-D) TEM images of Tubes 1-4 and the 
corresponding diameters measured. (E) X-ray diffraction patterns of Tubes 1-4 and the control.  
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Figure 6.9: Size histograms for the control and Tubes 1-4. NC size was not impacted strongly by prolonged, 
intense photoexcitation. Tube 3 (and to a much lesser extent, Tube 4) experienced some agglomeration and 
sintering of NCs resulting in a higher average and larger standard deviation.  

 

 Optical properties offer additional information regarding impact of exposure and ligand 

loss, which is imperative for performance in devices. UV-Vis shows that the absorption has not 

shifted much (2-5 nm, see Table 6.1) although Tube 3, and to a lesser extent Tube 4, show 

broadening of features and a tail towards the red. This absorption is lower in energy than bulk 

CdSe (marked by the dashed line at 713 nm) and we attribute this to trap state formation within 

the bandgap. Low concentrations and solvent correction were used to ensure that this was not an 

artifact of scattering. As noted above, despite ligand loss, all samples showed no precipitation 

initially. 
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Figure 6.10: Optical characterization. (A) Absorption spectra for photoexcitated samples and the control. 
Inset shows the lowest energy absorption in finer detail. Bulk CdSe absorption at 713 nm is given as a 
dashed line. (B) Static PL spectra. (C) Time-resolved PL spectra over 50 ns and 5 ns (inset) along with 
triexponential fits.  

 

Static and time-resolved photoluminescence (Figure 6.10b-c) provide further insight into 

impacts of surface passivation. Despite broadening and the appearance of midgap trap states by 

absorption, no emission red of the main band-edge feature is observed. Tube 3 did exhibit some 

broadening and slight red shift of PL as well. All samples maintained a similar emission 

wavelength, consistent with the bandgap and size remaining close to the control. After correcting 
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for intensity, we find that Tubes 1 and 2 showed brightening after ligand loss suggesting a 

reduction of trap states either through annealing of intrinsic defects or reorganization of ligands 

into a position or binding motif that is more favorable for radiative recombination. Tube 3 showed 

a drastic reduction in intensity, likely due to formation of many trap sites. We observed similar 

trends using a streak camera to monitor time- and wavelength-resolve PL. Tube 1 exhibited longer 

lifetimes, while Tube 3 showed a more substantial reduction in lifetime. Although not evident with 

static PL, all samples exhibited a higher energy emission (< 525 nm) at short times. This feature, 

which could easily be missed in the control, intensifies strongly in Tube 3. We attribute this to 

formation of small CdSe clusters that are formed from surface layer removal of larger structures.  

6.4 Conclusion 

 Intense photoexcitation of semiconductor NCs induced ligand loss that depended strongly 

on the number of photons absorbed per NC. Beyond ligand loss some samples showed an increased 

in PL suggesting that some forma of annealing occurs and if it could be controlled may produce 

NCs with higher QYs. Other samples showed a sharp reduction in PL that is detrimental for their 

incorporation into applications that require high currents or illumination such as LEDs or 

photovoltaics. For all samples, fragmentation of the ligand and/or reaction between organic species 

in solution caused the formation of a variety of products including aldehydes, water, hydrogen, 

and undecane/undecanoic acid. After intense photoexcitation, the NCs remained almost identical 

in size suggesting their ability to be used as reusable photocatalysts.  

6.5 Outlook 
 

Use of NMR techniques to understand NCs has expanded rapidly over the last few years. 

For example, non-proton NMR (i.e. 113Cd, 77Se, 31P) and more complicated pulse sequences have 
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enabled observation of particle growth, surface composition, and metal distribution (surface vs. 

core). Combining such experiments with the photodoping done here may help unravel more of the 

complex surface and ligand transformations. In many ways this study was limited by its novelty 

and exploratory nature. Future experiments could benefit greatly from in-situ photoexciation 

wherein a NMR spectrometer is coupled to a light source.296 This would allow a more continuous 

series of time points as well as potentially show spin-polarized ligand fragments through 

chemically induced dynamic nuclear polarization (CIDNP) if the photochemical reactions are 

radical in nature.297 Even with regards to the mechanism of photodegradation of ligands and 

solvent, this study could only speculate. What part of the ligand is fracturing? Is it reacting with 

the deuterated toluene? If benzene d6 was used instead would some fragments not form? 

There are many other parameters that can be altered as well in order to study the 

dependence of these results on them. The use of 400 nm laser light was chosen purely for 

convenience, but 800 nm light would only produce changes with two photon absorption and 

therefore allow more penetration depth. What about excitation at the band edge? Only one size of 

CdSe NCs was studied, would different sizes show the same results? Does the number of ligands 

desorbed scale with <N>? In PbS NCs different sizes of particles causes different facets to be 

exposed, will any discernable difference occur in ligand loss from these? What effects will varying 

morphology (0D vs. 1D vs. 2D) and composition induce? CdSe NCs can be synthesized with 

phosphonic acid ligands as well as oleic acid, how does the difference in identity and binding 

strength affect photoinduced ligand loss? Hopefully this study will lay the foundation for a new 

area of NC research that will bridge our understanding of ligands, surfaces, photophysics, and 

degradation.  
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Chapter 7: Hybrid Inorganic-Organic Donor-
Acceptor SCRPs 
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R., Using Photoexcited Core/Shell Quantum Dots To Spin Polarize Appended Radical Qubits. Journal of 

the American Chemical Society 2020, 142 (31), 13590-13597. 
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7.1 Introduction 

The promise that quantum information science (QIS) holds to revolutionize computation, 

communication, and sensing is accelerating research in this field.298-299 However, the exact 

materials that will comprise these emergent technologies remain an open question.299-300 A 

particularly prominent class of materials, semiconductor quantum dots (QDs), have been proposed 

for quantum computation and communication applications.301-306 QDs grown by molecular beam 

epitaxy in all-solid-state devices are the most widely studied form for these applications,305 but 

colloidal QDs are also attractive candidates owing to the tunability of their size,307 shape,308 and 

composition.309 Optical excitation in colloidal QDs is particularly intriguing because it offers a 

way to selectively address specific QDs (i.e. by size or composition)304 and can generate well-

defined spin states,38, 310 thus satisfying two key criteria of functioning qubits.311 

The spin dynamics of photoexcited charges in the archetypal cadmium chalcogenide (CdE) 

colloidal QDs have been probed by a variety of optical and magneto-optical techniques, including: 

time-resolved Faraday rotation,303-304, 310, 312 degree of emissive circular polarization,313  polarized 

pump-probe spectroscopy,314 and cross-polarized transient grating spectroscopy.38, 315 From this, a 

generalized picture of spin dynamics in these colloidal QDs has been developed. Due to extensive 

spin-orbit coupling, the spin states in CdE QDs are best described by their total angular 

momentum. The two lowest energy states have total angular momenta of F = 1 and F = 2 and are 

termed “bright” and “dark” excitonic states, respectively. The F = 2 dark state lies approximately 

ΔEBD = 2-20 meV below the bright state.39, 316 Spin relaxation between these two states is suggested 

to occur on the sub-picosecond to tens of picoseconds time scale as a result of hole spin-flips, 

resulting in rapidly equilibrated Boltzmann populations.38, 313-314 A slow component to spin 

relaxation is also observed (hundreds of picoseconds to a few nanoseconds), and is ascribed to 
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both intra-level relaxation (e.g. +2 à -2 within the dark state) and electron spin-flips.38, 303, 313-314 

In either case, photogenerated spin coherence in these systems does not live long enough to support 

the microwave-based spin manipulations required for quantum computation (> 100 ns).317 A 

strategy to harness these spin states prior to relaxation is therefore necessary.  

Organic molecules offer a promising platform for supporting long-lived spin coherences 

owing to their weak spin-orbit coupling.318 Therefore, transferring spin coherence, or at least spin 

polarization, from a photoexcited QD to an organic molecule is of keen interest. With this aim in 

mind, it is worth briefly reviewing efforts to understand and control spin in QD-molecular 

conjugate systems. Coherent spin transfer has been demonstrated from photoexcited QDs of one 

size to molecularly-linked QDs of another size.304 Spin selective charge extraction from QDs has 

also been demonstrated when functionalized with chiral molecules via the chiral-induced spin 

selectivity (CISS) effect.319-323 Photoexcited QDs have been used to efficiently sensitize molecular 

triplet states via triplet energy transfer.324-326 Furthermore, spin state control in photoexcited QD-

organic molecule conjugates has been shown in the context of the spin-correlated radical pair 

(SCRP) model.133, 327-328 

In both of the triplet energy transfer studies and the SCRP work, longer-lived QD excited 

states display primarily triplet character.  The SCRP studies are of particular interest in the context 

of the research presented here. In two of these studies, photoexcitation of an organic chromophore 

and subsequent electron transfer to a QD results in a radical pair state (QD--molecule+) that 

undergoes radical-pair intersystem crossing to recombine as a molecular triplet state.133, 327 This 

process is further verified by transient EPR measurements.133 In a third study, spin control is 

demonstrated by selectively exciting either the organic molecule or the QD.328 When the molecule 

is excited, rapid charge separation and recombination outcompetes spin interconversion, allowing 
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for return to the singlet ground state. When the QD is excited, however, the QD--molecule+ state 

recombines to a molecular triplet state.328 The studies described above demonstrate the possibilities 

for spin control in photogenerated QD-molecular systems. However, they have been limited to 

QD--molecule+ radical pairs, and furthermore do not directly probe the charge-separated state. 

In the work presented here, we directly probe via transient EPR spectroscopy a QD+ - 

molecule- state that is generated by QD photoexcitation. These measurements are enabled by using 

core/shell CdSe/CdS QDs that can support long-lived charge-separated states. We first investigate 

the dynamics of photoexcited electron transfer from CdSe/CdS core/shell QDs to a 

naphthalenediimide (NDI) electron acceptor as a function of both CdS shell thickness and NDI 

surface coverage. This serves both as a means to more confidently determine the charge transfer 

rates relevant for the EPR measurements, but also to benchmark shell thickness-dependent electron 

transfer in the less explored CdSe/CdS core/shell system (compared to CdSe/ZnS). A polarized 

spin state assigned to the NDI radical anion is observed in the transient EPR data. The signal is 

nearly entirely absorptive, suggestive of a polarization mechanism analogous to the triplet 

mechanism (TM), in which polarized spins are generated by charge separation from a 

photogenerated triplet state.329-333 In this case, the photoexcited QD serves as the “triplet.” 

Temperature-dependent EPR measurements suggest that this polarization may arise from the 

population difference in the dark and bright states of the QD. Spin polarization transfer from a 

photoexcited QD to a surface bound molecule is an important step towards harnessing the rich spin 

physics and synthetic tunability of colloidal QDs for QIS applications. 

7.2 Experimental Methods 
 

NDI ligand synthesis 
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Scheme 7.1 Synthetic route to NDI ligand 

 

The NDI ligand was synthesized in accordance with a previously published procedure 

(compound 25 in the referenced work).334 NDA (2.68 g, 10 mmol), glycine (0.75 g, 10 mmol), 

octylamine (1.30 g, 10 mmol) and anhydrous DMF (40 mL) were combined in a 100 mL round-

bottomed flask, purged with nitrogen gas, and heated to 120 °C for four hours while stirring. The 

tan cloudy solution was allowed to cool to room temperature and then poured into 200 mL of 

water, rinsing the flask with minimal DCM. The aqueous suspension was vacuum filtered to yield 

the crude product. An NMR of the crude product in DMSO-d6 indicated a 74: 22: 4 ratio of desired 

product : diglycine product : dioctyl product. The crude product was purified via column 

chromatography with a 10 cm column and a 95:5 DCM:MeOH eluent mixture, that was adjusted 

to 90:10 DCM:MeOH to more efficiently elute the desired product. The dioctyl product eluted 

first, followed by the desired asymmetric product. Fractions containing the asymmetric product 

were combined, solvent removed in vacuo, and the product was recrystallized from a MeOH/DCM 

mix. Pink solid, 604 mg, 14% yield. 1H NMR (500 MHz, DMSO-d6): δ 8.70 (m, 4 H),  4.74 (s, 2 

H), 4.06 (t, 2 H), 1.67 (quin, 2 H), 1.39-1.24 (m, 10 H), 0.86 (t, 3 H) ppm.  
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CdSe Synthesis  

 Synthesis of CdSe NCs has been described elsewhere.335-337 To begin, glassware (round-

bottomed flask, condenser, thermocouple jacket) was assembled and placed in an oven for 15 

minutes before being transferred (while hot) onto a Schlenk line and immediately placed under 

vacuum. CdO (60 mg), ODPA (280 mg), TOPO (3 g), and stir bar were added to the flask, which 

was then sealed and heated to 150°C while still under vacuum for 30 minutes. Afterwards the flask 

was degassed with three nitrogen/vacuum cycles and the temperature brought up to 320°C. At 

approximately 240°C, 1 mL of TOP was injected into the flask. Solution was kept at this 

temperature until all solids had dissolved. Prepared Se/TOP solution (60 mg Se dissolved in 0.5 

mL of TOPO in the glove box and stirred for one hour to dissolve) was quickly injected into the 

flask. After ~ 30 seconds the flask was removed from the heating mantle and rapidly cooled using 

nitrogen. At 50°C, ~15 mL of IPA were added. The suspended QDs were then transferred to 

centrifuge tubes and centrifugation produced a pellet composed of both QDs and excess Cd-

phosphonate. The pellet was resuspended in 10 mL of hexanes, centrifuged again to remove 

impurities, then the supernatant was combined with 15 mL of IPA and centrifugation was repeated. 

This process was repeated three times until the QD solution in hexanes was clear. The final pellet 

was transferred to a glovebox and resuspended in 4 mL of toluene. 

Oleic Acid Ligand Exchange  

 When our NDI ligand was added to a solution of the phosphonate capped CdSe core NCs 

we did not see evidence of charge transfer by transient absorption suggesting that the free NDI 

ligands were not able to displace the tightly bond phosphonic acid moieties and confirming that 

covalent attachment is necessary for electron transfer. We therefore substituted for oleic acid to 

allow attachment of the NDI ligand using a modified procedure from Zeger Hens and coworkers.338 
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 CdSe NCs (300 µL, 273 µM) and oleic acid (~ 0.5 mL) were added to a 25 mL round 

bottom flask. The solution was degassed under vacuum and then heated to 80°C for 15 minutes. 

The vacuum was substituted for nitrogen and the solution stirred at 100°C for 20 hours. After 

cooling, a small amount of toluene (< 4 mL) was added to the flask to extract as many NCs as 

possible. The resulting solution was added to a centrifuge tube and ~30 mL of methanol added and 

centrifuged. Supernatant was decanted. NCs were once again dissolved in toluene (< 3 mL) and 

~7 mL of methanol. The solution was centrifuged again and the supernatant decanted. The dry 

NCs were pumped into a glove box and suspended in a small amount of toluene for future 

experiments.  

CdS Shell Addition  

 We followed previously published procedures for CdS shell addition.336-337 

 Cd-Oleate Solution: CdO (0.6426 g), oleic acid (15.9 mL), and ODE (9.1 mL) were added 

to a 50 mL round bottom flask along with a stir bar. The mixture was stirred for 15 minutes and 

then degassed under vacuum for 15 minutes. The solution was heated to 120°C and left stirring 

under vacuum for 45 minutes before switching to nitrogen flow and raising the temperature to 

220°C. The solution was stirred for one hour until it turned clear. The nitrogen was then evacuated 

and cooled to 110 °C for one hour. Finally, it was sealed, and cooled under vacuum before being 

pumped into the glove box until shell synthesis.  

 Shell Synthesis (1 nm): Glass apparatus (four necked 30 mL round bottom flask, 

condenser, thermocouple glass jacket) were assembled, greased, secured, and placed in oven for 

15 minutes. After removal from oven, the apparatus was added to the Schlenk line and placed 

under vacuum for 15 minutes. The flask was then filled with nitrogen before ODE (3 mL) and 
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oleylamine (3 mL) were added and allowed to degas under vacuum for 30 minutes. While under 

nitrogen CdSe NCs (360 µL, 100 nmol) were added to the flask. The flask was switched to vacuum 

again and temperature raised to 40°C. The solution stirred for one hour before being raised to 

110°C. Meanwhile, two syringe solutions were prepared in the glove box. The first was a mix of 

octane thiol (28.5 µL) and ODE (4 mL). The second included the already prepared Cd-oleate 

solution (680 µL) with ODE (3.32 mL). The two syringe solutions were simultaneously injected 

using a syringe pump at a rate of 2 mL/hr. The samples were then annealed for 10 minutes at 310°C 

before being rapidly cooled by nitrogen.  

 Shell Synthesis (2 nm): The 2 nm shell synthesis followed the same procedure as the 1 

nm except the syringes were filled with approximately 3x the concentration of Cd and Se. Thus 

the first syringe was prepared with 0.086 mL of octane thiol and 3.9 mL of ODE, while the second 

had 2.1 mL of Cd-oleate solution and 1.9 mL of ODE.  

 NC Cleaning: Acetone was added to the solution (~ 40 mL) to crash out the NCs. Then 

two washes of hexanes and IPA (3 mL, 10 mL) were used to crash out impurities and NCs 

respectively. The resulting dry NCs were pumped into the glovebox and resuspended in toluene.  

 

7.3 Results and Discussion 

The system explored in this paper is shown in Figure 7.1. CdSe/CdS core/shell QDs serve 

as both the light absorber and electron donor. A modified NDI ligand with a carboxylate functional 

group linker serves as the electron acceptor (NDI absorbs blue of 400 nm, avoiding co-excitation). 

Approximate energetics for the system are shown in Figure 7.1b. Prior electrochemical 

measurements have shown that the approximate valence band energy of similar CdSe/CdS 

core/shell QDs is 1.2 V vs. SCE.339 However, it should be noted that electrochemical 
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measurements on QD band energies are subject to large errors (hundreds of meVs) and therefore 

we represent these states as a distribution.340 The reduction potential of NDI has been previously 

measured at -0.48 V vs. SCE.103 With a 2.1 eV QD excited state, the approximate driving force for 

charge separation is -0.4 eV (i.e. favorable). The optical absorption and emission of the QDs are 

shown in Figure 7.1c. Both core/shell samples are grown from the same batch of 3.3 nm CdSe core 

QDs following previously published synthetic procedures.337, 339 The 2 nm shell sample exhibits 

red-shifted emission and absorption due to carrier delocalization and also shows enhanced 

absorption in the 400-450 nm range as a result of increased CdS volume. The photoluminescence 

quantum yields were 13% and 68% for the 1-nm and 2-nm shell samples, respectively. 

Transmission electron microscopy (Figure 7.2) was used to calculate average diameters of X nm, 

5.6 nm, and 7.7 nm for the core, 1 nm, and 2 nm shell samples respectively. 

 

Figure 7.1. Schematic of the donor-acceptor system. a) Diagram of CdSe/CdS core/shell QD and 
the NDI ligand that acts as the electron acceptor. b) Energy diagram of electron transfer (ET) to 
create the NDI-• - QD+ species and charge recombination (CR) to the ground state. c) UV-Vis 
absorption (solid lines) and photoluminescence (dashed lines) of 1 nm shell (black) and 2 nm shell 
(red) QDs. d) TEM images of QDs. 

 

The QD-NDI conjugates were prepared with a range of NDI equivalents per QD by adding 

progressively more NDI ligand to a dilute QD solution in toluene. The carboxylate group serves 

as the binding head to the QD surface. The as-synthesized CdSe/CdS core/shell QDs are primarily 
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coated with oleic acid, which can be ligand-exchanged for other carboxylic acid ligands (such as 

our NDI ligand). We believe all NDI added binds because: 1) the NDI ligand is only sparingly 

soluble in toluene, but produces a scatter-free solution when combined with QDs, and 2) the free 

NDI does not show up in NMR when mixed with the QDs. We additionally found that the NDI 

ligand did not bind to the native CdSe QDs, which were functionalized with phosphonic acid 

ligands. This is consistent with previous work,338 and was remedied by heating the CdSe QD 

samples in oleic acid for a day prior to treatment with NDI.  

 
Figure 7.2. Size schematic of core CdSe and core/shell CdSe/CdS QDS (top), TEM micrographs 
(center), and sizing distributions based on 371, 266, and 213 individual particle measurements for 
cores (blue), ~1 nm shell CdSe/CdS (black), and ~2 nm shell CdSe/CdS QDs (red) respectively.  

 



 

 

150 

Prior to analyzing the spin characteristics in this QD-molecular dyad, we first aimed to 

obtain a full picture of the charge transfer dynamics. Such information aids in our interpretation of 

the spin dynamics as well as provides benchmark rates for shell-dependent electron transfer from 

CdSe/CdS core/shell QDs. To probe these charge transfer dynamics, we turned to transient 

absorption spectroscopy. Transient absorption data were collected for the CdSe core, 1 nm shell, 

and 2 nm shell CdSe/CdS QDs with a range of NDI equivalents per QD. Example transient spectra 

are shown in Figure 7.3, highlighting the core/shell QDs with either no NDI or many NDI ligands. 

The slower dynamics of the 2-nm shell sample precluded the collection of meaningful data on the 

fs to ps timescale. In the absence of NDI, all samples exhibit a multi-exponential QD bleach 

recovery corresponding to all radiative and non-radiative recombination pathways native to the 

QDs (Figure 7.3a,d). Upon addition of NDI, we observe new spectral features associated with both 

NDI-• and QD+, confirming the presence of photoinitiated charge separation. NDI-• most notably 

has a prominent absorption feature at ~480 nm,103 which is observed in all transient spectra that 

include NDI. The derivative-like feature near the QD band edge is assigned to a Stark-shifted QD 

absorption resulting from the electric field between the separated charges, and has been described 

previously in similar systems.341-342 Importantly, both NDI-• and QD+ features appear in the same 

ratio regardless of the number of NDI equivalents, and decay in concert. This suggests that we are 

generating a one-to-one NDI-• and QD+ pair that annihilates via charge recombination. 
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Figure 7.3: Ultrafast transient spectra and population dynamics in the 1 nm shell (a-c) and 2 nm shell (d-f) 
QD-NDI systems. a,d) Transient spectra of the QDs with no NDI added, illustrating the QD bleach recovery. 
b,e) Transient spectra of the QD-NDI conjugates illustrating evolution from the QD bleach at early times 
to an NDI-• - QD+ state at longer times. c,f) Relative population of the QD* state (based on basis spectra 
deconvolution into a QD bleach and NDI-• - QD+ components). Increasing equivalents of NDI per QD result 
in a faster decay of the QD* population. 
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Figure 7.4. Basis spectra for the QD* state (black) and the NDI-• - QD+ basis spectra state (red) 
(a,d,g). Extracted time dependent QD* (or QD bleach) populations (b,e,f) and time dependent NDI-

• - QD+ populations (c,f,i) for varying NDI concentrations per QD. Black lines represent fits, as 
described above. 

 

In order to quantify charge separation rates, we deconvolved all transient spectra into a QD 

bleach (i.e. a QD excited state, QD*) basis spectrum and an NDI-• - QD+ basis spectrum. From 

these basis spectra, we could construct time-resolved population traces for the QD* and NDI-• - 

QD+ states. The QD* populations for the core/shell samples are shown in Figure 7.3c,f. All other 

basis spectra and population traces are shown in the 7.4. Population transients were fit to 

multiexponential functions, to yield two independent estimates for the charge separation rate 

constant. These two independent estimates come from either fitting the decay of the QD* state or 



 

 

153 

fitting the rise of the NDI-• - QD+ state. By plotting these rate constants as a function of NDI 

equivalents per QD (Figure 7.5a,b), one can extract a bimolecular electron transfer rate constant 

(kcs) in accordance with the relation: kcs,tot = Nkcs, where N is the number of acceptors per QD . The 

linearity of these plots further validates our method and assumption that each NDI ligand added 

does indeed bind to the surface in the range studied. The bimolecular rate constants (utilizing either 

QD* or NDI-• - QD+ populations) are plotted as a function of shell thickness in Figure 7.5c. 

Although both populations yield similar charge transfer rate constants, the rate constant from the 

QD* population is consistently smaller than that derived from the NDI-• - QD+ populations. This 

is likely a result of using a stretched exponential for the QD* fits, and an intensity weighted average 

of two exponentials in the NDI-• - QD+ fits. It should be noted that stretched exponentials have 

been demonstrated as an adequate and physically meaningful way to fit QD PL quenching by 

molecular charge acceptors.343 
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Figure 7.5: Extracting bimolecular charge separation rates for QD-NDI conjugates. a-b) Charge separation 
rates constants as a function of NDI equivalents per QD, extracted from the QD* population. The slope of 
the linear fits gives a bimolecular rate constant per NDI ligand. c) Bimolecular rate constants as a function 
of shell thickness using either the QD* population (black) and NDI-• - QD+ population (red) to extract rates. 
Also show are the expected rate constants with 90 NDI per QD, the approximate concentration used for 
EPR experiments. 

 

With the bimolecular rate constants determined, we can now analyze the shell thickness 

dependence of these values. The rate constants can be fit to an exponential decay (𝑘ID ∝ 𝑒CM$  ) 

with a tunneling coefficient of β = 3.8 nm-1.  This value is comparable to β = 3.5 nm-1 determined 

for electron transfer from CdSe/ZnS core/shell QDs344 as well as β = 3.3 nm-1 from CdSe/CdS 

core/shell QDs.345 However, there exist conflicting reports on this value, with a third study using 

CdSe/CdS core/shell QDs reporting β = 1.3 nm-1.346 Effective mass-based approximations have 

also predicted tunneling coefficients for CdSe/CdS electron transfer of β = 1.8 nm-1 and β = 2.2 

nm-1.346-347 The variety of reported values likely arises from conflicting methods for determining 

the rates, preparing the QDs, and assessing the number of molecular acceptors. 
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For the purposes of the current study, determining the shell-thickness-dependent 

bimolecular charge transfer rate constant serves as a first step towards predicting the relevant rates 

in the EPR experiments presented below. We can use it to estimate the rate constant with ~90 NDI 

ligands bound per QD (blue line), which is the approximate concentration used in the EPR 

experiments. From this analysis, we expect electron transfer to occur in about ~100 ps for the 1- 

nm shell and ~5 ns for the 2-nm shell, values close to or slower than spin relaxation in the QD. 

Additionally, it should be noted that the transient absorption experiments were all done at room 

temperature, while the EPR experiments are performed between 5 and 80 K. In the absence of 

trap-mediated charge transfer, which would enhance observed charge transfer rates, photoexcited 

charge transfer from CdSe/CdS core/shell QDs has been shown to be relatively temperature 

independent.336 Therefore, the rate constants indicated by the blue line in Figure 7.5c serve as an 

upper bound, and likely a reasonable estimate, of the rate constants that will be present in the EPR 

experiments. To ensure that the charge separated states live long enough for EPR measurements, 

recombination rate constants were analyzed by fitting NDI-• - QD+ populations to stretched 

exponentials. The core/shell samples had recombination time constants on the order of a few 

microseconds, while the core sample was closer to ~20 ns. The more rapid recombination seen in 

the core-only samples, precludes their utility for conducting EPR-based spin manipulations. 

With the charge dynamics established for the NDI-QD conjugates, we turn to time-resolved 

EPR to better understand their spin dynamics. At the outset, there is scant evidence that a 

measurement technique as slow as EPR (~10 ns) can detect spin states in cadmium chalcogenide 

QDs because the numerous heavy cadmium atoms lead to rapid spin relaxation, as mentioned in 

the introduction. In fact, our own attempts to measure conduction-band electrons photogenerated 

in CdSe QDs (following work from the Gamelin group348) by continuous-wave (CW) EPR yielded 
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no signal, even at 5 K. This is in contrast with first row transition metal oxide nanoparticles such 

as ZnO and TiO2. The Gamelin group has shown size-dependent CW EPR signals from electrons 

in ZnO QDs,349 and the radical pair model has been used to describe transient EPR spectra of 

photogenerated species on TiO2 nanoparticles.350-351 In the present study, despite the lack of a 

direct EPR signal from any charges within the CdSe QD, we demonstrate photogenerated spin 

polarization transfer from the QD to the NDI electron acceptor. 

 

Figure 7.6: Temperature dependent transient EPR spectra of QD-NDI conjugates. a,d) Temperature 
dependent transient EPR spectra recorded 100 ns after a 550 nm (7 ns, 2 mJ) laser pulse. Data are shown 
vs. g-value since the resonant frequency was temperature dependent. b,e) Data for the lowest and highest 
temperature data overlain with simulations derived from the NDI anion. Again, data are shifted due to 
temperature dependent frequency shifts. c,f) Maximum EPR response 100 ns after laser flash in each of 
three scans collected at each temperature. Data are fit to Equation 7.1. 

 

In the transient EPR experiments, we observe a polarized and mostly absorptive signal 

associated with the NDI•- (Figure 7.6). The signal intensity is temperature dependent and can be 

fit to an absorptive peak centered at the NDI•- g-value of 2.003. We propose that this absorptive 

signal is a result of the triplet mechanism (TM) for spin polarization.329-330 In this case, the 
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photoexcited QD serves as the triplet, consistent with numerous studies that observe significant 

triplet character of this state.133, 326, 328 At the lowest temperatures, there is evidence of an emissive 

EPR feature in the signal (Figure 7.6b). This spectrum was simulated by including a small 

contribution from an absorptive/emissive (A/E) response, which is common to triplet-generated, 

spin-correlated radical pairs (SCRP).333, 352 Employing a combination of the SCRP mechanism and 

the TM to model transient EPR spectra of charge-separated states has precedent in studies on hole 

transfer from photoexcited C60 to either tetramethylbenzidine353 or a zinc porphyrin.333 In both of 

these studies, transient spectra were fit to a superposition of absorptive signals ascribed to the TM 

and E/A or A/E signals resulting from a SCRP. This precedent bolsters our interpretation, but the 

precise spin states in the QD that are responsible for the spin polarization transfer remain an open 

question. 

To better understand the origins of spin polarization from the QD, it is worth revisiting the 

relevant spin relaxation times. Equilibration between the dark and bright states occurs in a few 

picoseconds, well before electron transfer occurs in our case. The slower spin relaxation 

component, associated with intra-level relaxation, occurs on the order of a few nanoseconds. This 

is slower than electron transfer from the 1-nm shell (~100 ps) but outcompetes electron transfer 

from the 2-nm shell (~5 ns). The similarity of EPR signals in the 1-nm and 2-nm shell samples, 

however; suggests that this relaxation process is not important for spin polarization transfer; if it 

was important, the 1-nm and 2-nm samples should be quite distinct. This begs the question: can 

spin polarization transfer occur on a slower timescale than spin relaxation in the QD? We believe 

that this would be possible if the thermally equilibrated bright and dark exciton states (total angular 

momenta of F = 1 and F = 2, respectively) populate spin sub-levels in the charge-separated state 
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with different efficiencies. In this scenario, the observed polarization would be proportional to the 

population difference between the bright and dark state, expressed by the following equation: 

 

 
Eq. 7.1 																		𝐸𝑃𝑅	𝑠𝑖𝑔𝑛𝑎𝑙 ∝ 𝑃 _4 − 𝑃 _= =
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where PF=1 and PF=2 are the bright and dark state Boltzmann populations respectively, which have 

an energy difference of ΔEBD. The temperature dependent EPR signal is fit to this functional form 

(Figure 7.6c,f) and yields values of ΔEBD = 5.1 and 5.7 meV for the 1-nm and 2-nm shells 

respectively. These values are well within the range of reported ΔEBD,316 and their similarity is not 

unsurprising for their geometries, which are predicted to produce similar electron-hole overlap 

integrals.354 This analysis offers one possible explanation for the origin of spin polarization in our 

QD-molecular system, and a first step towards understanding this interesting phenomenon. 

7.4 Conclusion 

In conclusion, we have designed a QD-molecular system that can generate long-lived spin 

polarization on the molecular acceptor following photoexcitation of the QD. We first establish an 

understanding of the photoexcited electron transfer dynamics by varying the shell thickness of 

CdSe/CdS core/shell QDs and the number of NDI electron acceptors per QD. We then use transient 

EPR to show that this electron transfer process also conveys spin polarization from the QD to the 

NDI. The spin polarization on the NDI survives for >100 ns, which is significantly longer than the 

rapid (few nanoseconds) spin relaxation inherent to colloidal QDs. These experiments represent a 

promising route towards generating long-lived and well-defined spin qubit states. Specifically, the 

highly absorbing and tunable QD entity can be used to photogenerate a polarized state, and the 
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rapid spin relaxation inherent to QDs can be avoided by extracting this polarization onto an organic 

molecule. 

7.5 Outlook 

See Section 8.3 as Chapter 8 is a continuation of this work. 

 

 

  



 

 

160 

Chapter 8: Charge Separation and Recombination Effects on Spin 
Polarized Electron Transfer 

 

8.1 Experimental Methods 

Samples were prepared as follows. A ligand solution with concentration of 1 mg/mL was 

prepared in DCM. 90 equivalents of the resulting turbid solution were added to 1 equivalent of 

QDs in toluene. Insolubility in the nonpolar solvent drove the ligands onto the surface of the dots 

where it displaced oleic acid. Upon addition, the fluorescence was immediately quenched. Samples 

were dried down under nitrogen and resuspended in d14-methylcyclohexane. In a 4 mm EPR tube 

the sample was subjected to three freeze-pump-thaw samples before being flame-sealed. All EPR 

experiments were done at 5K in a 5 mm ENDOR resonator with optical excitation at 570 nm. After 

completion of EPR experiments the tubes were cracked open for TA experiments. For room 

temperature experiments the samples were loaded into air-free cuvettes and subjected to another 

two cycles of freeze-pump-thaw. For low temperature TA experiments the samples were loaded 

into a sample holder in a nitrogen purge box and a liquid nitrogen cryostat was used. For all TA 

measurements 570 nm excitation was used.  

8.2 Results and Discussion 

To expand upon the results presented in Ch. 7, four new molecular electron acceptors were 

synthesized (Figure 8.1). Pyromellitimide (PI) exhibits a similar distance dependence as NDI, but 

different reduction potential. PI-NDI serves as a two-step electron transfer ligand to extend the 

distance between carriers. Phenyl spacers replaced the glycine linkages for Ph-NDI and Ph-Ph-

NDI to maintain rigidity and increase distance without changing the acceptor. For all experiments, 

the same 2 nm shell CdSe/CdS QDs were used as in Ch. 7.  
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Figure 8.1: Ligands used as molecular acceptors alongside the QD donors. PI = pyromellitimide, NDI = 
naphthalene diimide.  

  

 To certify that electron transfer occurs in all system, and to calculate charge separation and 

recombination lifetimes, we used TA spectroscopy. Time slices from femtosecond (7 ns time 

window) and nanosecond (343 µs time window) are provided for the bare QDs and QD-NDI 

complex in Figures 8.2 (room temperature) and 8.3 (85K). Due to the large extinction coefficient 

of the QDs all NDI radical anion features are obscured. However clear absorptive structures appear 

at later times in the QD-NDI TA measurements around 494 nm, 555 nm, and 585 nm that we 

attribute to the QD•-. At lower temperatures we see less of these characteristics features suggesting 

reduced charge separation and yield which is reasonable given the difference in ∆𝐺.  
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Figure 8.2: Femtosecond (top) and nanosecond (bottom) TA measurements of QD (Left) and QD-NDI 
(right) at room temperature. Most NDI radical anion features are obscured, but the 494 nm band is 
characteristic of a QD hole state.  
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Figure 8.3: Femtosecond (top) and nanosecond (bottom) TA measurements of QD (Left) and QD-NDI 
(right) at 85K in methylcyclohexane. Charge separation and yield is much lower than at RT but the 494 nm 
confirms that it is still occurring.  

 

 In Figure 8.4 the kinetic traces at 494 nm from the room temperature TA are provided for 

all QD-ligand complexes and the bare QDs. With the addition of ligands the signal amplitude 

recovers more rapidly and appears absorptive for all ligands. While lifetimes differ, charge 

separation occurs on hundreds of picoseconds and recombination is on the magnitude of 

microseconds for all samples.  
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Figure 8.4: Femtosecond (a) and nanosecond (b) TA kinetics at 494 nm for the bare QDs and the QD-
Ligand complexes.  

 

 TCW EPR experiments (Figure 8.5) confirm that spin polarization is maintained upon 

electron transfer from the QDs to the ligands. Like the results presented in Ch. 8 the signal is 

centered around the g-value of the organic acceptor. For QD-NDI, QD-PI, QD-Ph-NDI, and QD-

Ph-Ph-NDI the signal is mostly absorptive indicative of a triplet state precursor to the SCRP. The 

asymmetry in the spectra are due to some mixing of the QD excited spin state between “triplet-

like” and “singlet-like” which incorporates a singlet state initiated SCRP lineshape (E/A). Over 

time the QD-NDI and QD-PI signals progress towards more of a typical derivative lineshape 

associated with a singlet SCRP which could be due to a few processes: (i) spin relaxation within 

the QDs from an electronic level that is more triplet-like to one that has more singlet character 

such that charge separation is evolving over this timescale, (ii) continuous microwave irradiation 

causing the opposite, moving population upwards from a triplet-like state to a singlet-like state, or 

(iii) charge recombination of [QD-Ligand]3* occurs faster than that of [QD-Ligand]1*. We can 

likely eliminate (i) as a possibility given that in QDs the lower energy state is forbidden and 

therefore the opposite trend should be occurring, however as will be shown below this mechanism 
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is the most consistent with our results. QD-Ph-NDI and QD-Ph-Ph-NDI do not show this evolution 

in signal, instead over time the absorptive feature just decays. This could suggest that the 

orientation of the ligand is important for spin-recombination processes wherein the more rigid 

structure of these two ligands limits any formation of a [QD-Ligand]1* state.  

 QD-PI-NDI presents an interesting case where the signal completely inverts with time and 

is consistently a mix of absorptive and emissive. From TA measurements this ligand showed the 

fastest charge separation lifetime potentially pointing to once again charge separation being the 

main culprit, however again this doesn’t make much sense given the ordering of electronic states 

in the QDs.  
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Figure 8.5: TCW EPR time slices at early and late time showing the progress of the spin-polarized signal 
for each QD-Ligand complex. Peaks are centered at g-values consistent with NDI or PI radical anion.  

 

 Using pulsed-EPR we performed a Hahn echo sequence to measure ESEEM and T2 

lifetimes which are presented in Figure 8.6. Most of the systems present a lifetime that is around 

1.5 microseconds. QD-PI-NDI is noticeably shorter than the other ligands, potentially due to the 

initial rapid charge separation. Regardless all lifetimes are remarkably long given the close 
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proximity of the heavy atoms of the QDs. This timescale should be long enough for further 

microwave manipulation and presents a promising situation for QIS applications.  

 

Figure 8.6: Pulsed-EPR ESSEM measurements along with the corresponding fits. T2 lifetimes are 
calculated from exponential decay of the signal.  

 

 In addition to ESEEM, we were able to collect out-of-phase (OOP) ESEEM measurements 

for the samples. While fitting this data has proven difficult, it confirms that we are maintaining 

spin-polarization. (Figure 8.7). 
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Figure 8.7: OOP-ESEEM measurements for the QD-Ligand complexes 

 

 Lastly, we studied three different concentrations of PI-NDI conjugated to the QDs. (< 90 

eq., 90 eq. > 90 eq., currently we are working on determining actual quantities). TA measurements 

(Figure 8.8) show that charge separation varies as expected, with the sample containing the most 

equivalents having the fastest lifetimes. Charge recombination appears consistent between samples 

consistent with electron transfer from one ligand back to the QD.  

 

Figure 8.8: Femtosecond (a) and nanosecond (b) TA kinetic traces for QD-PI-NDI with varying ligand 
concentrations to change charge separation lifetimes.  
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 TCW spectra as a function of time are presented in Figure 8.9. From the sample with the 

lowest number of equivalents we can see the absorptive signal that was present in the other samples 

shift from a g-value consistent with PI to one consistent with NDI consistent with two step electron 

transfer. In the other two samples we see more drastic evolution of signal. Importantly all three 

should have the same radical pair distance and therefore the same value of J and D. Furthermore, 

charge recombination is the same so changes to the signal should solely be due to differences in 

charge separation.  

 

Figure 8.9: TCW time slices for QD-PI-NDI with different ligand concentrations, (a) < 90 eq, (b) 90 eq. 
(c) > 90 eq.  

 

 ESEEM and T2 fits are shown in Figure 8.10. The spin coherence lifetime is similarly 

affected by the quantity of ligand present suggesting once more than charge separation dictates 

decoherence. This could be due to more rapid charge separation maintaining a pure spin state.  
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Figure 8.10: ESEEM measurements for QD-PI-NDI at different concentrations along with the fitted T2 
lifetimes.  

 

8.3 Conclusion 

In this chapter we expanded previous work on spin-polarized electron transfer in hybrid 

QD-molecular systems by studying four new molecular acceptors: PI, Ph-NDI, Ph-Ph-NDI, and 

PI-NDI. Using optical spectroscopy, we confirmed that charge separation occurs for all systems 

both at room temperature and 85K. EPR measurements show spin-polarized signals centered 

around the g-value of the organic acceptor. Over time these signals evolve in structure and a few 

different mechanisms for this are examined. T2 lifetimes are presented that seem to correlate with 

charge separation, but are on the order of microseconds for all samples. Lastly, the effects of ligand 

concentration are studied and we find that both TCW and pulsed-EPR data are impacted correlating 

that charge separation dictates spin state and coherence lifetime. 
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8.4 Outlook 

The use of hybrid quantum dot-molecule donor-acceptor systems is a promising avenue for 

QIS applications due to the rich spin physics of semiconductors coupled with the precision of 

molecules. Given the novelty of these projects there are many interesting avenues one could 

pursue. For example, the composition of the molecular acceptor was changed throughout these 

studies, but the donor (CdSe) remained the same, even the addition of shells, as shown in chapter 

seven, was merely a means of extending distance. Other core compositions such as ZnS, InP, or 

one of the many perovskite structures may show entirely unique spin properties. Moving towards 

lighter atoms could in principle reduce spin-orbit coupling and increase T2 lifetimes, an important 

step towards incorporation into functional devices.355-356 Even while maintaining CdSe as the 

primary composition there are many parameters that can be altered. As mentioned, shell growth 

extended the charge separation and recombination, but the core was always the same. The exciton 

fine structure of CdSe QDs is sensitive to size and therefore the contrast between singlet/triplet 

TCW signals may become more pronounced.357 Switching to ZnS shells would change the 

electronic structure as it should confine both the electron and hole. Furthermore, CdSe can also be 

synthesized in 1D (nanorod, NR)358-360 or 2D (nanoplatelet, NPL)361-362 structures. Of the two, the 

latter is particularly interesting since CdSe NPLs are atomically precise in one dimension. This 

would, in principle, reduce the inhomogeneity that QDs are prone to and could reduce distributed 

kinetics and narrow linewidths.  

There are also many parameters of the technique itself that can be changed to probe these 

systems further. Using circularly polarized light may excite a majority of spin-up or spin-down 

electrons due to optical selection rules in semiconductors.363-365 This may manifest as spectral 

changes by TCW. Anisotropic NCs such as NRs and NPLs can be oriented using Langmuir-
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Blodgett methods and polymers62, 366-367; this directionality coupled with linearly polarized light 

could produce interesting results. While chapter seven covered some brief forays into changing 

the wavelength and temperature expansion of this could help understand how the electronic states 

of the QDs is structured and determine limits to these experiments. Moving from liquid helium 

experiments to liquid nitrogen would reduce cost and prove more feasible for devices; room 

temperature spin coherence would be even better. The Hahn echo sequence used in chapter eight 

is just one type of pulsed-EPR experiment; given the T2 lifetimes, these samples could be 

manipulated further with microwave radiation. Although less related to QIS, a 5-pulse RIDME 

experiment could quantify the distance between the radicals.368-369 This is particularly intriguing 

for cases like these given the hole may be delocalized over the entirety of the CdSe core.  
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Appendix A: Supporting Information for Chapter 3 

A.1 Experimental Details 

Details of our femtosecond stimulated Raman spectroscopy experiment have been detailed 

elsewhere.158 For each sample, the actinic pump was tuned to 400 nm and focused to 250 µm. The 

Raman pump was tuned to the low energy FWHM of the absorption feature (see Figure 1b in main 

text). For the samples with radius R = 1.3 and 1.5 nm, the chirped continuum probe was generated 

with a 2 mm sapphire plate and spectra were collected using a grating with 1200 lines/mm with a 

600 nm blaze. For the R = 2.0 nm sample the probe was generated with a 1:1 H2O:D2O mixture in 

a 5 mm quartz cuvette and spectra were collected using a grating with 2400 lines/mm with a 400 

nm blaze. Chirped probe pulses were not compressed for experimental simplicity and owing to 

observations that such does not affect time-resolution particularly since the spectral range probed 

is small.370 All spectra were collected using a 1.0 mm quartz cuvette with OD around 0.2. Samples 

were stirred during data acquisition to minimize sample degradation and the effects of local 

heating. The CdSe NCs were dispersed in hexanes for both stability and to ensure that the ligands 

and solvent are thermally similar.  

A.2 LO Phonon Mode 

 In order to aid visualization of the LO phonon mode studied, we provide an illustration 

(Figure A.1). Phonon frequencies and vectors were obtained from the referenced website371 and 

are displayed using the VESTA visualization package.372 
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Figure A.1: Lattice motion corresponding to the LO phonon. Cd2+ are shown in blue and Se2- in orange.    

 

A.3 Background Subtraction Process 

In order to monitor the dynamics of only the LO phonons, the Raman features and 

background were fit to a sum of two Gaussians (for the LO and SO phonon modes) and a 

polynomial, respectively. Both were fit simultaneously in a MATLAB script before the polynomial 

was subtracted. An example of a fit is given in Figure A.2.   

 

 

Figure A.2: anti-Stokes LO phonon mode for the R = 2.0 nm CdSe. (Top) Raw data along with the fit and 
polynomial baseline. (Bottom) Spectrum shows the baseline-subtracted data with Gaussians.  
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A.4 Normalized Spectrum 

 

Figure A.3. Data presented in Figure 3.2b with all spectra normalized to the same value allowing better 
comparison of lifetimes. Inset shows the same data with a smaller time range.  

 

A.5 Multiexciton Fitting Process 

In order to determine the lifetimes due to Auger heating, all data was fit to both the single 

exciton component (determined from fits of the lowest pump fluence for each sample) and one or 

two more exponentials. As pump fluence is increased not only do the population of multiexcitons 

increase, but the number of NCs with single excitons decrease, so the single exciton components 

have fixed lifetimes and relative amplitudes but were allowed to vary collectively in amplitude. 

All fits were done using a MATLAB script. An example of a fit is given in Figure A.4.  
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Figure A.4: Fits for the R = 2.0 nm CdSe NCs sample (Stokes, <N> = 0.6) where the data is fit to a 
combination of single and multi-exciton components.  

 

A.6 Multiexciton Fits and Errors 

 The average of our multiexciton fits are compared to literature values for AR in Table 

A.1.  

Table A.1: LO Phonon Lifetimes, vs Auger Recombination Lifetimes 

Sample FSRS Lifetime (ps) AR Lifetime (ps) 
R = 1.3 nm 16 8 
R = 1.5 nm 25 15 
R = 2.0 nm 100 41 

 

 In order to not crowd Figure 3.3c, errors were not included. Representative errors of the 

different sizes, derived from the fit of a single <N> for each size are given in Table A.2 below. 

 

Table A.2: Errors derived from multiexciton fits 

Sample FSRS Lifetime (ps) 95% Confidence Interval 
R = 1.3 nm, <N> = 1.45 12.7 ± 0.8 
R = 1.5 nm, <N> = 1.04 32.7 ± 5.3 
R = 2.0 nm, <N> = 0.6 99.3 ± 12.1 
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A.7 Solvent Shifts 

 In order to ensure that our peak shifts are not due to experimental artifacts we monitored 

the solvent (hexanes) modes at the same actinic pump powers used for R = 2.0 nm CdSe NCs. We 

saw no change in the peak positions suggesting that any peak shifts observed for the NCs was 

intrinsic to the material.  

 

Figure A.5: Hexane Raman modes as a function of time showing no change in position upon optical 
excitation with the actinic pump. Actinic pump powers of 20 nJ and 500 nJ correspond to the powers used 
to generate <N> = 0.1 and <N> = 2.8 for the R = 2.0 nm CdSe NCs. Inset zooms in on the peaks between 
1025 and 1100 cm-1. 

 

  



 

 

178 

Appendix B: Supporting Information for Chapter 4 
 

B.1 Transient X-ray Diffraction Dynamics of Samples 
 

 
Figure B.1: Differenced X-ray diffraction as a function of delay between the 400 nm pump laser and the 
X-ray probe for the four samples. 
 
B.2 Characterization of Dynamics 

 To increase signal to noise, only Q-values that were consistently part of the negative 

portion of the lineshape were included in integration. For consistency only the (204)/(220) and 

(116)/(312) peaks were used to determine dynamics in the main text. Kinetics were then 

normalized to t = 0 to allow easier comparison between samples. All reported error in the dynamics 

are due to fitting error. In the case of the S2- sample, addition of a second exponential produced 

two identical, redundant time constants and therefore it was kept as a single exponential. In Table 

B.1, we give the deconvoluted time constants from our fits with an IRF of 79 ps 
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Table B.1: t1 lifetimes derived from fitting of TR-XRD differenced patterns with their corresponding 
instrument-response-function-deconvolved values. 

Sample 
(Diameter, Capping Ligand) 

𝛕1	from	fit (ps) 𝛕1 deconvoluted (ps) 

Small (3.4 nm, OLAm) 90 43 

Medium (5.4 nm, OLAm) 136 111 

Large (10.8 nm, OLAm) 201 185 

Large (10.2 nm, S2-) 207 191 

 
  
B.3 Temperature Dependent X-Ray Diffraction of Samples 

 The temperature dependent XRD of the large, OLAm sample is given in Figure 4.8a and 

the medium, OLAm sample is given in Figure B.2 below. Unlike the large sample, the diffraction 

of (400)/(008) feature was not usable due to high noise. The small, OLAm sample would not fit to 

pseudo-Voigt lineshapes and therefore was not analyzed and the large, Na2S sample was never 

attempted for this experiment.  

 To ensure that our samples did not sinter or degrade over the course of this experiment, 

three heating and cooling cycles were done. The peak shift showed clean reversibility over all 

cycles. Data from all these temperature points was used to calculate peak shift and volume 

expansion as a function of temperature.  
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Figure B.2: Baseline-subtracted, temperature dependent static X-ray diffraction for the Medium, OLAm 
sample from 25 to 167 °C. Peak position at 25 °C is marked with a grey line to show how the peak shifts 
to lower Q with increased temperature.  
 
B.4 Characterization of Temperature-Dependent X-ray Diffraction 

 The temperature dependent XRD diffraction patterns were baseline subtracted and fit to a 

pseudo-Voigt function (Eq. B.1) to determine peak position. Here y0 is the y offset, w is the FWHM 

of the lineshapes, µ is the weighting factor for the Gaussian and Voigt functions and xc is the center 

of the peak. 
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B.5 Temperature Estimation from TR-XRD 

 Following characterization of peak shifts from static temperature-dependent XRD, we 

applied these parameters to the TR-XRD patterns as a function of time and power. Diffraction 

peak parameters for the (204)/(220) and the (312)/(116) features were first determined from the 
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(non-differenced) static XRD at -5 ns, baseline subtracted, and then fit to pseudo-Voigt functions 

(Figure B.3a). These static peak parameters were then applied to the power dependence and 

dynamics for the large and medium NCs. To reduce the number of floating variables, the µ, w, and 

xc parameters were held constant for the negative (melted NCs) peaks and the xc parameters for 

both positive (heated NCs) peaks were correlated to the difference in temperature through peak 

shift. For example, k1DT+xc2 replaces xc1 in the original equation, k1 is derived from the 

temperature dependent XRD; k1 and xc2 are then kept constant. The fitting equation is given in Eq. 

B.2 with variables marked in green being fit by a MATLAB script. Values of positive peaks µ1, 

µ3, w1, w3 were given the corresponding values of the negative peaks (µ2, µ4, w2, w4) as starting 

parameters. Overall, the fits were remarkably good given the large parameter space. An example 

of one of the fits generated from this approach for large, OLAm NCs at -40 ps and 8.8 mJ/cm2 is 

given in Figure B.3b.  
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Figure B.3: (a) Pseudo-Voigt fitting of the static XRD features at -5 ns to determine starting parameters. 
(b) Example of the fits generated for the TR-XRD to determine temperature based on peak shift between 
the positive and negative features.  
 
 

We attribute the difference in melting points from power dependent and time-resolved X-

ray diffraction recorded in Table 4.1 to noise in the experiment and errors in the fitting procedure. 

Importantly both samples show reduced melting points from bulk CuInSe2 and a size dependent 

trend for melting temperature.  
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Appendix C: Supporting Information for Chapter 5 
 

C.1 ICP-OES 

Samples were prepared for ICP-OES analysis using the following procedure. To begin, a 

stock solution of nitric acid was prepared by diluting fuming HNO3 (90%) to a concentration of 

approximately 30% (solution changed from bright yellow to very pale or completely clear). A 

small amount of the dried nanocrystals were added to a vial (1-20 mg) and 6 mL of the HNO3 

solution were added. Sonication was used to dissolve as much solid material as possible and the 

resulting suspension changed from brownish black to red-orange. Since a large quantity of solid 

material remained 2 mL of HCl (37%) were added to the vials. Solution immediately become more 

orange-yellow. Samples were sonicated again and then left uncapped overnight to allow further 

dissolution. The next day the solution had turned a pale yellow and no remaining solids could be 

seen. 1 mL of this solution was diluted with 9 mL of deionized water in a centrifuge tube. Three 

tubes were prepared for each sample (CISe-OLAm, CISe-DPP, and CISe-TBP) along with three 

blanks that only included HNO3, HCl, and DI water to ensure that no trace amounts of metal 

impurities were detectable. Errors reported in Table 5.2 are statistically calculated. Ratios of Cu, 

In and Se are given in Table C.1 normalized to Se.  

 

Table C.1: Molar ratios determined from ICP-OES 

Sample Cu In Se 
CISe-OLAm 1.03 ± 0.01 1.10 ± 0.01 2.00 

CISe-DPP 1.02 ± 0.02 1.09 ± 0.02 2.00 
CISe-TBP 0.95 ± 0.02 1.18 ± 0.02 2.00 
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C.2 Photoluminescence Quantum Yield 

 

Figure C.1: PL intensity of the three samples (a) as measured and (b) normalized to peak intensity. 

 

C.3 Determining the Bandgap Energy 

Given the broad absorption linewidths in these samples it was difficult to determine the 

bandgap. For the values reported in the main text, we used a common technique, similar to a Tauc 

plot, to determine the energy of the bandgap by plotting α1/r against photon energy (α is the 

absorption coefficient) and extrapolating a fitted linear region to the abscissa. In the case of CISe 

NCs we are monitoring a direct allowed transition and r is ½.263 To determine the absorption 

coefficient, we used an equation from Jasieniak et. al. where α can be related to the absorption 

cross section (σ) and the volume of the nanocrystals (V).40 

Eq. C.1       𝛼 = 	 <
k
 

Absorption cross sections for these samples were calculated for 800 nm but can easily be 

extrapolated to the entire wavelength range using the UV-Vis spectrum. Figure C.2 shows the 

resulting plot and the bandgap energy determined for each sample.  
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Figure C.2: Absorption coefficient squared vs. energy. A linear region around 1.5 eV was fit and then 
extrapolated to zero to determine the bandgap energy for each sample.  

 

We also calculated the bandgap using a variety of other methods. We tried other Tauc plot 

methods (i.e. α1/2, (αhν)1/2, α1/3, α2/3) that correspond to amorphous, indirect transitions, or 

forbidden transitions. Most of these resulted in bandgap energies below that of bulk CISe (1.01 

eV)188 and are summarized in Table C.2. Even those that were reasonably close to the bulk bandgap 

are likely too low in energy since the diameter of our nanocrystals is less than the Bohr radius for 

this material (~10.6 nm) resulting in some degree of quantum confinement.275 Potentially these are 

capturing some of the midgap states.  

In addition, we determined the bandgap using the second derivative of the absorption 

spectrum (Figure C.3). This has been used before to determine peak position in CISe NCs when 

the broad absorptions do not permit clear identification.245 The bandgaps determined suing this 

method were higher in energy than those found above (1.48 – 1.52 eV).  
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Figure C.3: The second derivative of the static absorption spectrum gives an approximation for the band 
edge (marked by the vertical lines).  

 

Finally, using only the size of the nanocrystal, we calculated the bandgap using the Brus 

equation (Eq. C.2),15 theoretical modeling from Omata et. al.,373 and a sizing curve from Yarema 

et. al.274 These each gave numbers in the range of 1.25 – 1.46 eV suggesting that the bandgap 

energies found from the α2 Tauc plot are reasonable. All bandgap energies are summarized in 

Table C.2.  
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Table C.2: Bandgap energies for the three CISe samples found using different techniques. All values are 
given in units of eV.  

 CISe-OLAm CISe-DPP CISe-TBP 
α2 1.31 1.33 1.33 
α1/2 0.97, 0.99 0.98, 1.09 1.01, 1.06 

(αhν)1/2 0.96, 1.05 0.97, 1.12 1.00, 1.10 
α1/3 0.94, 0.95 1.07, 0.98 1.01, 1.00 
α2/3 0.96, 1.09 0.98, 1.16 1.01, 1.14 

Second Derivative of 
Absorption 

1.47 – 1.53 1.47 – 1.53 1.51 

Brus Eq. 1.4 – 1.43 1.27 – 1.3 1.34 – 1.37 
Ref. 373 1.29 1.25 1.26 
Ref. 274 1.46 1.38 1.43 
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C.4 Transient Absorption Fits 
 

 

Figure C.4: Population curves generated from the fits to the TA data.  

 

 

 

Figure C.5: Comparison of the different states generated from the TA fit for all three samples. (Top) Raw 
states. (Bottom) States normalized to their minimum amplitude. 

 

 

 

 

 



 

 

188 

 

 

Table C.3: Additional photophysical and fitting parameters 

 IRF (ps) ΔEAB (meV) ΔEBC (meV) ΔECD (meV) ΔEStokes (meV) 
CISe-OLAm 0.132 ±  0.007 202 62 10 310 

CISe-DPP 0.164 ± 0.007 198 – 257 17 25 350 
CISe-TBP 0.185 ± 0.005 108 – 196 30 42 350 

 

Transient Absorption Two-Species Fits 

 

Figure C.6: Fits to the three samples presented in Ch. 5 using only two species (Model: A ® B ® Ground). 
The general trends are maintained between samples such that lifetimes increase going from OLAm to DPP 
to TBP, and Species A is characterized by a higher energy bleach and induced absorption that transitions 
to Species B with a lower energy bleach. However, the model severely underfits the data at late time delays 
and lower wavelengths.  
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Transient Absorption Three-Species Fits 

 

Figure C.7: Fits to the three samples presented in the Ch. 5 using three species (Model: A ® B ® C ® 
Ground). Like the two and four species fit, the general trends are maintained between samples such that 
lifetimes increase going from OLAm to DPP to TBP. This model still does not fully capture the kinetic 
components at early times, especially in CISe-OLAm suggesting the need for the fourth component used 
in the main text. 

 

C.5 Transient Absorption at Other Powers 

In addition to the laser fluence used in Ch. 5 (76 µJ/cm2) the CISe-DPP and CISe-TBP 

samples were run at lower fluences. The excitation wavelength was maintained at 800 nm. The 

lifetimes were longer in both (likely due to reduced Auger recombination). In addition, the CISe-

DPP sample was run at a higher fluence, which caused the lifetimes to shorten. The data was fit 

to both a three and four species model with similar results. Importantly while the lifetimes differed 
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due to power, CISe-TBP was still consistently longer lived than CISe-DPP at both high and low 

fluence.  

 

 

Figure C.8: Transient absorption data of the CISe-DPP and CISe-TBP samples at other laser fluences.  

 

 

Figure C.9: Low power CISe-DPP (16.3 µJ/cm2, <N> = 0.3) kinetic fits, evolution associated spectra, 
and time constants. Top row is three species fit; bottom row is four species fit.  
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Figure C.10: High power CISe-DPP (191 µJ/cm2, <N> = 2.8) kinetic fits, evolution associated spectra, 
and time constants. Top row is three species fit; bottom row is four species fit. 

 

 

 

Figure C.11: Low power CISe-TBP (22 µJ/cm2, <N> = 0.3) kinetic fits, evolution associated spectra, 
and time constants. Top row is three species fit; bottom row is four species fit. 



 

 

192 

C.6 OLAm Size Dependence 

Transient absorption spectra of six CISe-OLAm samples are provided below. The samples 

were excited at 400. Small, medium, and large samples were generated by heating the reaction to 

different temperatures (200˚C, 220˚C, 240˚C respectively). All samples were synthesized with 

OLAm ligands. In the case of Na2S, the OLAm ligands were exchanged for S2- post synthesis. 

Some of the samples were cleaned using the same procedure described in the synthesis section. 

The other samples were not precipitated/centrifuged after synthesis. 

CISe-OLAm TA data was analyzed in two ways. First, the single wavelength kinetics at 

4 or 5 wavelengths were fit for each sample and compared to others when relevant. This included 

looking at size dependence, effects of washing the NCs (precipitation) vs. not, and effects of post-

synthetic ligand exchange. Second, the data was globally fit to an A → B → C → Ground model 

except for the large Na2S sample which excluded a C state.  

Important things can be derived from this data:  

• In the small NCs (both washed and not), shifting of induced absorption spectral features 

confirms moving from a hot exciton (biexciton shift) to a cool exciton (interband 

transitions). See Figures S14 and S15.  

• Excitation at 400 nm generally produced longer lifetimes in the lower wavelengths where 

induced absorption occurs (wavelengths 4 or 5). Since almost all samples saw an increase 

in lifetime compared to those excited at 800 nm, we can conclude that we are in fact 

monitoring intraband relaxation for τ1.  

• Size dictates the energy of all spectral lineshapes with smaller nanocrystals higher in 

energy. This confirms that our NCs are quantum confined to some degree 
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• Size plays a minimal role in the dynamics. Although larger nanocrystals live longer, all the 

samples showed lifetimes shorter than CISe-DPP and CISe-TBP suggesting the ligand is 

the main contributor to differences. Furthermore, reaction temperature, which dictates the 

size of the NC, has little impact on dynamics such that annealing of defects is not a main 

contributor to differences between samples.  

• Precipitation of the samples to remove excess ligand did not drastically affect lifetimes.  

• Exchange for S2- also did not affect dynamics drastically. This could suggest that the 

surface is unperturbed by ligand exchange, or that surface trapping is prevalent even when 

capped with OLAm.  

 

 

Figure C.12: Transient spectra of CISe-OLAm samples. 
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Figure C.13: Transient absorption data of CISe-OLAm samples with only 0.5 ps, 1.0 ps, 5.0 ps, and 10 ps 
time slices to show the similarity in spectral lineshape and decay in amplitude. Wavelengths for kinetic 
fitting are highlighted by the vertical grey lines and numbers. Wavelengths were chosen to occur at main 
bleach features (1, 2, and 3) and induced absorption features (4, 5).  

 

 

Figure C.14: Comparison of size (small vs. large). Samples were washed according to the synthetic 
protocols.  
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Figure C.15: Comparison of size (small vs. medium vs. large). Samples were not precipitated or cleaned 
in any way.  

 

 

Figure C.16: Effects of precipitation on lifetimes for the small samples.  
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Figure C.17: Effects of precipitation on lifetimes for the large samples. 

 

 

Figure C.18: Effects of post-synthetic ligand exchange from OLAm to S2-.  

 

Table C.4: Time Constants and IRF from global fitting of CISe-OLAm TA 

Reaction Temperature, Ligand, 
Washing Procedure* 

τ1 (ps) 
 

τ2 (ps) 
 

τ3 (ps) 
 

IRF (ps) 

200, OLAm, P 0.30 ± 0.02 1.2 ± 0.1 35 ± 4 0.56 ± 0.04 
240, OLAm, P 0.6 ± 0.2 1.0 ± 0.2 85 ± 53 0.24 ± 0.04 

240, S2-, P 0.18 ± 0.05 3.1 ± 0.2  0.52 ± 0.04 
200, OLAm, NP 0.23 ± 0.08 1.3 ± 0.1 45 ± 6 0.68 ± 0.06 
220, OLAm, NP 0.5 ± 0.2 0.9 ± 0.2 8.2 ± 0.6 0.80 ± 0.05 
240, OLAm, NP 0.2 ± 0.1 0.7 ± 0.1 3.6 ± 0.2 0.93 ± 0.07 

*Some of the samples were cleaned using the same procedure described in the synthesis section and are marked with 
a P. The other samples were not precipitated/centrifuged after synthesis and are marked with by NP.  
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Figure C.19: Kinetic fits for CISe-OLAm samples 

 

 

 

 

Figure C.20: Evolution associated spectra for CISe-OLAm samples 
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C.7 Temperature Dependent PL  

PL intensity as a function of temperature as well as spectra before and after heating are 

given in Figure 5.9. For the CISe-OLAm NCs, due to low PL QY and losses from the experimental 

setup, a PL spectrum was only detectable at low temperatures. (The PL measurements in Figure 

1b and the PLQY cited in Table 1 were performed in solution and without the use of a fiber optic 

allowing higher signal to noise). Upon warming to room temperature, the PL intensity was lost in 

the noise and extended averaging did not increase signal. Ramping to 600K did not increase the 

PL appreciably; if it had shifted or lowered in intensity it would be impossible to discern. The 

CISe-TBP sample showed increased PL at lower temperatures (relative to 298K) that diminished 

as the temperature was raised. At 550K an increase in PL intensity was observed, but upon heating 

to 600K the signal diminished. After cooling to room temperature, the PL was found to have 

redshifted and broadened suggesting sintering of the sample. The CISe-DPP sample similarly 

showed higher PL at low temperatures. Upon heating the sample, it began to brighten, a trend that 

continued with rising temperature. After returning to 290K the sample remained brighter. To 

ensure that this increase was not due to photobrightening from the laser, the sample was moved to 

fresh spots. While PL intensities differ due to film thickness, all showed at least twice the PL 

intensity found before heating (Figure 5.10).  
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Temperature Dependent Transient Absorption  

 

 

Figure C.21: Transient absorption spectra, evolution associated spectra, and kinetic fits for the film 
samples used in the pendulum heating experiment.  

 

 

Table C.5: Time constants from the temperature dependent TA 

Sample τ
1
 (ps) τ

2
 (ps) τ

3
 (ps) 

No Heating 0.62 ± 0.04 6.6 ± 0.5 46 ± 2 
After Heating Cycle 1 0.43 ± 0.01 6.3 ± 0.3 45 ± 1 
After Heating Cycle 2 0.63 ± 0.03 14.2 ± 0.6 125 ± 5 
After Heating Cycle 3 0.59 ± 0.05 2.4 ± 0.3 23 ± 1 
After Heating Cycle 4 0.49 ± 0.06 2.3 ± 0.2 15 ± 3 
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C.8 NMR Fits 
 

 

Figure C.22: NMR spectra of CISe-DPP (top) and CISe-TBP (bottom) plotted against calculated NMR 
spectra. The hydrogens corresponding to the features are delineated. We note that the calculated spectra 
were used for identification of features, but in the case of DPP are not 100% accurate since the solvent is 
not taken into account and molecule is likely Ph2HPSe+. There is literature precedence for the a hydrogens 
being closer to ~8.0 ppm, which matches more with the features seen in our samples.205 Importantly the 
sharp features between 7.5 and 7.75 ppm are a ddd, which match expected splitting.  

 

 

Figure C.23: Selected regions of the NMR spectra of (a) CISe-OLAm, (b) CISe-DPP, and (c) CISe-TBP 
along with their corresponding fits. For all three samples the region between 5 and 6 ppm was used to 
calculate the number of OLAm molecules bound. In addition, the feature at 3.9 ppm and its satellite peaks 
correspond to CH2Br2 the standard used to calculate moles of ligands. For CISe-DPP, the features above 
7.5 ppm were used to calculate the number of DPP molecules bound. Although features around 7.25 ppm 
were fit, they were too convoluted with solvent features to be accurate. For CISe-TBP a large portion of 
the features upfield of 1.5 ppm were fit, however only the feature highlighted by the arrow was used to 
calculate the number of TBP molecules bound.  
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C.9 Raman Spectra 

 

Figure C.24: Raman spectra of the samples with two different laser excitations.  

 

 

Figure C.25: Peak area ratio determined by fitting the Raman modes to Lorentzian functions. All samples 
show a larger proportion of the defect states at 115 and 230 cm-1 compared to the A1 mode at 180 cm-1. 
CISe-OLAm and CISe-TBP show a higher volume of defects than CISe-DPP.  
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Figure C.26: Ratio of second order Raman features to first order by peak area. CISe-DPP shows the largest 
intensity of second order modes.  

 

C.10 Device Data 

 

Figure C.27: Device data (a) Representative J-V curves for each sample (numbers given in Table SX). (b) 
All PCEs for the devices along with mean (line) and standard deviation (shaded area).  

 

Table C.6: Device data for one device for each sample 

 VOC (V) JSC (mA/cm2) Fill Factor PCE (%) 
CISe-OLAm 0.41 -4.10 0.380 0.63 

CISe-DPP 0.43 -5.38 0.378 0.87 
CISe-TBP 0.53 -6.35 0.436 1.47 



 

 

203 

Appendix D: Supporting Information for Chapter 6 
 

D.1 Transmission Electron Microscopy 

NC solutions were heavily diluted and dropcast on a copper grid. Multiple TEM images 

were taken of each sample (Tubes 1-4 and control). Diameters and particle-to-particle distances 

were measured using ImageJ.  

 

Figure D.1: Particle to particle measurement histograms for the control and Tubes 1-4. Importantly only 
nanocrystals that were packed in a hexagonal fashion (implying they are as close as their ligands would 
allow) were measured. Measurements were done from center to center, thus increased size (as in the case 
of Tube 3) results in larger distances. For the most part the distance did not differ between the NCs except 
due to size.  
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D.2 X-ray Diffraction FWHM 
 

 

Figure D.2: Full-width half-maximums for the control and Tubes 1-4 derived from X-ray diffraction data.  

 



 

 

205 

D.3 NMR Data and Analysis 

 

Figure D.3: NMR spectra of the control (top) and all photoexcited samples. Areas not shown are dominated 
by toluene features or show no features at all.  
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Figure D.4 Examples of fitting in MNOVA. (a) Tube 1, 0 minutes. (b) Tube 1, 150 minutes. (c) Tube 3, 60 
minutes. 

 

Figure D.5: Ratio of free ligand calculated if the undecane/undecanoic acid features between 5.7 – 5.8 ppm 
are free ligand that arose from oleic acid.  

 

D.4 Static Photoluminescence 

 

Figure D.6: Static PL (a) normalized such that the control is 1 and (b) all datasets normalized (and 
smoothed).  
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D.5 Streak Camera Data 

All samples were diluted in toluene to an OD of ~0.1 for measurements. Streak camera 

data was taken using 400 nm excitation. All samples were taken using the 5ns and 50 ns time 

window. The control and Tube 3 were also studied using a 1.5 ns time window for higher 

resolution. Data is cut off around 400 nm using a bandpass filter to remove scatter.  

 

Figure D.7: Control sample with increasing time range (top to bottom). (Left) 2D plots, (center) kinetic at 
specified wavelengths along with fit, (right) spectral evolution.  
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Figure D.8: Tube 1 (140 mW, 9.8 mm2, 150 minutes) with increasing time range (top to bottom). (Left) 
2D plots, (center) kinetic at specified wavelengths along with fit, (right) spectral evolution.  

 

 

 

Figure D.9: Tube 2 (140 mW, 0.85 mm2, 85 minutes) with increasing time range (top to bottom). (Left) 
2D plots, (center) kinetic at specified wavelengths along with fit, (right) spectral evolution.  
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Figure D.10: Tube 3 (140 mW, 0.071 mm2, 85 minutes) with increasing time range (top to bottom). (Left) 
2D plots, (center) kinetic at specified wavelengths along with fit, (right) spectral evolution.  

 

 

Figure D.11: Tube 4 (75 mW, 0.071 mm2, 85 minutes) with increasing time range (top to bottom). (Left) 
2D plots, (center) kinetic at specified wavelengths along with fit, (right) spectral evolution.  
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Figure D.12: Comparison between samples in the 50ns time range. (a) Average of entire spectrum, 
normalized. (b) Kinetic over 525 – 675 nm range along with fit, normalized. Inset is the same data using a 
log scale for the y axis. (c) Kinetic over 425 - 525 nm range along with fit, normalized. Inset is the same 
data using a log scale for the y axis. 

 

 

Figure D.13: Comparison between samples in the 5ns time range. (a) Average of entire spectrum, 
normalized. (b) Kinetic over 525 – 675 nm range along with fit, normalized. Inset is the same data using a 
log scale for the y axis. (c) Kinetic over 425 - 525 nm range along with fit, normalized. Inset is the same 
data using a log scale for the y axis. 

 

 

Figure D.14: Comparison between control and Tube 3 in the 1.5ns time range. (a) Average of entire 
spectrum, normalized. (b) Kinetic over 512.5 – 625 nm range along with fit, normalized. (c) Kinetic over 
425 - 525 nm range along with fit, normalized. 
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Table D.1: Lifetimes from fits of streak camera data measured with a 1.5 ns time window 

Sample τ1 (ps) τ2 (ps) <τ> (ps) 
Control 40 ± 2 400 ± 26 160 ± 10 

140 mW - 0.071 mm2 35 ± 2 360 ± 20 158 ± 9 
 

Table D.2: Lifetimes from fits of streak camera data measured with a 5 ns time window 

Sample τ1 (ps) τ2 (ps) τ3 (ns) <τ> (ns) 
Control 52 ± 6 450 ± 30 11.5 ± 0.7 4.9 ± 0.3 

140 mW - 9.8 mm2 85 ± 9 530 ± 60 13.3 ± 0.9 6.1 ± 0.5 
140 mW - 0.85 mm2 103 ± 8 600 ± 90 12 ± 1 4.6 ± 0.5 

140 mW - 0.071 mm2 71 ± 5 520 ± 50 5.4 ± 0.4 1.6 ± 0.1 
75 mW - 0.071 mm2 82 ± 7 610 ± 70 12 ± 1 4.4 ± 0.5 

 

Table D.3: Lifetimes from fits of streak camera data measured with a 50 ns time window 

Sample τ1 (ps) τ2 (ns) τ3 (ns) <τ> (ns) 
Control 560 ± 30 3.1 ± 0.2 15.0 ± 0.5 7.4 ± 0.4 

140 mW - 9.8 mm2 400 ± 20 3.2 ± 0.1  15.4 ± 0.3  8.3 ± 0.3 
140 mW - 0.85 mm2 500 ± 20 3.7 ± 0.2 15.5 ± 0.6  7.4 ± 0.4  
140 mW - 0.071 mm2 600 ± 30 2.6 ± 0.2 11.1 ± 0.7 3.1 ± 0.3  
75 mW - 0.071 mm2 430 ± 20 3.1 ± 0.1 14.7 ± 0.4  6.8 ± 0.3  

 

D.6 Temperature Dependence Experiment 

As a control experiment the same sample and concentration of CdSe NCs were exposed to 

temperatures up to 100˚C to determine if static heating can cause ligand loss similar to what was 

observed upon photoexcitation. We were only able to ramp to 100˚C due to the boiling point of d8 

toluene. The NCs were frozen and pumped under vacuum before being flame sealed in the NMR 

tube for variable temperature experiments. Figure D.15 shows NMR spectra during heating, 

prolonged exposure to 100˚C, and the room temperature spectra before and after heating. Loss in 

NMR intensity and chemical shift downfield upon heating has been reported previously and is 

expected.128 The temperature experiments caused a reduction of shoulder at 5.55 pm and increase 

in the main peak at 5.65 ppm. No dissociated oleic acid was seen at any point during the 

experiments. Figure D.16 shows streak camera data averaged over 500 – 700 ppm for the sample 

after heating. The control sample is the same NCs as the photoexcitation experiments but was 
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measured at the same time as the temperature dependence sample, both experiments occurred 

much later than initial experiments so any discrepancy in lifetime between the control here and the 

control in previous streak camera experiments is purely due to this.  

 

Figure D.15: NMR spectra of the alkenyl region of oleic acid for variable temperature experiment. (a) 
Temperature ramping from 20⁰C to 100⁰C. (b) Sample at 100⁰C initially and after one hour. (c) Before and 
after heating.  

 

 

Figure D.16: Streak camera data averaged over 500 – 700 nm for sample before and after heating along 
with triexponential fit.  
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Appendix E: Supporting Information for Chapter 7 
 

E.1 UV-Vis spectroscopy 
 

Figure E.1: Comparing the extinction of the three QD samples with those for NDI as well as the NDI 
anion.103 
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E.2 Fluorescence spectroscopy 

Table E.1: Wavelength dependence of photoluminescence quantum yield (Q.Y.) of the core/shell 
CdSe/CdS QDs as determined with an integrating sphere 

Excitation wavelength 1 nm shell Q.Y. (%) 2 nm shell Q.Y. (%) 
400 nm 16.0 ± 0.2 74.2 ± 0.2 
425 nm 12.1 ± 0.2 64.9 ± 0.2 
450 nm 13.3 ± 0.3 65.9 ± 0.3 
475 nm 11.2 ± 0.4 60.9 ± 0.4 

 

E.3 Absorption cross-section measurements 

We performed pump-dependent transient absorption measurements to determine 

absorption cross sections for all samples. The transient absorption experiment has been described 

elsewhere.374 Samples were prepared as a very dilute solution (~ 0.2 – 0.3 at 400 nm) in a 2 mm 

quartz cuvette and stirred. Pump wavelength was set at 400 nm to excite above band edge and for 

stability. The pump intensity was controlled via an automatic neutral density wheel providing 15 

different pump powers. The samples were probed with a broadband white light at a pre-time zero 

point (-5 ps) and a late time point (2 ns) by which time all Auger processes should be complete. 

We subtracted the –5 ps time point from the 2 ns one to remove spontaneous fluorescence and any 

artifacts from white-light generation that may produce non-zero background signal. The signal at 

the lowest energy bleach was then plotted against laser flux (Figure S3) and fit to Eq. S1 where σ 

is the absorption cross section for the NCs at 400 nm, A and B are correction factors. 

Eq. E.1 𝑦 = 𝐴 − 𝐵𝑒C<`  
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Figure E.2: Absorption cross section measurements for (a) CdSe/CdS, 1 nm shell, and (b) CdSe/CdS, 2 
nm shell. All experiments were done by optical pumping at 400 nm and examining the change in the lowest 
energy bleach signal at 2 ns. Inset shows the data plotted on a log-log scale. 

 

The cross section was then converted to an extinction coefficient (ε) via the equation: 

Eq. E.2 
𝜎 =

(2.303 × 10Z)𝜀
6.202 × 104Z  

 

This produced the extinction coefficient at 400 nm, which was then changed to the extinction at 

the lowest energy absorption feature using the static absorption spectra, allowing us to calculate 

the number of NCs in solution. The cross sections and extinction coefficients for each sample are 

summarized in Table E.2.  

 

Table E.2: Absorption cross sections and extinction coefficients for all NC samples 

Sample Absorption Cross 
Section (400 nm) 

Extinction Coefficient 
(400 nm) 

Extinction Coefficient 
(Wavelength)  

CdSe NCs (ref375) - - 1.9 x 105 L mol-1 cm-1 

(548 nm) 
CdSe/CdS NCs (1 nm shell) 6.01 x 10-15 cm2 16.2 x 105 L mol-1 cm-1 2.5 x 105 L mol-1 cm-1 

(590 nm) 
CdSe/CdS NCs (2 nm shell) 1.03 x 10-14 cm2 27.7  x 105 L mol-1 cm-1 1.4 x 105 L mol-1 cm-1 

(602 nm) 
 

 

a b



 

 

216 

E.4 Ultrafast transient absorption characterization 

The transient absorption setup has been described elsewhere.376 In this experiment we used 

a 414 nm pump at magic angle relative to the broadband probe. This wavelength was chosen for 

stability as it is the second harmonic generation output of the Ti:sapphire system. Above band-gap 

excitation should not interfere with the charge separation and recombination dynamics as intraband 

relaxation is expected to occur rapidly (< 1 ps)377. Samples were prepared to have an absorption 

between 0.2 and 0.3 at the excitation wavelength. Experiments were performed under inert 

nitrogen atmosphere in a 2 mm quartz cuvette. Pump power was kept around 50 nJ, with a spot 

size diameter of ~300 µm resulting in a fluence of ~70 µJ/cm2. This power was not in the single 

exciton regime, but Auger recombination is expected to outcompete most charge transfer processes 

observed.146 In the case where it does not, we would did not see multiple NDI molecules being 

reduced suggesting that only one electron transfer event was occurring per nanocrystal.  
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Core QD TA data 

 

Figure E.3. Femtosecond transient absorption spectra at varying delay times of core CdSe QDs with 
different equivalents of the NDI ligand. a) 0 equivalents, b) 2 equivalents, c) 3 equivalents, d) 5 equivalents, 
e) 7.5 equivalents, f) 10 equivalents, g) 15 equivalents, h) 20 equivalents, i) 30 equivalents. Conspicuously, 
the QD bleach recovers faster with more equivalents of NDI, indicative of faster electron transfer with more 
acceptors. 
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Figure E.4. Nanosecond transient absorption spectra at varying delay times of core CdSe QDs with 
different equivalents of the NDI ligand. a) 0 equivalents, b) 2 equivalents, c) 3 equivalents, d) 5 equivalents, 
e) 7.5 equivalents, f) 10 equivalents, g) 15 equivalents, h) 20 equivalents, i) 30 equivalents. The peak at 
~480 nm is assigned to NDI•-, while the derivative like feature at ~560 nm is a result of Stark-shifted QD 
absorption caused by the presence of the hole. 
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Core/shell QD TA data (1 nm shell) 

 

Figure E.5. Femtosecond transient absorption spectra at varying delay times of core/shell CdSe/CdS QDs 
(~1 nm shell) with different equivalents of the NDI ligand. a) 0 equivalents, b) 2.5 equivalents, c) 3.8 
equivalents, d) 6.3 equivalents, e) 9.4 equivalents, f) 12.5 equivalents, g) 18.8 equivalents, h) 25 
equivalents, i) 37.5 equivalents.  
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Figure E.6: Nanosecond transient absorption spectra at varying delay times of core/shell CdSe/CdS QDs 
(~1 nm shell) with different equivalents of the NDI ligand. a) 0 equivalents, b) 2.5 equivalents, c) 3.8 
equivalents, d) 6.3 equivalents, e) 9.4 equivalents, f) 12.5 equivalents, g) 18.8 equivalents, h) 25 
equivalents, i) 37.5 equivalents. The peak at ~480 nm is assigned to NDI•-, while the derivative like features 
between 520-630 nm are a result of Stark-shifted QD absorption caused by the presence of the hole. 
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Core/shell QD TA data (2 nm shell) 

 

Figure E.7: Nanosecond transient absorption spectra at varying delay times of core/shell CdSe/CdS QDs 
(~2 nm shell) with different equivalents of the NDI ligand. a) 0 equivalents, b) 1.4 equivalents, c) 3.5 
equivalents, d) 7 equivalents, e) 10.5 equivalents, f) 21 equivalents, g) 42 equivalents, h) 70 equivalents, i) 
140 equivalents. The peak at ~490 nm is assigned to NDI•-, while the derivative like features between 530-
630 nm are a result of Stark-shifted QD absorption caused by the presence of the hole. 
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E.5 Extracting charge separation and recombination rate constants 

TA basis spectra deconvolution and fitting charge separation 

Basis spectra were determined for the QD bleaches (core, 1 nm shell, and 2 nm shell) by 

analyzing the QD only TA spectra. We noted that normalized (to maximum ΔA at a given time) 

spectra across times past 1 ps were indistinguishable. We averaged these spectra to yield a QD 

bleach or QD* basis spectrum, plotted in black in Figures E.8a,d,g. Basis spectra for the charge 

separated state (NDI-• - QD+ state) were determined by analyzing late time spectra for samples 

with highest NDI equivalents (i.e. 42+ equivs for 2 nm shell, 18.8+ equivs for 1 nm shell, and 15+ 

equivs for the cores). The normalized spectra for these samples were indistinguishable past ~ 1 ns 

in the core/shell samples, and 300 ps in the core samples. The spectra were averaged to yield NDI-

• - QD+ basis spectra, plotted in red in Figures E.8a,d,g. Spectral deconvolution was used to 

generate population traces (all normalized to the maximum population amongst all NDI 

concentrations) (Figure E.8). 

The QD* populations were fit by first fitting the QD* population of the native QD to a 

complex multi-exponential function we will call QD0(t). The populations at non-zero NDI 

equivalents were then fit to the following stretched-exponential equation: 

Eq. E.3 𝐶𝑆	𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑡) = 𝐴 ∗ exp ­−®𝑘ID,3.3 ∗ 𝑡¯
7.o
° ∗ 𝑄𝐷7(𝑡) 

 

 

Results of these fits are shown in Figure E.9 (black symbols). The NDI-• - QD+ basis spectra were 

fit to multi-exponential functions. Two decays had negative pre-exponential coefficients, and two 

with positive pre-exponential coefficients to capture charge separation (rise) and charge 
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recombination (decay). Intensity weighted average rate constants for charge separation are shown 

in Figure E.9 (red symbols).  

 

Figure E.8: Basis spectra for the QD* state (black) and the NDI-• - QD+ basis spectra state (red) (a,d,g). 
Extracted time dependent QD* (or QD bleach) populations (b,e,f) and time dependent NDI-• - QD+ 
populations (c,f,i) for varying NDI concentrations per QD. Black lines represent fits, as described above. 
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Charge separation rate constant vs. NDI equivalents 

 

Figure E.9. Individual charge separation rate constants (kcs,tot) for varying NDI equivs per QD as 
determined by the QD* population (black symbols) and the NDI-• - QD+ population (red symbols). Linear 
fits are also shown. In principle, these lines should intercept at the origin in accordance with the relation 
kcs,tot = Nkcs. The rate constants for the 2 nm shell sample analyzed with the NDI-• - QD+ population deviate 
significantly from this expectation, possibly a result of the lower signal to noise in the nanosecond TA, 
artifacts in the basis deconvolution, or the existence of an as yet unknown process. 

 

Charge recombination  

 Charge recombination was analyzed by fitting the NDI-• - QD+ populations to a stretched 

exponential with functional form: 

Eq. E.4 𝐶𝑆	𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑡) = 𝐴 ∗ exp	(−(𝑘)Q ∗ 𝑡)7.4p) 
 

 

The low value of the power coefficient (0.25) indicates that a fairly broad distribution of rates is 

present in the charge recombination dynamics. This may be a result of inhomogeneities at the QD 

-ligand interface, as well as the possibility for charge migration on the QD surface prior to 

recombination. The raw decays as a function of NDI equivalents per QD are shown below, as well 

as the extracted charge recombination time constants (kCR). The kCR values appear relatively 

consistent across all NDI concentrations, consistent with bimolecular recombination resultant from 

a single NDI-• - QD+ pair being photogenerated. Averaging across all NDI concentrations gives 

kCR (and std deviation) values of 50 (20), 1.5 (0.7), and 2.5 (2) µs-1 for cores, 1 nm shell, and 2 nm 

shell samples, respectively. Interestingly, both core/shell samples have indistinguishable 
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recombination times. This could be a result of charge migration on the surface, hole trapping, shell 

thickness inhomogeneities, or an as yet unknown process.  

 

Figure E.10. NDI-• - QD+ populations as a function of time and NDI equivalents as determined by basis 
spectra convolution in the nanosecond transient absorption data. Black lines represent best fits using 
equation E.4. 

 

 

Figure E.11. NDI-• - QD+ recombination rate constants from the fits shown in Figure E.10.  

 

E.6 EPR spectroscopy experimental methods 

Sample preparation. A small portion of the QD stock solutions in toluene (40 uL, ~0.95 nmol) 

were placed into small vials. To the QD solutions, 10 uL of a 0.9 mg/mL turbid solution of the 
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NDI ligand in toluene was added (~80 nmol of NDI) and the solution mixed by repeated pipet 

withdrawal and injection. As the NDI ligands bind to the QDs, they become visibly less fluorescent 

and the solution loses its turbidity (since the NDI ligands are insoluble in toluene, but the QD-NDI 

conjugate is soluble in toluene). After mixing for a few minutes, 30 uL of the QD-NDI solutions 

were transferred into quartz tubes for EPR (described below). 

Instrumentation. Measurements were made at X-band (~9.6 GHz) on a Bruker Elexsys E680 

X/W EPR spectrometer with a split ring resonator (ER4118X-MS3). The temperature was set by 

an Oxford Instruments CF935 continuous flow optical cryostat with liquid nitrogen. Solutions (~30 

uL) were loaded into quartz tubes (2.40 mm o.d., 2.00 i.d.), subjected to three freeze-pump-thaw 

cycles on a vacuum line (10–4 Torr), and sealed with a hydrogen torch. The samples were pre-

frozen before inserting into the pre-cooled instrument. Light from the pulsed laser was coupled 

through a fiber placed outside the cryostat window (~2 mJ/pulse), with some portion of the light 

passing through the coils of the resonator and exciting the sample.  

Transient EPR measurements using continuous wave (CW) microwaves and direct detection 

were performed. Following photoexcitation, kinetic traces of transient magnetization under CW 

microwave irradiation were obtained in both imaginary and real channels (quadrature detection). 

Time traces were recorded over a range of magnetic fields to give 2D spectra. Spectra were 

processed by first subtracting the signal prior to the laser pulse for each kinetic trace (at a given 

magnetic field point), and then subtracting the signal average at off-resonance magnetic field 

points from the spectra obtained at a given time.  
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E.7 Transient continuous wave EPR spectra 

 

Figure E.12. Transient EPR spectra for the 1 nm shell (a) and 2 nm shell (b) samples plotted vs. magnetic 
field. The peak shift is entirely a result of resonance frequency shift with changing temperature. When the 
frequency shift is accounted for by plotting the data vs. g-value (Figure 4, main text) then the peak does not 
shift. 
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Figure E.13. Full time dependent and field dependent transient EPR signals for the 1 nm shell QD-NDI 
sample. Notice the emissive feature at low temperatures and higher field values, which we attribute to a 
spin-correlated radical pair with an A/E polarization pattern. 
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Figure E.14. Full time dependent and field dependent transient EPR signals for the 2 nm shell QD-NDI 
sample. Notice the emissive feature at low temperatures and higher field values, which we attribute to a 
spin-correlated radical pair with an A/E polarization pattern. 
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Figure E.15. Time traces of the peak EPR signal for the 1nm shell (a) and 2 nm shell (b) samples. Data are 
fit to bi-exponential decays for each temperature to yield average fast time-constants of 290 ± 40 and 210 
± 10 ns for the 1 nm and 2 nm shell samples, respectively. (c). These time constants are comparable to what 
is obtained in spin-correlated radical pairs in entirely organic systems. They should be interpreted as an 
extremely low estimate for the spin relaxation time since the system is being continually excited by a 
microwave source. In fact, the oscillatory features in (b) are Rabi oscillations from this continual microwave 
source. 

 

 

 
Figure E.16. Wide field TCW
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E.8 Electron g-values for EPR simulation 

Electron g-values for NDI-• were computed from geometry optimized structures in ORCA378 using 

a 6-31G* basis. The computed g-values are gx = 2.0046, gy = 2.0047, gz = 2.0022  

 

Figure E.17. Principal g-axes superimposed on structures for (a,b) NDI•-. (blue) x-axis, (red) y-
axis, and (green) z-axis are shown.



 

 

232 

References 
 

1. Yu, P. Y.; Cardona, M., Introduction. In Fundamentals of Semiconductors: Physics and Materials 
Properties, Yu, P. Y.; Cardona, M., Eds. Springer Berlin Heidelberg: Berlin, Heidelberg, 2010; pp 1-15. 
2. Benelmekki, M., An introduction to nanoparticles and nanotechnology. In Designing Hybrid 
Nanoparticles, Morgan & Claypool Publishers: 2015; pp 1-1-1-14. 
3. CHAPTER 1 Inorganic Nanocrystals and Surfaces: An Overview. In Surface Chemistry of 
Colloidal Nanocrystals, The Royal Society of Chemistry: 2021; pp 1-46. 
4. Heuer-Jungemann, A.; Feliu, N.; Bakaimi, I.; Hamaly, M.; Alkilany, A.; Chakraborty, I.; Masood, 
A.; Casula, M. F.; Kostopoulou, A.; Oh, E.; Susumu, K.; Stewart, M. H.; Medintz, I. L.; Stratakis, E.; Parak, 
W. J.; Kanaras, A. G., The Role of Ligands in the Chemical Synthesis and Applications of Inorganic 
Nanoparticles. Chemical Reviews 2019, 119 (8), 4819-4880. 
5. Wang, H.; Lu, J., A Review on Particle Size Effect in Metal-Catalyzed Heterogeneous Reactions. 
Chinese Journal of Chemistry 2020, 38 (11), 1422-1444. 
6. Rodrigues, T. S.; da Silva, A. G. M.; Camargo, P. H. C., Nanocatalysis by noble metal 
nanoparticles: controlled synthesis for the optimization and understanding of activities. Journal of 
Materials Chemistry A 2019, 7 (11), 5857-5874. 
7. Isaifan, R. J.; Ntais, S.; Baranova, E. A., Particle size effect on catalytic activity of carbon-
supported Pt nanoparticles for complete ethylene oxidation. Applied Catalysis A: General 2013, 464-465, 
87-94. 
8. Goldstein, A. N.; Echer, C. M.; Alivisatos, A. P., Melting in Semiconductor Nanocrystals. Science 
1992, 256 (5062), 1425-1427. 
9. Gao, F.; Gu, Z., Melting Temperature of Metallic Nanoparticles. In Handbook of Nanoparticles, 
Aliofkhazraei, M., Ed. Springer International Publishing: Cham, 2016; pp 661-690. 
10. Ekimov, A. I.; Efros, A. L.; Onushchenko, A. A., Quantum size effect in semiconductor 
microcrystals. Solid State Communications 1985, 56 (11), 921-924. 
11. Brus, L. E., Electron–electron and electron-hole interactions in small semiconductor crystallites: 
The size dependence of the lowest excited electronic state. The Journal of Chemical Physics 1984, 80 (9), 
4403-4409. 
12. Pietryga, J. M.; Park, Y.-S.; Lim, J.; Fidler, A. F.; Bae, W. K.; Brovelli, S.; Klimov, V. I., 
Spectroscopic and Device Aspects of Nanocrystal Quantum Dots. Chem. Rev. 2016, 116 (18), 10513-
10622. 
13. Edvinsson, T., Optical quantum confinement and photocatalytic properties in two-, one- and zero-
dimensional nanostructures. Royal Society Open Science 2018, 5 (9), 180387. 
14. Kippeny, T.; Swafford, L. A.; Rosenthal, S. J., Semiconductor Nanocrystals: A Powerful Visual 
Aid for Introducing the Particle in a Box. Journal of Chemical Education 2002, 79 (9), 1094. 
15. Brus, L., Electronic wave functions in semiconductor clusters: experiment and theory. The Journal 
of Physical Chemistry 1986, 90 (12), 2555-2560. 
16. Dyakonov, M. I., Basics of Semiconductor and Spin Physics. In Spin Physics in Semiconductors, 
Dyakonov, M. I., Ed. Springer Berlin Heidelberg: Berlin, Heidelberg, 2008; pp 1-28. 
17. Rabouw, F. T.; de Mello Donega, C., Excited-State Dynamics in Colloidal Semiconductor 
Nanocrystals. Topics in Current Chemistry 2016, 374 (5), 58. 
18. Efros, A. L.; Rosen, M., The Electronic Structure of Semiconductor Nanocrystals. Annual Review 
of Materials Science 2000, 30 (1), 475-521. 
19. Klimov, V. I., Optical Nonlinearities and Ultrafast Carrier Dynamics in Semiconductor 
Nanocrystals. J. Phys. Chem. B 2000, 104 (26), 6112-6123. 
20. Greaney, M. J.; Couderc, E.; Zhao, J.; Nail, B. A.; Mecklenburg, M.; Thornbury, W.; Osterloh, F. 
E.; Bradforth, S. E.; Brutchey, R. L., Controlling the Trap State Landscape of Colloidal CdSe Nanocrystals 
with Cadmium Halide Ligands. Chemistry of Materials 2015, 27 (3), 744-756. 



 

 

233 

21. Giansante, C.; Infante, I., Surface Traps in Colloidal Quantum Dots: A Combined Experimental 
and Theoretical Perspective. The Journal of Physical Chemistry Letters 2017, 8 (20), 5209-5215. 
22. Goldzak, T.; McIsaac, A. R.; Van Voorhis, T., Colloidal CdSe nanocrystals are inherently 
defective. Nat Commun 2021, 12 (1), 890. 
23. Houtepen, A. J.; Hens, Z.; Owen, J. S.; Infante, I., On the Origin of Surface Traps in Colloidal II–
VI Semiconductor Nanocrystals. Chemistry of Materials 2017, 29 (2), 752-761. 
24. Harris, R. D.; Bettis Homan, S.; Kodaimati, M.; He, C.; Nepomnyashchii, A. B.; Swenson, N. K.; 
Lian, S.; Calzada, R.; Weiss, E. A., Electronic Processes within Quantum Dot-Molecule Complexes. Chem. 
Rev. 2016, 116 (21), 12865-12919. 
25. Peterson, M. D.; Cass, L. C.; Harris, R. D.; Edme, K.; Sung, K.; Weiss, E. A., The Role of Ligands 
in Determining the Exciton Relaxation Dynamics in Semiconductor Quantum Dots. Annual Review of 
Physical Chemistry 2014, 65 (1), 317-339. 
26. Volk, S.; Yazdani, N.; Yarema, O.; Yarema, M.; Wood, V., Dopants and Traps in Nanocrystal-
Based Semiconductor Thin Films: Origins and Measurement of Electronic Midgap States. ACS Applied 
Electronic Materials 2020, 2 (2), 398-404. 
27. Sahu, A.; Kang, M. S.; Kompch, A.; Notthoff, C.; Wills, A. W.; Deng, D.; Winterer, M.; Frisbie, 
C. D.; Norris, D. J., Electronic Impurity Doping in CdSe Nanocrystals. Nano Letters 2012, 12 (5), 2587-
2594. 
28. Erwin, S. C.; Zu, L.; Haftel, M. I.; Efros, A. L.; Kennedy, T. A.; Norris, D. J., Doping 
semiconductor nanocrystals. Nature 2005, 436 (7047), 91-94. 
29. Smith, A. M.; Nie, S., Semiconductor nanocrystals: structure, properties, and band gap engineering. 
Accounts of chemical research 2010, 43 (2), 190-200. 
30. Reiss, P.; Protière, M.; Li, L., Core/Shell Semiconductor Nanocrystals. Small 2009, 5 (2), 154-168. 
31. Dabbousi, B. O.; Rodriguez-Viejo, J.; Mikulec, F. V.; Heine, J. R.; Mattoussi, H.; Ober, R.; Jensen, 
K. F.; Bawendi, M. G., (CdSe)ZnS Core−Shell Quantum Dots:  Synthesis and Characterization of a Size 
Series of Highly Luminescent Nanocrystallites. The Journal of Physical Chemistry B 1997, 101 (46), 9463-
9475. 
32. Ivanov, S. A.; Piryatinski, A.; Nanda, J.; Tretiak, S.; Zavadil, K. R.; Wallace, W. O.; Werder, D.; 
Klimov, V. I., Type-II Core/Shell CdS/ZnSe Nanocrystals:  Synthesis, Electronic Structures, and 
Spectroscopic Properties. Journal of the American Chemical Society 2007, 129 (38), 11708-11719. 
33. Wen, X.; Sitt, A.; Yu, P.; Toh, Y.-R.; Tang, J., Temperature dependent spectral properties of type-
I and quasi type-II CdSe/CdS dot-in-rod nanocrystals. Physical Chemistry Chemical Physics 2012, 14 (10), 
3505-3512. 
34. Gerhardt, N. C.; Hofmann, M. R., Spin-Controlled Vertical-Cavity Surface-Emitting Lasers. 
Advances in Optical Technologies 2012, 2012, 268949. 
35. Jonker, B. T.; Park, Y. D.; Bennett, B. R.; Cheong, H. D.; Kioseoglou, G.; Petrou, A., Robust 
electrical spin injection into a semiconductor heterostructure. Physical Review B 2000, 62 (12), 8180-8183. 
36. Itskos, G.; Murray, R.; Meeder, A.; Papathanasiou, N.; Lux-Steiner, M. C., Optical spin injection 
in CuGaSe2⁄GaAs films. Applied Physics Letters 2006, 89 (3), 032108. 
37. Olshansky, J. H.; Harvey, S. M.; Pennel, M. L.; Krzyaniak, M. D.; Schaller, R. D.; Wasielewski, 
M. R., Using Photoexcited Core/Shell Quantum Dots To Spin Polarize Appended Radical Qubits. Journal 
of the American Chemical Society 2020, 142 (31), 13590-13597. 
38. Kim, J.; Wong, C. Y.; Scholes, G. D., Exciton Fine Structure and Spin Relaxation in Semiconductor 
Colloidal Quantum Dots. Acc. Chem. Res. 2009, 42 (8), 1037-1046. 
39. Nirmal, M.; Norris, D. J.; Kuno, M.; Bawendi, M. G.; Efros, A. L.; Rosen, M., Observation of the 
"Dark Exciton" in CdSe Quantum Dots. Phys. Rev. Lett. 1995, 75 (20), 3728-3731. 
40. Jasieniak, J.; Smith, L.; van Embden, J.; Mulvaney, P.; Califano, M., Re-examination of the Size-
Dependent Absorption Properties of CdSe Quantum Dots. The Journal of Physical Chemistry C 2009, 113 
(45), 19468-19474. 
41. Bagga, A.; Chattopadhyay, P. K.; Ghosh, S. In Stokes shift in quantum dots: Origin of dark exciton, 
2007 International Workshop on Physics of Semiconductor Devices, 16-20 Dec. 2007; 2007; pp 876-879. 



 

 

234 

42. Knowles, K. E.; Hartstein, K. H.; Kilburn, T. B.; Marchioro, A.; Nelson, H. D.; Whitham, P. J.; 
Gamelin, D. R., Luminescent Colloidal Semiconductor Nanocrystals Containing Copper: Synthesis, 
Photophysics, and Applications. Chemical Reviews 2016, 116 (18), 10820-10851. 
43. Voznyy, O.; Levina, L.; Fan, F.; Walters, G.; Fan, J. Z.; Kiani, A.; Ip, A. H.; Thon, S. M.; Proppe, 
A. H.; Liu, M.; Sargent, E. H., Origins of Stokes Shift in PbS Nanocrystals. Nano Letters 2017, 17 (12), 
7191-7195. 
44. Crooker, S. A.; Barrick, T.; Hollingsworth, J. A.; Klimov, V. I., Multiple temperature regimes of 
radiative decay in CdSe nanocrystal quantum dots: Intrinsic limits to the dark-exciton lifetime. Appl. Phys. 
Lett. 2003, 82 (17), 2793-2795. 
45. Cordones, A. A.; Leone, S. R., Mechanisms for charge trapping in single semiconductor 
nanocrystals probed by fluorescence blinking. Chemical Society Reviews 2013, 42 (8), 3209-3221. 
46. Kuçur, E.; Bücking, W.; Giernoth, R.; Nann, T., Determination of Defect States in Semiconductor 
Nanocrystals by Cyclic Voltammetry. The Journal of Physical Chemistry B 2005, 109 (43), 20355-20360. 
47. Veamatahau, A.; Jiang, B.; Seifert, T.; Makuta, S.; Latham, K.; Kanehara, M.; Teranishi, T.; 
Tachibana, Y., Origin of surface trap states in CdS quantum dots: relationship between size dependent 
photoluminescence and sulfur vacancy trap states. Physical Chemistry Chemical Physics 2015, 17 (4), 
2850-2858. 
48. Lim, J.; Bae, W. K.; Kwak, J.; Lee, S.; Lee, C.; Char, K., Perspective on synthesis, device 
structures, and printing processes for quantum dot displays. Opt. Mater. Express 2012, 2 (5), 594-628. 
49. Klimov, V. I.; McBranch, D. W.; Leatherdale, C. A.; Bawendi, M. G., Electron and hole relaxation 
pathways in semiconductor quantum dots. Physical Review B 1999, 60 (19), 13740-13749. 
50. Hendry, E.; Koeberg, M.; Wang, F.; Zhang, H.; de Mello Donegá, C.; Vanmaekelbergh, D.; Bonn, 
M., Direct Observation of Electron-to-Hole Energy Transfer in CdSe Quantum Dots. Physical Review 
Letters 2006, 96 (5), 057408. 
51. Xu, S.; Mikhailovsky, A. A.; Hollingsworth, J. A.; Klimov, V. I., Hole intraband relaxation in 
strongly confined quantum dots: Revisiting the ``phonon bottleneck'' problem. Phys. Rev. B 2002, 65 (4), 
045319. 
52. Hannah, D. C.; Brown, K. E.; Young, R. M.; Wasielewski, M. R.; Schatz, G. C.; Co, D. T.; Schaller, 
R. D., Direct Measurement of Lattice Dynamics and Optical Phonon Excitation in Semiconductor 
Nanocrystals Using Femtosecond Stimulated Raman Spectroscopy. Phys. Rev. Lett. 2013, 111 (10), 
107401. 
53. Klimov, V. I., Spectral and Dynamical Properties of Multiexcitons in Semiconductor Nanocrystals. 
Annu. Rev. Phys. Chem. 2007, 58 (1), 635-673. 
54. Efros, A., Auger Processes in Nanosize Semiconductor Crystals. In Semiconductor Nanocrystals: 
From Basic Principles to Applications, Efros, A. L.; Lockwood, D. J.; Tsybeskov, L., Eds. Springer US: 
Boston, MA, 2003; pp 52-72. 
55. Wheeler, D. A.; Zhang, J. Z., Exciton Dynamics in Semiconductor Nanocrystals. Adv. Mater. 2013, 
25 (21), 2878-2896. 
56. Klimov, V. I.; McGuire, J. A.; Schaller, R. D.; Rupasov, V. I., Scaling of multiexciton lifetimes in 
semiconductor nanocrystals. Phys. Rev. B 2008, 77 (19), 195324. 
57. Diroll, B. T.; Kirschner, M. S.; Guo, P.; Schaller, R. D., Optical and Physical Probing of Thermal 
Processes in Semiconductor and Plasmonic Nanocrystals. Annu. Rev. Phys. Chem. 2019, 70 (1), 353-377. 
58. Cohn, A. W.; Schimpf, A. M.; Gunthardt, C. E.; Gamelin, D. R., Size-Dependent Trap-Assisted 
Auger Recombination in Semiconductor Nanocrystals. Nano Letters 2013, 13 (4), 1810-1815. 
59. Frohlich, H., Interaction of electrons with lattice vibrations. Proceedings of the Royal Society of 
London. Series A. Mathematical and Physical Sciences 1952, 215 (1122), 291-298. 
60. Sadasivam, S.; Chan, M. K. Y.; Darancet, P., Theory of Thermal Relaxation of Electrons in 
Semiconductors. Phys. Rev. Lett. 2017, 119 (13), 136602. 
61. Achermann, M.; Bartko, A. P.; Hollingsworth, J. A.; Klimov, V. I., The effect of Auger heating on 
intraband carrier relaxation in semiconductor quantum rods. Nature Physics 2006, 2, 557. 



 

 

235 

62. Brumberg, A.; Kirschner, M. S.; Diroll, B. T.; Williams, K. R.; Flanders, N. C.; Harvey, S. M.; 
Leonard, A. A.; Watkins, N. E.; Liu, C.; Kinigstein, E. D.; Yu, J.; Evans, A. M.; Liu, Y.; Cuthriell, S. A.; 
Panuganti, S.; Dichtel, W. R.; Kanatzidis, M. G.; Wasielewski, M. R.; Zhang, X.; Chen, L. X.; Schaller, R. 
D., Anisotropic Transient Disordering of Colloidal, Two-Dimensional CdSe Nanoplatelets upon Optical 
Excitation. Nano Letters 2021, 21 (3), 1288-1294. 
63. Kirschner, M. S.; Diroll, B. T.; Guo, P.; Harvey, S. M.; Helweh, W.; Flanders, N. C.; Brumberg, 
A.; Watkins, N. E.; Leonard, A. A.; Evans, A. M.; Wasielewski, M. R.; Dichtel, W. R.; Zhang, X.; Chen, 
L. X.; Schaller, R. D., Photoinduced, reversible phase transitions in all-inorganic perovskite nanocrystals. 
Nat. Commun. 2019, 10 (1), 504. 
64. Harvey, S. M.; Houck, D. W.; Kirschner, M. S.; Flanders, N. C.; Brumberg, A.; Leonard, A. A.; 
Watkins, N. E.; Chen, L. X.; Dichtel, W. R.; Zhang, X.; Korgel, B. A.; Wasielewski, M. R.; Schaller, R. 
D., Transient Lattice Response upon Photoexcitation in CuInSe2 Nanocrystals with Organic or Inorganic 
Surface Passivation. ACS Nano 2020, 14 (10), 13548-13556. 
65. Kirschner, M. S.; Hannah, D. C.; Diroll, B. T.; Zhang, X.; Wagner, M. J.; Hayes, D.; Chang, A. Y.; 
Rowland, C. E.; Lethiec, C. M.; Schatz, G. C.; Chen, L. X.; Schaller, R. D., Transient Melting and 
Recrystallization of Semiconductor Nanocrystals Under Multiple Electron–Hole Pair Excitation. Nano 
Letters 2017, 17 (9), 5314-5320. 
66. Stolle, C. J.; Harvey, T. B.; Korgel, B. A. In Photonic curing of ligand-capped CuInSe2 nanocrystal 
films, 2014 IEEE 40th Photovoltaic Specialist Conference (PVSC), 8-13 June 2014; 2014; pp 0270-0274. 
67. Kwon, S. G.; Hyeon, T., Formation Mechanisms of Uniform Nanocrystals via Hot-Injection and 
Heat-Up Methods. Small 2011, 7 (19), 2685-2702. 
68. Evans, C. M.; Cass, L. C.; Knowles, K. E.; Tice, D. B.; Chang, R. P. H.; Weiss, E. A., Review of 
the synthesis and properties of colloidal quantum dots: the evolving role of coordinating surface ligands. 
Journal of Coordination Chemistry 2012, 65 (13), 2391-2414. 
69. Owen, J., The coordination chemistry of nanocrystal surfaces. Science 2015, 347 (6222), 615. 
70. Boles, M. A.; Ling, D.; Hyeon, T.; Talapin, D. V., The surface science of nanocrystals. Nature 
Materials 2016, 15 (2), 141-153. 
71. Anderson, N. C.; Hendricks, M. P.; Choi, J. J.; Owen, J. S., Ligand Exchange and the Stoichiometry 
of Metal Chalcogenide Nanocrystals: Spectroscopic Observation of Facile Metal-Carboxylate 
Displacement and Binding. Journal of the American Chemical Society 2013, 135 (49), 18536-18548. 
72. De Roo, J.; De Keukeleere, K.; Hens, Z.; Van Driessche, I., From ligands to binding motifs and 
beyond; the enhanced versatility of nanocrystal surfaces. Dalton Transactions 2016, 45 (34), 13277-13283. 
73. Brown, P. R.; Kim, D.; Lunt, R. R.; Zhao, N.; Bawendi, M. G.; Grossman, J. C.; Bulović, V., 
Energy Level Modification in Lead Sulfide Quantum Dot Thin Films through Ligand Exchange. ACS Nano 
2014, 8 (6), 5863-5872. 
74. Goswami, P. N.; Mandal, D.; Rath, A. K., The role of surface ligands in determining the electronic 
properties of quantum dot solids and their impact on photovoltaic figure of merits. Nanoscale 2018, 10 (3), 
1072-1080. 
75. Nag, A.; Kovalenko, M. V.; Lee, J.-S.; Liu, W.; Spokoyny, B.; Talapin, D. V., Metal-free Inorganic 
Ligands for Colloidal Nanocrystals: S2–, HS–, Se2–, HSe–, Te2–, HTe–, TeS32–, OH–, and NH2– as 
Surface Ligands. J. Am. Chem. Soc. 2011, 133 (27), 10612-10620. 
76. Liu, Z.; Lin, C.-H.; Hyun, B.-R.; Sher, C.-W.; Lv, Z.; Luo, B.; Jiang, F.; Wu, T.; Ho, C.-H.; Kuo, 
H.-C.; He, J.-H., Micro-light-emitting diodes with quantum dots in display technology. Light: Science & 
Applications 2020, 9 (1), 83. 
77. Lin, C.-A. J.; Liedl, T.; Sperling, R. A.; Fernandez-Arguelles, M. T.; Costa-Fernandez, J. M.; 
Pereiro, R.; Sanz-Medel, A.; Chang, W. H.; Parak, W. J., Bioanalytics and biolabeling with semiconductor 
nanoparticles (quantum dots). J. Mater. Chem. 2007, 17 (14), 1343-1346. 
78. Nune, S. K.; Gunda, P.; Thallapally, P. K.; Lin, Y.-Y.; Forrest, M. L.; Berkland, C. J., Nanoparticles 
for biomedical imaging. Expert Opin Drug Deliv 2009, 6 (11), 1175-1194. 
79. Etgar, L., Semiconductor Nanocrystals as Light Harvesters in Solar Cells. Materials (Basel) 2013, 
6 (2), 445-459. 



 

 

236 

80. Gawande, M. B.; Goswami, A.; Asefa, T.; Guo, H.; Biradar, A. V.; Peng, D.-L.; Zboril, R.; Varma, 
R. S., Core-shell nanoparticles: synthesis and applications in catalysis and electrocatalysis. Chem. Soc. Rev. 
2015, 44 (21), 7540-7590. 
81. Losch, P.; Huang, W.; Goodman, E. D.; Wrasman, C. J.; Holm, A.; Riscoe, A. R.; Schwalbe, J. A.; 
Cargnello, M., Colloidal nanocrystals for heterogeneous catalysis. Nano Today 2019, 24, 15-47. 
82. Park, Y.-S.; Roh, J.; Diroll, B. T.; Schaller, R. D.; Klimov, V. I., Colloidal quantum dot lasers. 
Nature Reviews Materials 2021, 6 (5), 382-401. 
83. Wasielewski, M. R.; Forbes, M. D. E.; Frank, N. L.; Kowalski, K.; Scholes, G. D.; Yuen-Zhou, J.; 
Baldo, M. A.; Freedman, D. E.; Goldsmith, R. H.; Goodson, T.; Kirk, M. L.; McCusker, J. K.; Ogilvie, J. 
P.; Shultz, D. A.; Stoll, S.; Whaley, K. B., Exploiting chemistry and molecular systems for quantum 
information science. Nature Reviews Chemistry 2020, 4 (9), 490-504. 
84. Phillips, K. C.; Gandhi, H. H.; Mazur, E.; Sundaram, S. K., Ultrafast laser processing of materials: 
a review. Adv. Opt. Photon. 2015, 7 (4), 684-712. 
85. Rosspeintner, A.; Lang, B.; Vauthey, E., Ultrafast Photochemistry in Liquids. Annu. Rev. Phys. 
Chem. 2013, 64 (1), 247-271. 
86. Anslyn, E. V.; Anslyn, V.; Dougherty, D. A.; Dougherty, E. V.; Books, U. S., Modern Physical 
Organic Chemistry. University Science Books: 2006. 
87. Rowland, C. E.; Fedin, I.; Diroll, B. T.; Liu, Y.; Talapin, D. V.; Schaller, R. D., Elevated 
Temperature Photophysical Properties and Morphological Stability of CdSe and CdSe/CdS Nanoplatelets. 
The Journal of Physical Chemistry Letters 2018, 9 (2), 286-293. 
88. Rowland, C. E.; Hannah, D. C.; Demortière, A.; Yang, J.; Cook, R. E.; Prakapenka, V. B.; 
Kortshagen, U.; Schaller, R. D., Silicon Nanocrystals at Elevated Temperatures: Retention of 
Photoluminescence and Diamond Silicon to β-Silicon Carbide Phase Transition. ACS Nano 2014, 8 (9), 
9219-9223. 
89. Rowland, C. E.; Liu, W.; Hannah, D. C.; Chan, M. K. Y.; Talapin, D. V.; Schaller, R. D., Thermal 
Stability of Colloidal InP Nanocrystals: Small Inorganic Ligands Boost High-Temperature 
Photoluminescence. ACS Nano 2014, 8 (1), 977-985. 
90. Rowland, C. E.; Schaller, R. D., Exciton Fate in Semiconductor Nanocrystals at Elevated 
Temperatures: Hole Trapping Outcompetes Exciton Deactivation. J. Phys. Chem. C 2013, 117 (33), 17337-
17343. 
91. Zhou, J.; del Rosal, B.; Jaque, D.; Uchiyama, S.; Jin, D., Advances and challenges for fluorescence 
nanothermometry. Nature Methods 2020, 17 (10), 967-980. 
92. Merrifield, R. E., MAGNETIC EFFECTS ON TRIPLET EXCITON INTERACTIONS. In Organic 
Solid-State Chemistry–2, Cohen, M. D., Ed. Butterworth-Heinemann: 1971; pp 481-498. 
93. Rodgers Christopher, T., Magnetic field effects in chemical systems. In Pure Appl. Chem., 2009; 
Vol. 81, p 19. 
94. Steiner, U. E.; Ulrich, T., Magnetic field effects in chemical kinetics and related phenomena. Chem. 
Rev. 1989, 89 (1), 51-147. 
95. Planelles, J.; Díaz, J. G.; Climente, J.; Jaskólski, W., Semiconductor nanocrystals in a magnetic 
field. Phys. Rev. B 2002, 65 (24), 245302. 
96. Berera, R.; van Grondelle, R.; Kennis, J. T. M., Ultrafast transient absorption spectroscopy: 
principles and application to photosynthetic systems. Photosynth. Res. 2009, 101 (2-3), 105-118. 
97. Transient Absorption Spectroscopy. https://lightcon.com/application/transient-absorption-
spectroscopy/ (accessed 2021-08-02). 
98. Pokutnyi, S. I.; Jacak, L.; Misiewicz, J.; Salejda, W.; Zegrya, G. G., Stark effect in semiconductor 
quantum dots. J. Appl. Phys. 2004, 96 (2), 1115-1119. 
99. Kambhampati, P., Unraveling the Structure and Dynamics of Excitons in Semiconductor Quantum 
Dots. Acc. Chem. Res. 2011, 44 (1), 1-13. 
100. Morgan, D. P.; Kelley, D. F., What Does the Transient Absorption Spectrum of CdSe Quantum 
Dots Measure? J. Phys. Chem. C 2020, 124 (15), 8448-8455. 



 

 

237 

101. Grimaldi, G.; Geuchies, J. J.; van der Stam, W.; du Fossé, I.; Brynjarsson, B.; Kirkwood, N.; Kinge, 
S.; Siebbeles, L. D. A.; Houtepen, A. J., Spectroscopic Evidence for the Contribution of Holes to the Bleach 
of Cd-Chalcogenide Quantum Dots. Nano Lett. 2019, 19 (5), 3002-3010. 
102. Hunsche, S.; Dekorsy, T.; Klimov, V.; Kurz, H., Ultrafast dynamics of carrier-induced absorption 
changes in highly-excited CdSe nanocrystals. Applied Physics B 1996, 62 (1), 3-10. 
103. Gosztola, D.; Niemczyk, M. P.; Svec, W.; Lukas, A. S.; Wasielewski, M. R., Excited Doublet States 
of Electrochemically Generated Aromatic Imide and Diimide Radical Anions. J. Phys. Chem. A 2000, 104 
(28), 6545-6551. 
104. Xu, J.; Knutson, J. R., Ultrafast fluorescence spectroscopy via upconversion applications to 
biophysics. Methods Enzymol. 2008, 450, 159-183. 
105. Hartley, C. L.; Kessler, M. L.; Dempsey, J. L., Molecular-Level Insight into Semiconductor 
Nanocrystal Surfaces. J. Am. Chem. Soc. 2021, 143 (3), 1251-1266. 
106. Glaser, T.; Müller, C.; Sendner, M.; Krekeler, C.; Semonin, O. E.; Hull, T. D.; Yaffe, O.; Owen, J. 
S.; Kowalsky, W.; Pucci, A.; Lovrinčić, R., Infrared Spectroscopic Study of Vibrational Modes in 
Methylammonium Lead Halide Perovskites. The Journal of Physical Chemistry Letters 2015, 6 (15), 2913-
2918. 
107. Dzhagan, V. M.; Azhniuk, Y. M.; Milekhin, A. G.; Zahn, D. R. T., Vibrational spectroscopy of 
compound semiconductor nanocrystals. J. Phys. D: Appl. Phys. 2018, 51 (50), 503001. 
108. Harvey, S. M.; Phelan, B. T.; Hannah, D. C.; Brown, K. E.; Young, R. M.; Kirschner, M. S.; 
Wasielewski, M. R.; Schaller, R. D., Auger Heating and Thermal Dissipation in Zero-Dimensional CdSe 
Nanocrystals Examined Using Femtosecond Stimulated Raman Spectroscopy. J. Phys. Chem. Lett. 2018, 
9 (16), 4481-4487. 
109. Mukherjee, P.; Lim, S. J.; Wrobel, T. P.; Bhargava, R.; Smith, A. M., Measuring and Predicting 
the Internal Structure of Semiconductor Nanocrystals through Raman Spectroscopy. J. Am. Chem. Soc. 
2016, 138 (34), 10887-10896. 
110. Seong, M. J.; Mićić, O. I.; Nozik, A. J.; Mascarenhas, A.; Cheong, H. M., Size-dependent Raman 
study of InP quantum dots. Appl. Phys. Lett. 2003, 82 (2), 185-187. 
111. Lin, C.; Kelley, D. F.; Rico, M.; Kelley, A. M., The “Surface Optical” Phonon in CdSe 
Nanocrystals. ACS Nano 2014, 8 (4), 3928-3938. 
112. Hamaguchi, H.; Iwata, K., Time-Resolved Raman Spectroscopy. In Encyclopedia of Spectroscopy 
and Spectrometry (Third Edition), Lindon, J. C.; Tranter, G. E.; Koppenaal, D. W., Eds. Academic Press: 
Oxford, 2017; pp 463-468. 
113. Sahoo, S. K.; Umapathy, S.; Parker, A. W., Time-Resolved Resonance Raman Spectroscopy: 
Exploring Reactive Intermediates. Appl. Spectrosc. 2011, 65 (10), 1087-1115. 
114. Frontiera, R. R.; Mathies, R. A., Femtosecond stimulated Raman spectroscopy. Laser & Photonics 
Reviews 2011, 5 (1), 102-113. 
115. Kukura, P.; McCamant, D. W.; Mathies, R. A., Femtosecond Stimulated Raman Spectroscopy. 
Annu. Rev. Phys. Chem. 2007, 58 (1), 461-488. 
116. Chen, Y.; Lai, Z.; Zhang, X.; Fan, Z.; He, Q.; Tan, C.; Zhang, H., Phase engineering of 
nanomaterials. Nature Reviews Chemistry 2020, 4 (5), 243-256. 
117. Janssen, A.; Nguyen, Q. N.; Xia, Y., Colloidal Metal Nanocrystals with Metastable Crystal 
Structures. Angew. Chem. Int. Ed. 2021, 60 (22), 12192-12203. 
118. Langford, J. I.; Wilson, A. J. C., Scherrer after sixty years: a survey and some new results in the 
determination of crystallite size. J. Appl. Crystallogr. 1978, 11, 102-113. 
119. Sutter, P.; Sutter, E., Real-Time Electron Microscopy of Nanocrystal Synthesis, Transformations, 
and Self-Assembly in Solution. Acc. Chem. Res. 2021, 54 (1), 11-21. 
120. Foster, D. M.; Pavloudis, T.; Kioseoglou, J.; Palmer, R. E., Atomic-resolution imaging of surface 
and core melting in individual size-selected Au nanoclusters on carbon. Nat. Commun. 2019, 10 (1), 2583. 
121. Swearer, D. F.; Bourgeois, B. B.; Angell, D. K.; Dionne, J. A., Advancing Plasmon-Induced 
Selectivity in Chemical Transformations with Optically Coupled Transmission Electron Microscopy. Acc. 
Chem. Res. 2021, 54 (19), 3632-3642. 



 

 

238 

122. Hens, Z.; Martins, J. C., A Solution NMR Toolbox for Characterizing the Surface Chemistry of 
Colloidal Nanocrystals. Chemistry of Materials 2013, 25 (8), 1211-1221. 
123. Hanrahan, M. P.; Chen, Y.; Blome-Fernández, R.; Stein, J. L.; Pach, G. F.; Adamson, M. A. S.; 
Neale, N. R.; Cossairt, B. M.; Vela, J.; Rossini, A. J., Probing the Surface Structure of Semiconductor 
Nanoparticles by DNP SENS with Dielectric Support Materials. J. Am. Chem. Soc. 2019, 141 (39), 15532-
15546. 
124. Piveteau, L.; Ong, T.-C.; Walder, B. J.; Dirin, D. N.; Moscheni, D.; Schneider, B.; Bär, J.; 
Protesescu, L.; Masciocchi, N.; Guagliardi, A.; Emsley, L.; Copéret, C.; Kovalenko, M. V., Resolving the 
Core and the Surface of CdSe Quantum Dots and Nanoplatelets Using Dynamic Nuclear Polarization 
Enhanced PASS–PIETA NMR Spectroscopy. ACS Cent. Sci. 2018, 4 (9), 1113-1125. 
125. Hanrahan, M. P.; Stein, J. L.; Park, N.; Cossairt, B. M.; Rossini, A. J., Elucidating the Location of 
Cd2+ in Post-synthetically Treated InP Quantum Dots Using Dynamic Nuclear Polarization 31P and 113Cd 
Solid-State NMR Spectroscopy. J. Phys. Chem. C 2021, 125 (5), 2956-2965. 
126. Ritchhart, A.; Cossairt, B. M., Quantifying Ligand Exchange on InP Using an Atomically Precise 
Cluster Platform. Inorg. Chem. 2019, 58 (4), 2840-2847. 
127. Ratcliffe, C. I.; Yu, K.; Ripmeester, J. A.; Badruz Zaman, M.; Badarau, C.; Singh, S., Solid state 
NMR studies of photoluminescent cadmium chalcogenide nanoparticles. Phys. Chem. Chem. Phys. 2006, 
8 (30), 3510-3519. 
128. Drijvers, E.; De Roo, J.; Martins, J. C.; Infante, I.; Hens, Z., Ligand Displacement Exposes Binding 
Site Heterogeneity on CdSe Nanocrystal Surfaces. Chem. Mater. 2018, 30 (3), 1178-1186. 
129. Mashiach, R.; Weissman, H.; Avram, L.; Houben, L.; Brontvein, O.; Lavie, A.; Arunachalam, V.; 
Leskes, M.; Rybtchinski, B.; Bar-Shir, A., In situ NMR reveals real-time nanocrystal growth evolution via 
monomer-attachment or particle-coalescence. Nat. Commun. 2021, 12 (1), 229. 
130. Bussian, D. A.; Crooker, S. A.; Yin, M.; Brynda, M.; Efros, A. L.; Klimov, V. I., Tunable magnetic 
exchange interactions in manganese-doped inverted core–shell ZnSe–CdSe nanocrystals. Nature Mater. 
2009, 8 (1), 35-40. 
131. Barrows, C. J.; Fainblat, R.; Gamelin, D. R., Excitonic Zeeman splittings in colloidal CdSe 
quantum dots doped with single magnetic impurities. Journal of Materials Chemistry C 2017, 5 (21), 5232-
5238. 
132. Whitaker, K. M.; Ochsenbein, S. T.; Polinger, V. Z.; Gamelin, D. R., Electron Confinement Effects 
in the EPR Spectra of Colloidal n-Type ZnO Quantum Dots. J. Phys. Chem. C 2008, 112 (37), 14331-
14335. 
133. Weinberg, D. J.; Dyar, S. M.; Khademi, Z.; Malicki, M.; Marder, S. R.; Wasielewski, M. R.; Weiss, 
E. A., Spin-Selective Charge Recombination in Complexes of CdS Quantum Dots and Organic Hole 
Acceptors. J. Am. Chem. Soc. 2014, 136 (41), 14513-14518. 
134. Alivisatos, A. P., Semiconductor Clusters, Nanocrystals, and Quantum Dots. Science 1996, 271 
(5251), 933-937. 
135. Klimov, V. I., Semiconductor and Metal Nanocrystals: Synthesis and Electronic and Optical 
Properties. Taylor & Francis: 2003. 
136. Ulbricht, R.; Hendry, E.; Shan, J.; Heinz, T. F.; Bonn, M., Carrier dynamics in semiconductors 
studied with time-resolved terahertz spectroscopy. Reviews of Modern Physics 2011, 83 (2), 543-586. 
137. Buso, S.; Spiazzi, G.; Meneghini, M.; Meneghesso, G., Performance Degradation of High-
Brightness Light Emitting Diodes Under DC and Pulsed Bias. IEEE Transactions on Device and Materials 
Reliability 2008, 8 (2), 312-322. 
138. Royne, A.; Dey, C. J.; Mills, D. R., Cooling of photovoltaic cells under concentrated illumination: 
a critical review. Sol. Energy Mater. Sol. Cells 2005, 86 (4), 451-483. 
139. de Mello Donegá, C.; Bode, M.; Meijerink, A., Size- and temperature-dependence of exciton 
lifetimes in CdSe quantum dots. Phys. Rev. B 2006, 74 (8), 085320. 
140. Klimov, V.; Haring Bolivar, P.; Kurz, H., Hot-phonon effects in femtosecond luminescence spectra 
of electron-hole plasmas in CdS. Phys. Rev. B 1995, 52 (7), 4728-4731. 



 

 

239 

141. Pelton, M.; Ithurria, S.; Schaller, R. D.; Dolzhnikov, D. S.; Talapin, D. V., Carrier Cooling in 
Colloidal Quantum Wells. Nano Lett. 2012, 12 (12), 6158-6163. 
142. Hannah, D. C.; Dunn, N. J.; Ithurria, S.; Talapin, D. V.; Chen, L. X.; Pelton, M.; Schatz, G. C.; 
Schaller, R. D., Observation of Size-Dependent Thermalization in CdSe Nanocrystals Using Time-
Resolved Photoluminescence Spectroscopy. Physical Review Letters 2011, 107 (17), 177403. 
143. Ong, W.-L.; Rupich, S. M.; Talapin, D. V.; McGaughey, A. J. H.; Malen, J. A., Surface chemistry 
mediates thermal transport in three-dimensional nanocrystal arrays. Nature Mater. 2013, 12, 410. 
144. Guyot-Sionnest, P.; Shim, M.; Matranga, C.; Hines, M., Intraband relaxation in CdSe quantum 
dots. Phys. Rev. B 1999, 60 (4), R2181-R2184. 
145. Klimov, V. I.; McBranch, D. W., Femtosecond 1P-to-1S Electron Relaxation in Strongly Confined 
Semiconductor Nanocrystals. Physical Review Letters 1998, 80 (18), 4028-4031. 
146. Klimov, V. I.; Mikhailovsky, A. A.; McBranch, D. W.; Leatherdale, C. A.; Bawendi, M. G., 
Quantization of Multiparticle Auger Rates in Semiconductor Quantum Dots. Science 2000, 287 (5455), 
1011-1013. 
147. Achermann, M.; Hollingsworth, J. A.; Klimov, V. I., Multiexcitons confined within a subexcitonic 
volume: Spectroscopic and dynamical signatures of neutral and charged biexcitons in ultrasmall 
semiconductor nanocrystals. Phys. Rev. B 2003, 68 (24), 245302. 
148. Pandey, A.; Guyot-Sionnest, P., Multicarrier recombination in colloidal quantum dots. J. Chem. 
Phys. 2007, 127 (11), 111104. 
149. Fisher, B.; Caruge, J.-M.; Chan, Y.-T.; Halpert, J.; Bawendi, M. G., Multiexciton fluorescence from 
semiconductor nanocrystals. Chem. Phys. 2005, 318 (1), 71-81. 
150. Yang, W.; Yang, Y.; Kaledin, A. L.; He, S.; Jin, T.; McBride, J. R.; Lian, T., Surface passivation 
extends single and biexciton lifetimes of InP quantum dots. Chemical Science 2020, 11 (22), 5779-5789. 
151. Shah, J., Ultrafast Spectroscopy of Semiconductors and Semiconductor Nanostructures. Springer 
Berlin Heidelberg: 2013. 
152. Hannah, D. C.; Gezelter, J. D.; Schaller, R. D.; Schatz, G. C., Reverse Non-Equilibrium Molecular 
Dynamics Demonstrate That Surface Passivation Controls Thermal Transport at Semiconductor–Solvent 
Interfaces. ACS Nano 2015, 9 (6), 6278-6287. 
153. Aruda, K. O.; Tagliazucchi, M.; Sweeney, C. M.; Hannah, D. C.; Schatz, G. C.; Weiss, E. A., 
Identification of parameters through which surface chemistry determines the lifetimes of hot electrons in 
small Au nanoparticles. Proceedings of the National Academy of Sciences of the United States of America 
2013, 110 (11), 4212-4217. 
154. Nguyen, S. C.; Zhang, Q.; Manthiram, K.; Ye, X.; Lomont, J. P.; Harris, C. B.; Weller, H.; 
Alivisatos, A. P., Study of Heat Transfer Dynamics from Gold Nanorods to the Environment via Time-
Resolved Infrared Spectroscopy. ACS Nano 2016, 10 (2), 2144-2151. 
155. Lian, T.; Locke, B.; Kholodenko, Y.; Hochstrasser, R. M., Energy Flow from Solute to Solvent 
Probed by Femtosecond IR Spectroscopy: Malachite Green and Heme Protein Solutions. J. Phys. Chem. 
1994, 98 (45), 11648-11656. 
156. Dzhagan, V.; Valakh, M.; Mel'nik, N.; Rayevska, O.; Lokteva, I.; Kolny-Olesiak, J.; Zahn, D. R. 
T., Phonon Spectra of Small Colloidal II-VI Semiconductor Nanocrystals. International Journal of 
Spectroscopy 2012, 2012, 6. 
157. Beard, M. C.; Turner, G. M.; Schmuttenmaer, C. A., Size-Dependent Photoconductivity in CdSe 
Nanoparticles as Measured by Time-Resolved Terahertz Spectroscopy. Nano Lett. 2002, 2 (9), 983-987. 
158. Brown, K. E.; Veldkamp, B. S.; Co, D. T.; Wasielewski, M. R., Vibrational Dynamics of a 
Perylene–Perylenediimide Donor–Acceptor Dyad Probed with Femtosecond Stimulated Raman 
Spectroscopy. The Journal of Physical Chemistry Letters 2012, 3 (17), 2362-2366. 
159. Dobryakov, A. L.; Quick, M.; Ioffe, I. N.; Granovsky, A. A.; Ernsting, N. P.; Kovalenko, S. A., 
Excited-state Raman spectroscopy with and without actinic excitation: S1 Raman spectra of trans-
azobenzene. The Journal of Chemical Physics 2014, 140 (18), 184310. 



 

 

240 

160. Quick, M.; Dobryakov, A. L.; Kovalenko, S. A.; Ernsting, N. P., Resonance Femtosecond-
Stimulated Raman Spectroscopy without Actinic Excitation Showing Low-Frequency Vibrational Activity 
in the S2 State of All-Trans β-Carotene. The Journal of Physical Chemistry Letters 2015, 6 (7), 1216-1220. 
161. Lee, S.-Y.; Zhang, D.; McCamant, D. W.; Kukura, P.; Mathies, R. A., Theory of femtosecond 
stimulated Raman spectroscopy. J. Chem. Phys. 2004, 121 (8), 3632-3642. 
162. Sun, Z.; Lu, J.; Zhang, D. H.; Lee, S.-Y., Quantum theory of (femtosecond) time-resolved 
stimulated Raman scattering. J. Chem. Phys. 2008, 128 (14), 144114. 
163. Shiang, J. J.; Craig, I. M.; Alivisatos, A. P., Resonance Raman depolarization in CdSe nanocrystals. 
Zeitschrift für Physik D Atoms, Molecules and Clusters 1993, 26 (1), 358-360. 
164. Hartland, G. V., Optical Studies of Dynamics in Noble Metal Nanostructures. Chem. Rev. 2011, 
111 (6), 3858-3887. 
165. Yoffa, E. J., Screening of hot-carrier relaxation in highly photoexcited semiconductors. Phys. Rev. 
B 1981, 23 (4), 1909-1919. 
166. Dang, N. C.; Bolme, C. A.; Moore, D. S.; McGrane, S. D., Femtosecond Stimulated Raman 
Scattering Picosecond Molecular Thermometry in Condensed Phases. Physical Review Letters 2011, 107 
(4), 043001. 
167. Madelung, O., III-V compounds. In Semiconductors: Data Handbook, Madelung, O., Ed. Springer 
Berlin Heidelberg: Berlin, Heidelberg, 2004; pp 71-172. 
168. Cassabaum, A. A.; Bera, K.; Rich, C. C.; Nebgen, B. R.; Kwang, S. Y.; Clapham, M. L.; Frontiera, 
R. R., Femtosecond stimulated Raman spectro-microscopy for probing chemical reaction dynamics in solid-
state materials. J. Chem. Phys. 2020, 153 (3), 030901. 
169. Kwang, S. Y.; Frontiera, R. R., Spatially Offset Femtosecond Stimulated Raman Spectroscopy: 
Observing Exciton Transport through a Vibrational Lens. The Journal of Physical Chemistry Letters 2020, 
11 (11), 4337-4344. 
170. Ashner, M. N.; Tisdale, W. A., High repetition-rate femtosecond stimulated Raman spectroscopy 
with fast acquisition. Optics Express 2018, 26 (14), 18331-18340. 
171. Würthwein, T.; Lüpken, N. M.; Irwin, N.; Fallnich, C., Mitigating cross-phase modulation artifacts 
in femtosecond stimulated Raman scattering. J. Raman Spectrosc. 2020, 51 (11), 2265-2271. 
172. Kang, D.-g.; Woo, K. C.; Kang, D. H.; Park, C.; Kim, S. K., Improved spectral resolution of the 
femtosecond stimulated Raman spectroscopy achieved by the use of the 2nd-order diffraction method. 
Scientific Reports 2021, 11 (1), 3361. 
173. Coe, S.; Woo, W.-K.; Bawendi, M.; Bulović, V., Electroluminescence from single monolayers of 
nanocrystals in molecular organic devices. Nature 2002, 420 (6917), 800-803. 
174. Stolle, C. J.; Harvey, T. B.; Korgel, B. A., Nanocrystal Photovoltaics: A Review of Recent 
Progress. Curr. Opin. Chem. Eng. 2013, 2 (2), 160-167. 
175. Murray, C. B.; Kagan, C. R.; Bawendi, M. G., Synthesis and Characterization of Monodisperse 
Nanocrystals and Close-Packed Nanocrystal Assemblies. Annual Review of Materials Science 2000, 30 (1), 
545-610. 
176. Boles, M. A.; Engel, M.; Talapin, D. V., Self-Assembly of Colloidal Nanocrystals: From Intricate 
Structures to Functional Materials. Chemical Reviews 2016, 116 (18), 11220-11289. 
177. Wang, Y.; Fedin, I.; Zhang, H.; Talapin, D. V., Direct optical lithography of functional inorganic 
nanomaterials. Science 2017, 357 (6349), 385-388. 
178. Choi, J.-H.; Wang, H.; Oh, S. J.; Paik, T.; Sung, P.; Sung, J.; Ye, X.; Zhao, T.; Diroll, B. T.; Murray, 
C. B.; Kagan, C. R., Exploiting the colloidal nanocrystal library to construct electronic devices. Science 
2016, 352 (6282), 205. 
179. Lu, H. M.; Jiang, Q., Size-Dependent Surface Energies of Nanocrystals. J. Phys. Chem. B 2004, 
108 (18), 5617-5619. 
180. Magomedov, M. N., Dependence of the surface energy on the size and shape of a nanocrystal. Phys. 
Solid State 2004, 46 (5), 954-968. 
181. Alivisatos, A. P., Perspectives on the Physical Chemistry of Semiconductor Nanocrystals. J. Phys. 
Chem. 1996, 100 (31), 13226-13239. 



 

 

241 

182. Wills, A. W.; Kang, M. S.; Khare, A.; Gladfelter, W. L.; Norris, D. J., Thermally Degradable 
Ligands for Nanocrystals. ACS Nano 2010, 4 (8), 4523-4530. 
183. Bucherl, C. N.; Oleson, K. R.; Hillhouse, H. W., Thin film solar cells from sintered nanocrystals. 
Curr. Opin. Chem. Eng. 2013, 2 (2), 168-177. 
184. Shamsi, J.; Rastogi, P.; Caligiuri, V.; Abdelhady, A. L.; Spirito, D.; Manna, L.; Krahne, R., Bright-
Emitting Perovskite Films by Large-Scale Synthesis and Photoinduced Solid-State Transformation of 
CsPbBr3 Nanoplatelets. ACS Nano 2017, 11 (10), 10206-10213. 
185. Panthani, M. G.; Kurley, J. M.; Crisp, R. W.; Dietz, T. C.; Ezzyat, T.; Luther, J. M.; Talapin, D. 
V., High Efficiency Solution Processed Sintered CdTe Nanocrystal Solar Cells: The Role of Interfaces. 
Nano Lett. 2014, 14 (2), 670-675. 
186. Harvey, S. M.; Phelan, B. T.; Hannah, D. C.; Brown, K. E.; Young, R. M.; Kirschner, M. S.; 
Wasielewski, M. R.; Schaller, R. D., Auger Heating and Thermal Dissipation in Zero-Dimensional CdSe 
Nanocrystals Examined Using Femtosecond Stimulated Raman Spectroscopy. The Journal of Physical 
Chemistry Letters 2018, 9 (16), 4481-4487. 
187. Kittel, C., Introduction to Solid State Physics. Wiley: 2004. 
188. Madelung, O., I-III-VI2 compounds. In Semiconductors: Data Handbook, Madelung, O., Ed. 
Springer Berlin Heidelberg: Berlin, Heidelberg, 2004; pp 289-328. 
189. Panthani, M. G.; Akhavan, V.; Goodfellow, B.; Schmidtke, J. P.; Dunn, L.; Dodabalapur, A.; 
Barbara, P. F.; Korgel, B. A., Synthesis of CuInS2, CuInSe2, and Cu(InxGa1-x)Se2 (CIGS) Nanocrystal 
“Inks” for Printable Photovoltaics. Journal of the American Chemical Society 2008, 130 (49), 16770-16777. 
190. Lim, Y. S.; Kwon, H.-S.; Jeong, J.; Kim, J. Y.; Kim, H.; Ko, M. J.; Jeong, U.; Lee, D.-K., Colloidal 
Solution-Processed CuInSe2 Solar Cells with Significantly Improved Efficiency up to 9% by 
Morphological Improvement. ACS Applied Materials & Interfaces 2014, 6 (1), 259-267. 
191. Reiss, P.; Carrière, M.; Lincheneau, C.; Vaure, L.; Tamang, S., Synthesis of Semiconductor 
Nanocrystals, Focusing on Nontoxic and Earth-Abundant Materials. Chem. Rev. 2016, 116 (18), 10731-
10819. 
192. Kemell, M.; Ritala, M.; Leskelä, M., Thin Film Deposition Methods for CuInSe 2 Solar Cells. Crit. 
Rev. Solid State Mater. Sci. 2005, 30 (1), 1-31. 
193. Akhavan, V. A.; Goodfellow, B. W.; Panthani, M. G.; Reid, D. K.; Hellebusch, D. J.; Adachi, T.; 
Korgel, B. A., Spray-deposited CuInSe2 nanocrystal photovoltaics. Energy & Environmental Science 2010, 
3 (10), 1600-1606. 
194. Voggu, V. R.; Sham, J.; Pfeffer, S.; Pate, J.; Fillip, L.; Harvey, T. B.; Brown, R. M.; Korgel, B. A., 
Flexible CuInSe2 Nanocrystal Solar Cells on Paper. ACS Energy Lett. 2017, 2 (3), 574-581. 
195. Kergommeaux, A. d.; Fiore, A.; Faure-Vincent, J.; Pron, A.; Reiss, P., Colloidal CuInSe 2 
nanocrystals thin films of low surface roughness. Advances in Natural Sciences: Nanoscience and 
Nanotechnology 2013, 4 (1), 015004. 
196. Stolle, C. J.; Harvey, T. B.; Pernik, D. R.; Hibbert, J. I.; Du, J.; Rhee, D. J.; Akhavan, V. A.; 
Schaller, R. D.; Korgel, B. A., Multiexciton Solar Cells of CuInSe2 Nanocrystals. The Journal of Physical 
Chemistry Letters 2014, 5 (2), 304-309. 
197. Harvey, T. B.; Mori, I.; Stolle, C. J.; Bogart, T. D.; Ostrowski, D. P.; Glaz, M. S.; Du, J.; Pernik, 
D. R.; Akhavan, V. A.; Kesrouani, H.; Vanden Bout, D. A.; Korgel, B. A., Copper Indium Gallium Selenide 
(CIGS) Photovoltaic Devices Made Using Multistep Selenization of Nanocrystal Films. ACS Appl. Mater. 
Interfaces 2013, 5 (18), 9134-9140. 
198. AbuShama, J.; Noufi, R.; Johnston, S.; Ward, S.; Wu, X. In Improved Performance in CuInSe2 and 
Surface-Modified CuGaSe2 Solar Cells, United States, 2005-02-01; United States, 2005. 
199. Li, W.; Pan, Z.; Zhong, X., CuInSe2 and CuInSe2–ZnS based high efficiency “green” quantum dot 
sensitized solar cells. J. Mater. Chem. A 2015, 3 (4), 1649-1655. 
200. Akkerman, Q. A.; Gandini, M.; Di Stasio, F.; Rastogi, P.; Palazon, F.; Bertoni, G.; Ball, J. M.; 
Prato, M.; Petrozza, A.; Manna, L., Strongly emissive perovskite nanocrystal inks for high-voltage solar 
cells. Nat. Energy 2016, 2 (2), 16194. 



 

 

242 

201. Akhavan, V. A.; Harvey, T. B.; Stolle, C. J.; Ostrowski, D. P.; Glaz, M. S.; Goodfellow, B. W.; 
Panthani, M. G.; Reid, D. K.; Vanden Bout, D. A.; Korgel, B. A., Influence of Composition on the 
Performance of Sintered Cu(In,Ga)Se2 Nanocrystal Thin-Film Photovoltaic Devices. ChemSusChem 2013, 
6 (3), 481-486. 
202. Kovalenko, M. V.; Scheele, M.; Talapin, D. V., Colloidal Nanocrystals with Molecular Metal 
Chalcogenide Surface Ligands. Science 2009, 324 (5933), 1417. 
203. Stolle, C. J.; Panthani, M. G.; Harvey, T. B.; Akhavan, V. A.; Korgel, B. A., Comparison of the 
Photovoltaic Response of Oleylamine and Inorganic Ligand-Capped CuInSe2 Nanocrystals. ACS Appl. 
Mater. Interfaces 2012, 4 (5), 2757-2761. 
204. Tang, J.; Kemp, K. W.; Hoogland, S.; Jeong, K. S.; Liu, H.; Levina, L.; Furukawa, M.; Wang, X.; 
Debnath, R.; Cha, D.; Chou, K. W.; Fischer, A.; Amassian, A.; Asbury, J. B.; Sargent, E. H., Colloidal-
quantum-dot photovoltaics using atomic-ligand passivation. Nature Mater. 2011, 10 (10), 765-771. 
205. Houck, D. W.; Korgel, B. A., Facile Exchange of Tightly Bonded L-Type Oleylamine and 
Diphenylphosphine Ligands on Copper Indium Diselenide Nanocrystals Mediated by Molecular Iodine. 
Chemistry of Materials 2018, 30 (22), 8359-8367. 
206. Jain, A.; Ong, S. P.; Hautier, G.; Chen, W.; Richards, W. D.; Dacek, S.; Cholia, S.; Gunter, D.; 
Skinner, D.; Ceder, G.; Persson, K. A., Commentary: The Materials Project: A materials genome approach 
to accelerating materials innovation. APL Materials 2013, 1 (1), 011002. 
207. Szilagyi, E.; Wittenberg, J. S.; Miller, T. A.; Lutker, K.; Quirin, F.; Lemke, H.; Zhu, D.; Chollet, 
M.; Robinson, J.; Wen, H.; Sokolowski-Tinten, K.; Lindenberg, A. M., Visualization of nanocrystal 
breathing modes at extreme strains. Nat Commun 2015, 6 (1), 6577. 
208. Sánchez-Bajo, F.; Cumbrera, F. L., The Use of the Pseudo-Voigt Function in the Variance Method 
of X-ray Line-Broadening Analysis. J. Appl. Crystallogr. 1997, 30 (4), 427-430. 
209. Paszkowicz, W.; Minikayev, R.; Piszora, P.; Trots, D.; Knapp, M.; Wojciechowski, T.; Bacewicz, 
R., Thermal expansion of CuInSe2 in the 11–1,073 K range: an X-ray diffraction study. Appl. Phys. A 2014, 
116 (2), 767-780. 
210. Krynetskiĭ, I. B.; Gizhevskiĭ, B. A.; Naumov, S. V.; Kozlov, E. A., Size effect of the thermal 
expansion of nanostructural copper oxide. Phys. Solid State 2008, 50 (4), 756-758. 
211. Kuru, Y.; Wohlschlögel, M.; Welzel, U.; Mittemeijer, E. J., Crystallite size dependence of the 
coefficient of thermal expansion of metals. Appl. Phys. Lett. 2007, 90 (24), 243113. 
212. Magomedov, M. N., Dependence of the thermal expansion coefficient on the size and shape of 
diamond, silicon and germanium nanocrystals. Journal of Surface Investigation. X-ray, Synchrotron and 
Neutron Techniques 2015, 9 (6), 1213-1220. 
213. Plech, A.; Kotaidis, V.; Grésillon, S.; Dahmen, C.; von Plessen, G., Laser-induced heating and 
melting of gold nanoparticles studied by time-resolved x-ray scattering. Phys. Rev. B 2004, 70 (19), 195423. 
214. Neumann, H., Lattice vibrational, thermal and mechanical properties of CuInSe2. Solar Cells 1986, 
16, 399-418. 
215. Huber, M. L.; Laesecke, A.; Perkins, R., Transport Properties of n-Dodecane. Energy Fuels 2004, 
18 (4), 968-975. 
216. Moerke K.; Roscher T., Determination of the Thermal Conductivity of DMF-MethanolMethyl 
Formate Mixtures. Leuna Protocol 1975, 6131. 
217. Caudwell, D. R.; Trusler, J. P. M.; Vesovic, V.; Wakeham, W. A., The Viscosity and Density of n-
Dodecane and n-Octadecane at Pressures up to 200 MPa and Temperatures up to 473 K. Int. J. Thermophys. 
2004, 25 (5), 1339-1352. 
218. Bernal-García, J. M.; Guzmán-López, A.; Cabrales-Torres, A.; Estrada-Baltazar, A.; Iglesias-Silva, 
G. A., Densities and Viscosities of (N,N-Dimethylformamide + Water) at Atmospheric Pressure from 
(283.15 to 353.15) K. Journal of Chemical & Engineering Data 2008, 53 (4), 1024-1027. 
219. Pereira, L. M. C.; Chapoy, A.; Burgass, R.; Tohidi, B., Measurement and modelling of high 
pressure density and interfacial tension of (gas + n-alkane) binary mixtures. The Journal of Chemical 
Thermodynamics 2016, 97, 55-69. 



 

 

243 

220. Tyczyńska, M.; Jóźwiak, M.; Komudzińska, M.; Majak, T., Effect of temperature and composition 
on the volumetric, acoustic and thermal properties of N,N-dimethylformamide + propan-1-ol mixture. J. 
Mol. Liq. 2019, 290, 111124. 
221. Yazdani, N.; Andermatt, S.; Yarema, M.; Farto, V.; Bani-Hashemian, M. H.; Volk, S.; Lin, W. M. 
M.; Yarema, O.; Luisier, M.; Wood, V., Charge transport in semiconductors assembled from nanocrystal 
quantum dots. Nat. Commun. 2020, 11 (1), 2852. 
222. Smith, A. R.; Yoon, W.; Heuer, W. B.; Baril, S. I. M.; Boercker, J. E.; Tischler, J. G.; Foos, E. E., 
Effect of Ligand Structure on the Optical and Electronic Properties of Nanocrystalline PbSe Films. J. Phys. 
Chem. C 2012, 116 (10), 6031-6037. 
223. Lee, H.; Yoon, D.-E.; Koh, S.; Kang, M. S.; Lim, J.; Lee, D. C., Ligands as a universal molecular 
toolkit in synthesis and assembly of semiconductor nanocrystals. Chem. Sci. 2020, 11 (9), 2318-2329. 
224. Jeon, S.; Ahn, J.; Kim, H.; Woo, H. K.; Bang, J.; Lee, W. S.; Kim, D.; Hossain, M. A.; Oh, S. J., 
Investigation of the Chemical Effect of Solvent during Ligand Exchange on Nanocrystal Thin Films for 
Wearable Sensor Applications. J. Phys. Chem. C 2019, 123 (17), 11001-11010. 
225. Diroll, B. T.; Brumberg, A.; Leonard, A. A.; Panuganti, S.; Watkins, N. E.; Cuthriell, S. A.; Harvey, 
S. M.; Kinigstein, E. D.; Yu, J.; Zhang, X.; Kanatzidis, M. G.; Wasielewski, M. R.; Chen, L. X.; Schaller, 
R. D., Photothermal behaviour of titanium nitride nanoparticles evaluated by transient X-ray diffraction. 
Nanoscale 2021, 13 (4), 2658-2664. 
226. Panfil, Y. E.; Oded, M.; Banin, U., Colloidal Quantum Nanostructures: Emerging Materials for 
Display Applications. Angewandte Chemie International Edition 2018, 57 (16), 4274-4295. 
227. Choi, M. K.; Yang, J.; Hyeon, T.; Kim, D.-H., Flexible quantum dot light-emitting diodes for next-
generation displays. npj Flexible Electronics 2018, 2 (1), 10. 
228. Erdem, T.; Demir, H. V., Color science of nanocrystal quantum dots for lighting and displays. 
Nanophotonics 2013, 2 (1), 57-81. 
229. Kamat, P. V., Quantum Dot Solar Cells. Semiconductor Nanocrystals as Light Harvesters. The 
Journal of Physical Chemistry C 2008, 112 (48), 18737-18753. 
230. Hetsch, F.; Xu, X.; Wang, H.; Kershaw, S. V.; Rogach, A. L., Semiconductor Nanocrystal Quantum 
Dots as Solar Cell Components and Photosensitizers: Material, Charge Transfer, and Separation Aspects of 
Some Device Topologies. The Journal of Physical Chemistry Letters 2011, 2 (15), 1879-1887. 
231. Reiss, P., Synthesis of semiconductor nanocrystals in organic solvents. In Semiconductor 
Nanocrystal Quantum Dots: Synthesis, Assembly, Spectroscopy and Applications, Rogach, A. L., Ed. 
Springer Vienna: Vienna, 2008; pp 35-72. 
232. Chang, J.; Waclawik, E. R., Colloidal semiconductor nanocrystals: controlled synthesis and surface 
chemistry in organic media. RSC Advances 2014, 4 (45), 23505-23527. 
233. Kwon, S. G.; Hyeon, T., Colloidal Chemical Synthesis and Formation Kinetics of Uniformly Sized 
Nanocrystals of Metals, Oxides, and Chalcogenides. Accounts of Chemical Research 2008, 41 (12), 1696-
1709. 
234. Zhou, J.; Liu, Y.; Tang, J.; Tang, W., Surface ligands engineering of semiconductor quantum dots 
for chemosensory and biological applications. Materials Today 2017, 20 (7), 360-376. 
235. Hines, D. A.; Kamat, P. V., Quantum Dot Surface Chemistry: Ligand Effects and Electron Transfer 
Reactions. The Journal of Physical Chemistry C 2013, 117 (27), 14418-14426. 
236. Yarema, O.; Yarema, M.; Wood, V., Tuning the Composition of Multicomponent Semiconductor 
Nanocrystals: The Case of I–III–VI Materials. Chemistry of Materials 2018, 30 (5), 1446-1461. 
237. Long, Z.; Zhang, W.; Tian, J.; Chen, G.; Liu, Y.; Liu, R., Recent research on the luminous 
mechanism, synthetic strategies, and applications of CuInS2 quantum dots. Inorganic Chemistry Frontiers 
2021, 8 (4), 880-897. 
238. Aldakov, D.; Lefrançois, A.; Reiss, P., Ternary and quaternary metal chalcogenide nanocrystals: 
synthesis, properties and applications. Journal of Materials Chemistry C 2013, 1 (24), 3756-3776. 
239. Zhang, S. B.; Wei, S.-H.; Zunger, A.; Katayama-Yoshida, H., Defect physics of the 
${\mathrm{CuInSe}}_{2}$ chalcopyrite semiconductor. Physical Review B 1998, 57 (16), 9642-9656. 



 

 

244 

240. Rincón, C.; Márquez, R., Defect physics of the CuInSe2 chalcopyrite semiconductor. Journal of 
Physics and Chemistry of Solids 1999, 60 (11), 1865-1873. 
241. Jaffe, J. E.; Zunger, A., Defect-induced nonpolar-to-polar transition at the surface of CuInSe2. 
Journal of Physics and Chemistry of Solids 2003, 64 (9), 1547-1552. 
242. Colombara, D.; Elanzeery, H.; Nicoara, N.; Sharma, D.; Claro, M.; Schwarz, T.; Koprek, A.; 
Wolter, M. H.; Melchiorre, M.; Sood, M.; Valle, N.; Bondarchuk, O.; Babbe, F.; Spindler, C.; Cojocaru-
Miredin, O.; Raabe, D.; Dale, P. J.; Sadewasser, S.; Siebentritt, S., Chemical instability at chalcogenide 
surfaces impacts chalcopyrite devices well beyond the surface. Nat Commun 2020, 11 (1), 3634-3634. 
243. Berends, A. C.; Mangnus, M. J. J.; Xia, C.; Rabouw, F. T.; de Mello Donega, C., Optoelectronic 
Properties of Ternary I–III–VI2 Semiconductor Nanocrystals: Bright Prospects with Elusive Origins. The 
Journal of Physical Chemistry Letters 2019, 10 (7), 1600-1616. 
244. Leach, A. D. P.; Macdonald, J. E., Optoelectronic Properties of CuInS2 Nanocrystals and Their 
Origin. The Journal of Physical Chemistry Letters 2016, 7 (3), 572-583. 
245. Du, J.; Singh, R.; Fedin, I.; Fuhr, A. S.; Klimov, V. I., Spectroscopic insights into high defect 
tolerance of Zn:CuInSe2 quantum-dot-sensitized solar cells. Nature Energy 2020, 5 (5), 409-417. 
246. Madelung, O., Elements of the IVth group and IV-IV compounds. In Semiconductors: Data 
Handbook, Madelung, O., Ed. Springer Berlin Heidelberg: Berlin, Heidelberg, 2004; pp 7-70. 
247. Kang, X.; Yang, Y.; Huang, L.; Tao, Y.; Wang, L.; Pan, D., Large-scale synthesis of water-soluble 
CuInSe2/ZnS and AgInSe2/ZnS core/shell quantum dots. Green Chemistry 2015, 17 (8), 4482-4488. 
248. Lu, H.; Carroll, G. M.; Neale, N. R.; Beard, M. C., Infrared Quantum Dots: Progress, Challenges, 
and Opportunities. ACS Nano 2019, 13 (2), 939-953. 
249. Haloui, H.; Touafek, K.; Zaabat, M.; hocine, H. B. c. e.; Khelifa, A., The Copper Indium Selenium 
(CuInSe2) thin Films Solar Cells for Hybrid Photovoltaic Thermal Collectors (PVT). Energy Procedia 
2015, 74, 1213-1219. 
250. Feurer, T.; Carron, R.; Torres Sevilla, G.; Fu, F.; Pisoni, S.; Romanyuk, Y. E.; Buecheler, S.; 
Tiwari, A. N., Efficiency Improvement of Near-Stoichiometric CuInSe2 Solar Cells for Application in 
Tandem Devices. Advanced Energy Materials 2019, 9 (35), 1901428. 
251. Liu, F.; Zeng, Q.; Li, J.; Hao, X.; Ho-Baillie, A.; Tang, J.; Green, M. A., Emerging inorganic 
compound thin film photovoltaic materials: Progress, challenges and strategies. Materials Today 2020. 
252. Feurer, T.; Reinhard, P.; Avancini, E.; Bissig, B.; Löckinger, J.; Fuchs, P.; Carron, R.; Weiss, T. 
P.; Perrenoud, J.; Stutterheim, S.; Buecheler, S.; Tiwari, A. N., Progress in thin film CIGS photovoltaics – 
Research and development, manufacturing, and applications. Progress in Photovoltaics: Research and 
Applications 2017, 25 (7), 645-667. 
253. Kato, T., Cu(In,Ga)(Se,S)2solar cell research in Solar Frontier: Progress and current status. 
Japanese Journal of Applied Physics 2017, 56 (4S), 04CA02. 
254. Guo, J.; Wang, X.; Zhou, W.-H.; Chang, Z.-X.; Wang, X.; Zhou, Z.-J.; Wu, S.-X., Efficiency 
enhancement of dye-sensitized solar cells (DSSCs) using ligand exchanged CuInS2 NCs as counter 
electrode materials. RSC Advances 2013, 3 (34), 14731-14736. 
255. Zheng, Y.; Sadeghimakki, B.; Brunning, J. A. L.; Sivoththaman, S., Ligand Exchange 
Functionalization of CIS Quantum Dots for CIS/ZnO Film Heterojunctions. IEEE Transactions on 
Nanotechnology 2019, 18, 728-733. 
256. Reinhold, H.; Mikolajczak, U.; Brand, I.; Dosche, C.; Borchert, H.; Parisi, J.; Scheunemann, D., 
Shorter Is Not Always Better: Analysis of a Ligand Exchange Procedure for CuInS2 Nanoparticles as the 
Photovoltaic Absorber Material. The Journal of Physical Chemistry C 2020, 124 (37), 19922-19928. 
257. Bujak, P., Core and surface engineering in binary, ternary and quaternary semiconductor 
nanocrystals—A critical review. Synthetic Metals 2016, 222, 93-114. 
258. Tappan, B. A.; Barim, G.; Kwok, J. C.; Brutchey, R. L., Utilizing Diselenide Precursors toward 
Rationally Controlled Synthesis of Metastable CuInSe2 Nanocrystals. Chemistry of Materials 2018, 30 
(16), 5704-5713. 



 

 

245 

259. Panthani, M. G.; Stolle, C. J.; Reid, D. K.; Rhee, D. J.; Harvey, T. B.; Akhavan, V. A.; Yu, Y.; 
Korgel, B. A., CuInSe2 Quantum Dot Solar Cells with High Open-Circuit Voltage. The Journal of Physical 
Chemistry Letters 2013, 4 (12), 2030-2034. 
260. Akhavan, V. A.; Panthani, M. G.; Goodfellow, B. W.; Reid, D. K.; Korgel, B. A., Thickness-limited 
performance of CuInSe2 nanocrystal photovoltaic devices. Opt. Express 2010, 18 (S3), A411-A420. 
261. McCandless, B. E.; Shafarman, W. N. Chemical surface deposition of ultra-thin semiconductors. 
2003-01-01, 2003. 
262. Stolle, C. J.; Schaller, R. D.; Korgel, B. A., Efficient Carrier Multiplication in Colloidal CuInSe2 
Nanocrystals. The Journal of Physical Chemistry Letters 2014, 5 (18), 3169-3174. 
263. Zanatta, A. R., Revisiting the optical bandgap of semiconductors and the proposal of a unified 
methodology to its determination. Scientific Reports 2019, 9 (1), 11225. 
264. Klimov, V. I.; Schwarz, C. J.; McBranch, D. W.; Leatherdale, C. A.; Bawendi, M. G., Ultrafast 
dynamics of inter- and intraband transitions in semiconductor nanocrystals: Implications for quantum-dot 
lasers. Physical Review B 1999, 60 (4), R2177-R2180. 
265. Kraatz, I. T.; Booth, M.; Whitaker, B. J.; Nix, M. G. D.; Critchley, K., Sub-Bandgap Emission and 
Intraband Defect-Related Excited-State Dynamics in Colloidal CuInS2/ZnS Quantum Dots Revealed by 
Femtosecond Pump–Dump–Probe Spectroscopy. The Journal of Physical Chemistry C 2014, 118 (41), 
24102-24109. 
266. Sun, J.; Zhu, D.; Zhao, J.; Ikezawa, M.; Wang, X.; Masumoto, Y., Ultrafast carrier dynamics in 
CuInS2 quantum dots. Applied Physics Letters 2014, 104 (2), 023118. 
267. Debnath, T.; Ghosh, H. N., Ternary Metal Chalcogenides: Into the Exciton and Biexciton 
Dynamics. The Journal of Physical Chemistry Letters 2019, 10 (20), 6227-6238. 
268. Guyot-Sionnest, P.; Hines, M. A., Intraband transitions in semiconductor nanocrystals. Applied 
Physics Letters 1998, 72 (6), 686-688. 
269. Chang, A. Y.; Liu, W.; Talapin, D. V.; Schaller, R. D., Carrier Dynamics in Highly Quantum-
Confined, Colloidal Indium Antimonide Nanocrystals. ACS Nano 2014, 8 (8), 8513-8519. 
270. Houck, D. W.; Assaf, E. I.; Shin, H.; Greene, R. M.; Pernik, D. R.; Korgel, B. A., Pervasive Cation 
Vacancies and Antisite Defects in Copper Indium Diselenide (CuInSe2) Nanocrystals. The Journal of 
Physical Chemistry C 2019, 123 (14), 9544-9551. 
271. Reena Philip, R.; Pradeep, B., Nonideal anion displacement, band gap variation, and valence band 
splitting in Cu–In–Se compounds. Thin Solid Films 2005, 472 (1), 136-143. 
272. Rincón, C.; Ramírez, F. J., Lattice vibrations of CuInSe2 and CuGaSe2 by Raman 
microspectrometry. Journal of Applied Physics 1992, 72 (9), 4321-4324. 
273. Gadzhiev, T. M.; Babaev, A. A.; Gadzhieva, R. M.; Magomedova, D. K.; Khokhlachev, P. P., 
Properties of CuInSe2 films obtained by methods of selenization and quasi-equilibrium deposition. 
Inorganic Materials 2008, 44 (12), 1295. 
274. Yarema, O.; Bozyigit, D.; Rousseau, I.; Nowack, L.; Yarema, M.; Heiss, W.; Wood, V., Highly 
Luminescent, Size- and Shape-Tunable Copper Indium Selenide Based Colloidal Nanocrystals. Chemistry 
of Materials 2013, 25 (18), 3753-3757. 
275. Zhong, H.; Wang, Z.; Bovero, E.; Lu, Z.; van Veggel, F. C. J. M.; Scholes, G. D., Colloidal CuInSe2 
Nanocrystals in the Quantum Confinement Regime: Synthesis, Optical Properties, and 
Electroluminescence. J. Phys. Chem. C 2011, 115 (25), 12396-12402. 
276. Fuhr, A. S.; Yun, H. J.; Makarov, N. S.; Li, H.; McDaniel, H.; Klimov, V. I., Light Emission 
Mechanisms in CuInS2 Quantum Dots Evaluated by Spectral Electrochemistry. ACS Photonics 2017, 4 
(10), 2425-2435. 
277. van der Stam, W.; de Graaf, M.; Gudjonsdottir, S.; Geuchies, J. J.; Dijkema, J. J.; Kirkwood, N.; 
Evers, W. H.; Longo, A.; Houtepen, A. J., Tuning and Probing the Distribution of Cu+ and Cu2+ Trap 
States Responsible for Broad-Band Photoluminescence in CuInS2 Nanocrystals. ACS Nano 2018, 12 (11), 
11244-11253. 
278. Knowles, K. E.; Nelson, H. D.; Kilburn, T. B.; Gamelin, D. R., Singlet–Triplet Splittings in the 
Luminescent Excited States of Colloidal Cu+:CdSe, Cu+:InP, and CuInS2 Nanocrystals: Charge-Transfer 



 

 

246 

Configurations and Self-Trapped Excitons. Journal of the American Chemical Society 2015, 137 (40), 
13138-13147. 
279. Rice, W. D.; McDaniel, H.; Klimov, V. I.; Crooker, S. A., Magneto-Optical Properties of CuInS2 
Nanocrystals. The Journal of Physical Chemistry Letters 2014, 5 (23), 4105-4109. 
280. García-Rodríguez, R.; Hendricks, M. P.; Cossairt, B. M.; Liu, H.; Owen, J. S., Conversion 
Reactions of Cadmium Chalcogenide Nanocrystal Precursors. Chemistry of Materials 2013, 25 (8), 1233-
1249. 
281. Dierick, R.; Van den Broeck, F.; De Nolf, K.; Zhao, Q.; Vantomme, A.; Martins, J. C.; Hens, Z., 
Surface Chemistry of CuInS2 Colloidal Nanocrystals, Tight Binding of L-Type Ligands. Chemistry of 
Materials 2014, 26 (20), 5950-5957. 
282. Henderson, W. A.; Streuli, C. A., The Basicity of Phosphines. Journal of the American Chemical 
Society 1960, 82 (22), 5791-5794. 
283. Castro, S. L.; Bailey, S. G.; Raffaelle, R. P.; Banger, K. K.; Hepp, A. F., Synthesis and 
Characterization of Colloidal CuInS2 Nanoparticles from a Molecular Single-Source Precursor. The 
Journal of Physical Chemistry B 2004, 108 (33), 12429-12435. 
284. Moodelly, D.; Kowalik, P.; Bujak, P.; Pron, A.; Reiss, P., Synthesis, photophysical properties and 
surface chemistry of chalcopyrite-type semiconductor nanocrystals. Journal of Materials Chemistry C 
2019, 7 (38), 11665-11709. 
285. Pinchetti, V.; Lorenzon, M.; McDaniel, H.; Lorenzi, R.; Meinardi, F.; Klimov, V. I.; Brovelli, S., 
Spectro-electrochemical Probing of Intrinsic and Extrinsic Processes in Exciton Recombination in I–III–
VI2 Nanocrystals. Nano Letters 2017, 17 (7), 4508-4517. 
286. Lim, S. J.; Kim, W.; Jung, S.; Seo, J.; Shin, S. K., Anisotropic Etching of Semiconductor 
Nanocrystals. Chem. Mater. 2011, 23 (22), 5029-5036. 
287. Lim, S. J.; Kim, W.; Shin, S. K., A Photoetching-After-Growth Approach for the Synthesis of 
Nanocrystal Heterostructures Exhibiting Tunable Dual-Band Emission. Advanced Materials Interfaces 
2020, 7 (1), 1901769. 
288. Pandres, E. P.; Crane, M. J.; Davis, E. J.; Pauzauskie, P. J.; Holmberg, V. C., Laser-Driven Growth 
of Semiconductor Nanowires from Colloidal Nanocrystals. ACS Nano 2021, 15 (5), 8653-8662. 
289. Moroz, P.; Boddy, A.; Zamkov, M., Challenges and Prospects of Photocatalytic Applications 
Utilizing Semiconductor Nanocrystals. Frontiers in Chemistry 2018, 6 (353). 
290. Flamee, S.; Cirillo, M.; Abe, S.; De Nolf, K.; Gomes, R.; Aubert, T.; Hens, Z., Fast, High Yield, 
and High Solid Loading Synthesis of Metal Selenide Nanocrystals. Chemistry of Materials 2013, 25 (12), 
2476-2483. 
291. Tran, V. A.; Lee, S.-W., pH-triggered degradation and release of doxorubicin from zeolitic 
imidazolate framework-8 (ZIF8) decorated with polyacrylic acid. RSC Advances 2021, 11 (16), 9222-9234. 
292. Knauf, R. R.; Lennox, J. C.; Dempsey, J. L., Quantifying Ligand Exchange Reactions at CdSe 
Nanocrystal Surfaces. Chem. Mater. 2016, 28 (13), 4762-4770. 
293. Oka, K.; Shibue, T.; Sugimura, N.; Watabe, Y.; Winther-Jensen, B.; Nishide, H., Long-lived water 
clusters in hydrophobic solvents investigated by standard NMR techniques. Scientific Reports 2019, 9 (1), 
223. 
294. Oka, K.; Shibue, T.; Sugimura, N.; Watabe, Y.; Winther-Jensen, B.; Nishide, H., Nonpolar Water 
Clusters: Proton Nuclear Magnetic Resonance Spectroscopic Evidence for Transformation from Polar 
Water to Nonpolar Water Clusters in Liquid State. The Journal of Physical Chemistry Letters 2021, 12 (1), 
276-279. 
295. Chen, J. Y. C.; Martí, A. A.; Turro, N. J.; Komatsu, K.; Murata, Y.; Lawler, R. G., Comparative 
NMR Properties of H2 and HD in Toluene-d8 and in H2/HD@C60. J. Phys. Chem. B 2010, 114 (45), 
14689-14695. 
296. Ji, Y.; DiRocco, D. A.; Kind, J.; Thiele, C. M.; Gschwind, R. M.; Reibarkh, M., LED-Illuminated 
NMR Spectroscopy: A Practical Tool for Mechanistic Studies of Photochemical Reactions. 
ChemPhotoChem 2019, 3 (10), 984-992. 



 

 

247 

297. Ward, H. R., Chemically induced dynamic nuclear polarization (CIDNP). I. Phenomenon, 
examples, and applications. Acc. Chem. Res. 1972, 5 (1), 18-24. 
298. Degen, C. L.; Reinhard, F.; Cappellaro, P., Quantum sensing. Rev. Mod. Phys. 2017, 89 (3), 
035002/1-035002/39. 
299. Ladd, T. D.; Jelezko, F.; Laflamme, R.; Nakamura, Y.; Monroe, C.; O'Brien, J. L., Quantum 
computers. Nature 2010, 464 (7285), 45-53. 
300. Popkin, G., Quest for qubits. Science 2016, 354 (6316), 1090-1093. 
301. Burkard, G.; Engel, H.-A.; Loss, D., Spintronics and quantum dots for quantum computing and 
quantum communication. Fortschr. Phys. 2000, 48 (9-11), 965-986. 
302. Loss, D.; DiVincenzo, D. P., Quantum computation with quantum dots. Phys. Rev. A: At., Mol., 
Opt. Phys. 1998, 57 (1), 120-126. 
303. Gupta, J. A.; Awschalom, D. D.; Peng, X.; Alivisatos, A. P., Spin coherence in semiconductor 
quantum dots. Phys. Rev. B: Condens. Matter Mater. Phys. 1999, 59 (16), R10421-R10424. 
304. Ouyang, M.; Awschalom, D. D., Coherent Spin Transfer Between Molecularly Bridged Quantum 
Dots. Science 2003, 301 (5636), 1074-1078. 
305. Kloeffel, C.; Loss, D., Prospects for spin-based quantum computing in quantum dots. Annu. Rev. 
Condens. Matter Phys. 2013, 4, 51-81. 
306. Awschalom, D. D.; Bassett, L. C.; Dzurak, A. S.; Hu, E. L.; Petta, J. R., Quantum Spintronics: 
Engineering and Manipulating Atom-Like Spins in Semiconductors. Science 2013, 339 (6124), 1174-1179. 
307. Murray, C. B.; Norris, D. J.; Bawendi, M. G., Synthesis and characterization of nearly 
monodisperse CdE (E = sulfur, selenium, tellurium) semiconductor nanocrystallites. J. Am. Chem. Soc. 
1993, 115 (19), 8706-15. 
308. Talapin, D. V.; Nelson, J. H.; Shevchenko, E. V.; Aloni, S.; Sadtler, B.; Alivisatos, A. P., Seeded 
Growth of Highly Luminescent CdSe/CdS Nanoheterostructures with Rod and Tetrapod Morphologies. 
Nano Lett. 2007, 7 (10), 2951-2959. 
309. Beberwyck, B. J.; Surendranath, Y.; Alivisatos, A. P., Cation Exchange: A Versatile Tool for 
Nanomaterials Synthesis. J. Phys. Chem. C 2013, 117 (39), 19759-19770. 
310. Gupta, J. A.; Awschalom, D. D.; Efros, A. L.; Rodina, A. V., Spin dynamics in semiconductor 
nanocrystals. Phys. Rev. B: Condens. Matter Mater. Phys. 2002, 66 (12), 125307/1-125307/12. 
311. DiVincenzo, D. P., The Physical Implementation of Quantum Computation. Fortschritte der Physik 
2000, 48 (9-11), 771-783. 
312. Hu, R.; Yakovlev, D. R.; Liang, P.; Qiang, G.; Chen, C.; Jia, T.; Sun, Z.; Bayer, M.; Feng, D., 
Origin of Two Larmor Frequencies in the Coherent Spin Dynamics of Colloidal CdSe Quantum Dots 
Revealed by Controlled Charging. J. Phys. Chem. Lett. 2019, 10 (13), 3681-3687. 
313. Siebers, B.; Biadala, L.; Yakovlev, D. R.; Rodina, A. V.; Aubert, T.; Hens, Z.; Bayer, M., Exciton 
spin dynamics and photoluminescence polarization of CdSe/CdS dot-in-rod nanocrystals in high magnetic 
fields. Phys. Rev. B: Condens. Matter Mater. Phys. 2015, 91 (15), 155304/1-155304/17. 
314. Ma, H.; Jin, Z.; Zhang, Z.; Li, G.; Ma, G., Exciton Spin Relaxation in Colloidal CdSe Quantum 
Dots at Room Temperature. J. Phys. Chem. A 2012, 116 (9), 2018-2023. 
315. Huxter, V. M.; Kim, J.; Lo, S. S.; Lee, A.; Nair, P. S.; Scholes, G. D., Spin relaxation in zinc blende 
and wurtzite CdSe quantum dots. Chem. Phys. Lett. 2010, 491 (4-6), 187-192. 
316. Brovelli, S.; Schaller, R. D.; Crooker, S. A.; García-Santamaría, F.; Chen, Y.; Viswanatha, R.; 
Hollingsworth, J. A.; Htoon, H.; Klimov, V. I., Nano-engineered electron–hole exchange interaction 
controls exciton dynamics in core–shell semiconductor nanocrystals. Nat. Commun. 2011, 2 (1), 280. 
317. Nelson, J. N.; Zhang, J.; Zhou, J.; Rugg, B. K.; Krzyaniak, M. D.; Wasielewski, M. R., CNOT gate 
operation on a photogenerated molecular electron spin-qubit pair. J. Chem. Phys. 2020, 152 (1), 014503/1-
014503/7. 
318. Atzori, M.; Sessoli, R., The Second Quantum Revolution: Role and Challenges of Molecular 
Chemistry. J. Am. Chem. Soc. 2019, 141 (29), 11339-11352. 
319. Bloom, B. P.; Graff, B. M.; Ghosh, S.; Beratan, D. N.; Waldeck, D. H., Chirality Control of Electron 
Transfer in Quantum Dot Assemblies. J. Am. Chem. Soc. 2017, 139 (26), 9038-9043. 



 

 

248 

320. Bloom, B. P.; Kiran, V.; Varade, V.; Naaman, R.; Waldeck, D. H., Spin selective charge transport 
through cysteine capped CdSe quantum dots. Nano Lett. 2016, 16 (7), 4583-4589. 
321. Mtangi, W.; Kiran, V.; Fontanesi, C.; Naaman, R., Role of the Electron Spin Polarization in Water 
Splitting. J. Phys. Chem. Lett. 2015, 6 (24), 4916-4922. 
322. Peer, N.; Dujovne, I.; Yochelis, S.; Paltiel, Y., Nanoscale Charge Separation Using Chiral 
Molecules. ACS Photonics 2015, 2 (10), 1476-1481. 
323. Abendroth, J. M.; Stemer, D. M.; Bloom, B. P.; Roy, P.; Naaman, R.; Waldeck, D. H.; Weiss, P. 
S.; Mondal, P. C., Spin selectivity in photoinduced charge-transfer mediated by chiral molecules. ACS Nano 
2019, 13 (5), 4928-4946. 
324. Bender, J. A.; Raulerson, E. K.; Li, X.; Goldzak, T.; Xia, P.; Van Voorhis, T.; Tang, M. L.; Roberts, 
S. T., Surface States Mediate Triplet Energy Transfer in Nanocrystal-Acene Composite Systems. J. Am. 
Chem. Soc. 2018, 140 (24), 7543-7553. 
325. Li, X.; Huang, Z.; Zavala, R.; Tang, M. L., Distance-Dependent Triplet Energy Transfer between 
CdSe Nanocrystals and Surface Bound Anthracene. J. Phys. Chem. Lett. 2016, 7 (11), 1955-1959. 
326. Mongin, C.; Garakyaraghi, S.; Razgoniaeva, N.; Zamkov, M.; Castellano, F. N., Direct observation 
of triplet energy transfer from semiconductor nanocrystals. Science 2016, 351 (6271), 369-372. 
327. Jin, T.; Uhlikova, N.; Xu, Z.; Zhu, Y.; Huang, Y.; Egap, E.; Lian, T., Enhanced triplet state 
generation through radical pair intermediates in BODIPY-quantum dot complexes. J. Chem. Phys. 2019, 
151 (24), 241101/1-241101/6. 
328. Wang, J.; Ding, T.; Nie, C.; Wang, M.; Zhou, P.; Wu, K., Spin-controlled charge-recombination 
pathways across the inorganic/organic interface. J. Am. Chem. Soc. 2020, 142 (10), 4723-4731. 
329. Hore, P. J., The triplet mechanism of chemically induced dynamic electron polarization. A vector 
model. Chem. Phys. Lett. 1980, 69 (3), 563-6. 
330. Hore, P. J.; Joslin, C. G.; McLauchlan, K. A., The role of chemically-induced dynamic electron 
polarization (CIDEP) in chemistry. Chem. Soc. Rev. 1979, 8 (1), 29-61. 
331. Steiner, U. E.; Ulrich, T., Magnetic field effects in chemical kinetics and related phenomena. Chem. 
Rev. 1989, 89 (1), 51-147. 
332. Wong, S. K.; Hutchinson, D. A.; Wan, J. K. S., Chemically induced dynamic electron polarization. 
II. General theory for radicals produced by photochemical reactions of excited triplet carbonyl compounds. 
J. Chem. Phys. 1973, 58 (3), 985-9. 
333. Kobori, Y.; Fuki, M.; Murai, H., Electron Spin Polarization Transfer to the Charge-Separated State 
from Locally Excited Triplet Configuration: Theory and Its Application to Characterization of Geometry 
and Electronic Coupling in the Electron Donor-Acceptor System. J. Phys. Chem. B 2010, 114 (45), 14621-
14630. 
334. Wang, X.-Z.; Li, X.-Q.; Shao, X.-B.; Zhao, X.; Deng, P.; Jiang, X.-K.; Li, Z.-T.; Chen, Y.-Q., 
Selective Rearrangements of Quadruply Hydrogen-Bonded Dimer Driven by Donor–Acceptor Interaction. 
Chem.: Eur. J. 2003, 9 (12), 2904-2913. 
335. Carbone, L.; Nobile, C.; De Giorgi, M.; Sala, F. D.; Morello, G.; Pompa, P.; Hytch, M.; Snoeck, 
E.; Fiore, A.; Franchini, I. R.; Nadasan, M.; Silvestre, A. F.; Chiodo, L.; Kudera, S.; Cingolani, R.; Krahne, 
R.; Manna, L., Synthesis and Micrometer-Scale Assembly of Colloidal CdSe/CdS Nanorods Prepared by a 
Seeded Growth Approach. Nano Lett. 2007, 7 (10), 2942-2950. 
336. Olshansky, J. H.; Balan, A. D.; Ding, T. X.; Fu, X.; Lee, Y. V.; Alivisatos, A. P., Temperature-
Dependent Hole Transfer from Photoexcited Quantum Dots to Molecular Species: Evidence for Trap-
Mediated Transfer. ACS Nano 2017, 11 (8), 8346-8355. 
337. Chen, O.; Zhao, J.; Chauhan, V. P.; Cui, J.; Wong, C.; Harris, D. K.; Wei, H.; Han, H.-S.; 
Fukumura, D.; Jain, R. K.; Bawendi, M. G., Compact high-quality CdSe-CdS core-shell nanocrystals with 
narrow emission linewidths and suppressed blinking. Nat. Mater. 2013, 12 (5), 445-451. 
338. Gomes, R.; Hassinen, A.; Szczygiel, A.; Zhao, Q.; Vantomme, A.; Martins, J. C.; Hens, Z., Binding 
of Phosphonic Acids to CdSe Quantum Dots: A Solution NMR Study. J. Phys. Chem. Lett. 2011, 2 (3), 
145-152. 



 

 

249 

339. Olshansky, J. H.; Ding, T. X.; Lee, Y. V.; Leone, S. R.; Alivisatos, A. P., Hole Transfer from 
Photoexcited Quantum Dots: The Relationship between Driving Force and Rate. J. Am. Chem. Soc. 2015, 
137 (49), 15567-15575. 
340. Boehme, S. C.; Wang, H.; Siebbeles, L. D. A.; Vanmaekelbergh, D.; Houtepen, A. J., 
Electrochemical Charging of CdSe Quantum Dot Films: Dependence on Void Size and Counterion 
Proximity. ACS Nano 2013, 7 (3), 2500-2508. 
341. Zhu, H.; Song, N.; Lian, T., Wave Function Engineering for Ultrafast Charge Separation and Slow 
Charge Recombination in Type II Core/Shell Quantum Dots. J. Am. Chem. Soc. 2011, 133 (22), 8762-8771. 
342. Zhu, H.; Song, N.; Rodriguez-Cordoba, W.; Lian, T., Wave Function Engineering for Efficient 
Extraction of up to Nineteen Electrons from One CdSe/CdS Quasi-Type II Quantum Dot. J. Am. Chem. 
Soc. 2012, 134 (9), 4250-4257. 
343. Bodunov, E. N.; Antonov, Y. A.; Gamboa, A. L. S., On the origin of stretched exponential 
(Kohlrausch) relaxation kinetics in the room temperature luminescence decay of colloidal quantum dots. J. 
Chem. Phys. 2017, 146 (11), 114102. 
344. Zhu, H.; Song, N.; Lian, T., Controlling Charge Separation and Recombination Rates in CdSe/ZnS 
Type I Core-Shell Quantum Dots by Shell Thicknesses. J. Am. Chem. Soc. 2010, 132 (42), 15038-15045. 
345. Dworak, L.; Matylitsky, V. V.; Breus, V. V.; Braun, M.; Basche, T.; Wachtveitl, J., Ultrafast 
Charge Separation at the CdSe/CdS Core/Shell Quantum Dot/Methylviologen Interface: Implications for 
Nanocrystal Solar Cells. J. Phys. Chem. C 2011, 115 (10), 3949-3955. 
346. Zeng, P.; Kirkwood, N.; Mulvaney, P.; Boldt, K.; Smith, T. A., Shell effects on hole-coupled 
electron transfer dynamics from CdSe/CdS quantum dots to methyl viologen. Nanoscale 2016, 8 (19), 
10380-10387. 
347. de Sousa, J. S.; Freire, J. A. K.; Farias, G. A., Exciton escape in CdSe core-shell quantum dots: 
Implications for the development of nanocrystal solar cells. Phys. Rev. B: Condens. Matter Mater. Phys. 
2007, 76 (15), 155317/1-155317/7. 
348. Rinehart, J. D.; Schimpf, A. M.; Weaver, A. L.; Cohn, A. W.; Gamelin, D. R., Photochemical 
Electronic Doping of Colloidal CdSe Nanocrystals. J. Am. Chem. Soc. 2013, 135 (50), 18782-18785. 
349. Whitaker, K. M.; Ochsenbein, S. T.; Polinger, V. Z.; Gamelin, D. R., Electron Confinement Effects 
in the EPR Spectra of Colloidal n-Type ZnO Quantum Dots. J. Phys. Chem. C 2008, 112 (37), 14331-
14335. 
350. Dubinski, A. A.; Perekhodtsev, G. D.; Poluektov, O. G.; Rajh, T.; Thurnauer, M. C., Analytical 
Treatment of EPR Spectra of Weakly Coupled Spin-Correlated Radical Pairs in Disordered Solids: 
Application to the Charge-Separated State in TiO2 Nanoparticles. J. Phys. Chem. B 2002, 106 (5), 938-
944. 
351. Rajh, T.; Poluektov, O.; Dubinski, A. A.; Wiederrecht, G.; Thurnauer, M. C.; Trifunac, A. D., Spin 
polarization mechanisms in early stages of photoinduced charge separation in surface-modified TiO2 
nanoparticles. Chem. Phys. Lett. 2001, 344 (1,2), 31-39. 
352. Carmieli, R.; Thazhathveetil, A. K.; Lewis, F. D.; Wasielewski, M. R., Photoselective DNA Hairpin 
Spin Switches. J. Am. Chem. Soc. 2013, 135 (30), 10970-10973. 
353. Michaeli, S.; Meiklyar, V.; Endeward, B.; Mobius, K.; Levanon, H., Photoinduced electron transfer 
between C60 and N,N,N',N'-tetramethylbenzidine (NTMB). Fourier transform electron paramagnetic 
resonance study. Res. Chem. Intermed. 1997, 23 (6), 505-517. 
354. Garcia-Santamaria, F.; Chen, Y.; Vela, J.; Schaller, R. D.; Hollingsworth, J. A.; Klimov, V. I., 
Suppressed Auger Recombination in "Giant" Nanocrystals Boosts Optical Gain Performance. Nano Lett. 
2009, 9 (10), 3482-3488. 
355. Basel, B. S.; Young, R. M.; Krzyaniak, M. D.; Papadopoulos, I.; Hetzer, C.; Gao, Y.; La Porte, N. 
T.; Phelan, B. T.; Clark, T.; Tykwinski, R. R.; Wasielewski, M. R.; Guldi, D. M., Influence of the heavy-
atom effect on singlet fission: a study of platinum-bridged pentacene dimers. Chem. Sci. 2019, 10 (48), 
11130-11140. 



 

 

250 

356. Schott, S.; McNellis, E. R.; Nielsen, C. B.; Chen, H.-Y.; Watanabe, S.; Tanaka, H.; McCulloch, I.; 
Takimiya, K.; Sinova, J.; Sirringhaus, H., Tuning the effective spin-orbit coupling in molecular 
semiconductors. Nat. Commun. 2017, 8 (1), 15200. 
357. Norris, D. J.; Efros, A. L.; Rosen, M.; Bawendi, M. G., Size dependence of exciton fine structure 
in CdSe quantum dots. Phys. Rev. B 1996, 53 (24), 16347-16354. 
358. Carbone, L.; Nobile, C.; De Giorgi, M.; Sala, F. D.; Morello, G.; Pompa, P.; Hytch, M.; Snoeck, 
E.; Fiore, A.; Franchini, I. R.; Nadasan, M.; Silvestre, A. F.; Chiodo, L.; Kudera, S.; Cingolani, R.; Krahne, 
R.; Manna, L., Synthesis and Micrometer-Scale Assembly of Colloidal CdSe/CdS Nanorods Prepared by a 
Seeded Growth Approach. Nano Lett. 2007, 7 (10), 2942-2950. 
359. Enright, M. J.; Sarsito, H.; Cossairt, B. M., Kinetically controlled assembly of cadmium 
chalcogenide nanorods and nanorod heterostructures. Materials Chemistry Frontiers 2018, 2 (7), 1296-
1305. 
360. Peng, Q.; Dong, Y.; Deng, Z.; Li, Y., Selective Synthesis and Characterization of CdSe Nanorods 
and Fractal Nanocrystals. Inorg. Chem. 2002, 41 (20), 5249-5254. 
361. Cho, W.; Kim, S.; Coropceanu, I.; Srivastava, V.; Diroll, B. T.; Hazarika, A.; Fedin, I.; Galli, G.; 
Schaller, R. D.; Talapin, D. V., Direct Synthesis of Six-Monolayer (1.9 nm) Thick Zinc-Blende CdSe 
Nanoplatelets Emitting at 585 nm. Chem. Mater. 2018, 30 (20), 6957-6960. 
362. Yu, J.; Chen, R., Optical properties and applications of two-dimensional CdSe nanoplatelets. 
InfoMat 2020, 2 (5), 905-927. 
363. Gupta, J. A.; Awschalom, D. D.; Efros, A. L.; Rodina, A. V., Spin dynamics in semiconductor 
nanocrystals. Phys. Rev. B 2002, 66 (12), 125307. 
364. Shornikova, E. V.; Biadala, L.; Yakovlev, D. R.; Feng, D.; Sapega, V. F.; Flipo, N.; Golovatenko, 
A. A.; Semina, M. A.; Rodina, A. V.; Mitioglu, A. A.; Ballottin, M. V.; Christianen, P. C. M.; Kusrayev, 
Y. G.; Nasilowski, M.; Dubertret, B.; Bayer, M., Electron and Hole g-Factors and Spin Dynamics of 
Negatively Charged Excitons in CdSe/CdS Colloidal Nanoplatelets with Thick Shells. Nano Lett. 2018, 18 
(1), 373-380. 
365. Feng, D. H.; Li, X.; Jia, T. Q.; Pan, X. Q.; Sun, Z. R.; Xu, Z. Z., Long-lived, room-temperature 
electron spin coherence in colloidal CdS quantum dots. Appl. Phys. Lett. 2012, 100 (12), 122406. 
366. Gao, Y.; Weidman, M. C.; Tisdale, W. A., CdSe Nanoplatelet Films with Controlled Orientation 
of their Transition Dipole Moment. Nano Lett. 2017, 17 (6), 3837-3843. 
367. Momper, R.; Zhang, H.; Chen, S.; Halim, H.; Johannes, E.; Yordanov, S.; Braga, D.; Blülle, B.; 
Doblas, D.; Kraus, T.; Bonn, M.; Wang, H. I.; Riedinger, A., Kinetic Control over Self-Assembly of 
Semiconductor Nanoplatelets. Nano Lett. 2020, 20 (6), 4102-4110. 
368. Abdullin, D.; Duthie, F.; Meyer, A.; Müller, E. S.; Hagelueken, G.; Schiemann, O., Comparison of 
PELDOR and RIDME for Distance Measurements between Nitroxides and Low-Spin Fe(III) Ions. J. Phys. 
Chem. B 2015, 119 (43), 13534-13542. 
369. Akhmetzyanov, D.; Ching, H. Y. V.; Denysenkov, V.; Demay-Drouhard, P.; Bertrand, H. C.; 
Tabares, L. C.; Policar, C.; Prisner, T. F.; Un, S., RIDME spectroscopy on high-spin Mn2+ centers. Phys. 
Chem. Chem. Phys. 2016, 18 (44), 30857-30866. 
370. Polli, D.; Brida, D.; Mukamel, S.; Lanzani, G.; Cerullo, G., Effective temporal resolution in pump-
probe spectroscopy with strongly chirped pulses. Phys. Rev. A 2010, 82 (5), 053809. 
371. . 
372. Momma, K.; Izumi, F., VESTA 3 for three-dimensional visualization of crystal, volumetric and 
morphology data. J. Appl. Crystallogr. 2011, 44 (6), 1272-1276. 
373. Omata, T.; Nose, K.; Otsuka-Yao-Matsuo, S., Size dependent optical band gap of ternary I-III-VI2 
semiconductor nanocrystals. Journal of Applied Physics 2009, 105 (7), 073106. 
374. Brumberg, A.; Diroll, B. T.; Nedelcu, G.; Sykes, M. E.; Liu, Y.; Harvey, S. M.; Wasielewski, M. 
R.; Kovalenko, M. V.; Schaller, R. D., Material Dimensionality Effects on Electron Transfer Rates Between 
CsPbBr3 and CdSe Nanoparticles. Nano Lett. 2018, 18 (8), 4771-4776. 
375. Jasieniak, J.; Smith, L.; van Embden, J.; Mulvaney, P.; Califano, M., Re-examination of the Size-
Dependent Absorption Properties of CdSe Quantum Dots. J. Phys. Chem. C 2009, 113 (45), 19468-19474. 



 

 

251 

376. Young, R. M.; Dyar, S. M.; Barnes, J. C.; Juricek, M.; Stoddart, J. F.; Co, D. T.; Wasielewski, M. 
R., Ultrafast Conformational Dynamics of Electron Transfer in ExBox4+⊂Perylene. J. Phys. Chem. A 2013, 
117 (47), 12438-12448. 
377. Klimov, V. I.; McBranch, D. W.; Leatherdale, C. A.; Bawendi, M. G., Electron and hole relaxation 
pathways in semiconductor quantum dots. Phys. Rev. B 1999, 60 (19), 13740-13749. 
378. Neese, F., The ORCA program system. Wiley Interdisciplinary Reviews: Computational Molecular 
Science 2012, 2 (1), 73-78. 

 


