
 

 

 

NORTHWESTERN UNIVERSITY 

 

 

Enabling cell-based therapies through environmental sensing and signal processing 

 

 

A DISSERATION 

 

 

SUBMITTED TO THE GRADUATE SCHOOL 

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 

 

 

for the degree 

 

 

DOCTOR OF PHILOSOPHY 

 

 

Field of Interdisciplinary Biological Sciences 

 

 

By 

Patrick Sean Donahue 

 

 

EVANSTON, ILLINOIS 

 

 

December 2020 

  



2 
 

 

 

 

 

 

 

 

 

 

 

© Copyright by Patrick Donahue 2020 

All Rights Reserved 

  



3 
 

Abstract 

Cell-based therapies are an exciting frontier in medicine. This field is built on a simple premise—

cells can be engineered to recognize and treat various human diseases. The paradigm of cell-based 

therapy uses biosensors to interrogate a cell’s environment and distinguish disease from health, 

intracellular signaling pathways and genetic circuitry to process, integrate, and interpret this information, 

and effector functions to enact a therapeutic response against the disease. Best exemplified at present by 

chimeric antigen receptor modified T cells, which are programmed to patrol the body and to seek out and 

destroy tumor cells, cellular therapeutics hold promise for treating cancer and many other pathologies. 

Though several cell-based therapies have gained FDA approval in recent years for clinical use against 

hematologic malignancies, the reach of cell-based therapies is limited by many factors, including the 

availability of fundamental technologies that could enable us to target the cells against a broad range of 

diseases. This thesis aims to address this problem through two overarching efforts: (I) developing 

fundamental technologies for cell-based biosensors and therapeutics and (II) translating these cell-based 

devices for clinical applications. 

Towards the first aim, I first refined technologies for sensing hallmarks of the tumor 

microenvironment and discovered that employing different transmembrane domains in a synthetic receptor 

system could mitigate ligand-independent signaling. This advance will enhance the specificity, and thereby 

safety, of cell-based therapies that rely on synthetic, transmembrane receptors to sense their environments. 

I also investigated biosensors for detecting hypoxia, a feature common to many cancers and other 

pathologies, elucidated several principles for engineering these sensors, and designed genetic circuits to 

modulate their signaling. These circuits may ultimately make these biosensors more robust and resultingly 

expand the range of applications for this technology to many disease indications. Finally, I developed a 

toolkit for the engineering of genetic programs in mammalian cells. Through a thorough investigation and 

characterization of synthetic promoters and transcription factors, I established principles for tuning this 

system and enabled the design of a mathematical model that predicts how these components and circuits 

function. This toolkit, termed the Composable Mammalian Elements of Transcription (COMET), has broad 

applications for composing genetic circuits that form the signaling pathways in cell-based therapies, 



4 
 

including those that convert the signaling from biosensors into an effector function. 

Towards the second aim, I developed a natural killer cell-based strategy that can be deployed 

against a broad range of solid tumors. Microenvironment induced natural killer cells (MINK) recognize 

hallmarks of the tumor microenvironment (TME), such as hypoxia, rather than tumor cell-surface antigens, 

and respond with a therapeutic effector function, such as producing a cytokine to stimulate an immune 

response against the tumor. By relying on features that arise from tumor physiology and are thus common 

across tumors rather than on tumor-specific antigens, MINK and other tumor TME-recognizing therapies 

may find wide utility. As evidenced by MINK, the technologies developed in this thesis enable the 

engineering of cell-based therapies against cancer; these synthetic biology technologies will ultimately 

enable the development of cell-based therapies against a broad range of diseases. 
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1.1 The hallmarks of cancer underly our therapeutic successes 

In the United States, there will be approximately 1.8 million new cancer cases and 600,000 deaths 

from cancer in 20205. While staggering, these numbers are lower than they would have been without the 

two standards of modern cancer care—early detection and innovative treatments. The cancer death rate 

began falling in 1991, and since then, these efforts have saved an estimated 2.9 million lives5. Surgery, 

chemotherapy, and radiation comprise the standard of care, and innovation in all three modalities has led 

to these continually increasing survival rates. These innovations are largely driven by our increased 

understanding of the fundamental biology of tumors and how these treatments target various aspects of 

the physiology6, 7. 

As Hanahan and Weinberg described in their landmark 2000 paper8, there are several hallmarks 

of cancer cell physiology: self-sufficiency in growth signals, insensitivity to growth-inhibitor signals, evasion 

of programmed cell death, limitless replicative potential, sustained angiogenesis, and tissue invasion and 

metastasis. Together, these lead to rapid, malignant growth; it is this property that we have exploited for 

the successful treatment of many cancers with chemotherapy and radiation. The physiology which drives 

the disease is therefore its underlying weakness—the faster the cells grow, the more susceptible they are 

to these agents that inhibit cell growth by damaging DNA, inhibiting mitosis, and depriving the cells of 

nutrients, among other mechanisms. The first decades of the 21st century saw the years of fundamental 

research into cell and tumor cell biology that revealed the driving mutations in many cancers bear great fruit 

in the form of precision medicine9. For each patient, we could sequence the tumor and choose small 

molecule drugs targeted to the specific dysregulated pathways or the specific driving mutations of the tumor. 

As more patients were treated with targeted therapeutics, we learned more about cancer physiology from 

the patients who did and did not respond—many patients have mutations for which we don’t yet have drugs, 

tumor heterogeneity means some cells may not have the mutations required for the drugs to efficacious, 

tumors then select for these cells, and some of the mutations are simply associated with the tumor rather 

than driving its physiology and are therefore not actually therapeutic targets10. 

As techniques for studying biology progressed further, so did our understanding of the cancer cell 

and its interaction with its host. This led to a revision of these hallmarks of cancer. Hanahan and Weinberg 
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described in 2011 the next-generation hallmarks of cancer, including two new enabling characteristics, 

genome instability and tumor-promoting inflammation, and two emerging hallmarks, deregulating cellular 

energetics and avoiding immune destruction11. Interestingly two of these areas concern the interaction 

between the tumor and the immune system, relating to how cancers both avoid and exploit our bodies’ 

mechanisms for dealing with invasive threats. Recently, therapeutics focused on addressing this interaction 

and restoring the proper balance of anti-tumor immunity have seen breakthrough clinical successes. 

 

1.2 Moving beyond chemotherapy: targeting other hallmarks of cancer with immunotherapy 

After several decades of intense laboratory research, immunotherapies have recently shown 

successes in clinical trials. However, early evidence of immunotherapy dates back to 1891, when tumors 

were injected with bacteria to drive a response against them12, 13. Currently there are a broad range of 

immunotherapeutic strategies under investigation in the laboratory as well as in preclinical and clinical trials. 

The use of Bacille Calmette-Guérin (BCG) vaccine, a mycobacteria similar to tuberculosis, as a modern 

intravesical therapy for bladder cancer is proposed to work through an immunostimulatory mechanism and 

was first demonstrated effective in 197614, 15. Cytokine injection and infusion directly into tumors simulates 

the immune system16, with major players in this space including interferon (IFN)-α, interleukin (IL)-217, IL-

1218, IL-1519, 20, and IL-2121. Oncolytic viruses can express immune potentiating factors such as granulocyte 

macrophage colony-stimulating factor (GM-CSF) to potentiate anti-tumor immune response22. Antibodies 

can block checkpoints that cancer cells exploit to inhibit the immune system23. Dendritic cells24 and T cells25 

can be cultured ex vivo to stimulate their response against tumor neoantigens and reinfused. Allogenic and 

autologous natural killer cells, with or without genetic enhancement, can be infused to harness the innate 

immune response26. Further, all of these cells can be genetically engineered ex vivo to increase their anti-

tumor efficacy through a number of gene therapies27. Of all of these novel therapeutics, two classes in 

particular show exceptional clinical efficacy and both immediate and future promise: checkpoint inhibiting 

antibodies and chimeric antigen receptor (CAR) modified T cells. 
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1.3 Checkpoint inhibitors demonstrate the wide impact of immunotherapy  

Checkpoint inhibitors are a class of antibody-based drugs that block immune checkpoint 

signaling23. Normally, immune checkpoints exist to prevent autoimmunity and hypersensitivity reactions. 

However, cancer cells can take advantage of these pathways to prevent their destruction by the immune 

system. Checkpoint inhibitors block this immune avoidance mechanism, taking the brakes off the immune 

system and allowing it to attack many tumors. As expected, however, these potent therapies usually come 

along with a characteristic set of immune-related adverse events from the increased activity of the immune 

system that, when recognized early, can be appropriately managed28. Despite these toxicities, checkpoint 

inhibitors have seen widespread clinical success. 

Two checkpoints in particular currently have demonstrated efficacy when used as therapeutic 

targets: CTLA-4/CD80/CD86 (cytotoxic T-lymphocyte-associated protein 4/cluster of differentiation 

80/cluster of differentiation 86) and PD-1/PD-L1 (programmed death-1/programmed death ligand 1). In its 

landmark Phase III clinical trial (MDX010-020), the anti-CTLA-4 antibody ipilimumab increased median 

survival among patients with stage III or IV melanoma and progressive, metastatic disease from 6.4 to 10.1 

months, when added on top of gp100 peptide vaccine29. In the clinical trial leading to its first approval 

(Checkmate-037), the anti-PD-1 antibody nivolumab led to an objective response rate of 31.7% of patients, 

versus the 10.6% objective response rate in the chemotherapy group, among patients with unresectable 

metastatic melanoma who had progressed after ipilimumab therapy30. The anti-PD-L1 antibody (PD-L1 is 

the ligand for PD-1) avelumab showed a 31.8% objective response rate in a trial against stage IV Merkel 

cell carcinoma (JAVELIN)31, becoming the first FDA-approved treatment for this cancer.  

While ipilimumab remains the only FDA-approved anti-CTLA-4 inhibitor, pembrolizumab32 and 

cemiplimab33 have joined the anti-PD-1 class and durvalumab34 and atezolizumab35 have become 

approved to block PD-L1. Approved indications for checkpoint inhibitor therapy have since greatly 

expanded to multiple indications in metastatic melanoma, small-cell lung cancer, non-small-cell lung 

cancer, renal cell cancer, squamous cell cancer of the head and neck, urothelial cancer, colorectal cancer, 

hepatocellular carcinoma, Hodgkin’s lymphoma, patients with certain biomarkers regardless of primary 

tumor, gastric adenocarcinoma, esophageal adenocarcinoma, mediastinal large B-cell lymphoma, Merkel 
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cell carcinoma, cervical cancer, squamous cell cancer, and triple-negative breast cancer36. While initial 

indications were only for advanced disease, several of these immune checkpoint inhibitor antibodies have 

now earned first-line status for their safety and efficacy. Excitingly, combination immunotherapy with two of 

these agents, such as nivolumab or ipilimumab as a first line therapy in advanced melanoma, shows 

substantial benefit over the use of either agent alone, especially in patients with PD-L1 negative tumors37. 

Further, more targets for cancer immunotherapy with antibodies have been identified and are active areas 

of investigation36. This novel class of drugs highlights how targeting a hallmark that is common among many 

malignancies can rapidly have broad, very tangible clinical impacts. 

 

1.4 CAR T cells drive immunotherapy success in the 21st century 

The second new class of drugs that showed breakout success is engineered T cells38, 39. These 

cells are typically harvested from the patient, manipulated in some fashion, and then reinfused. The first 

demonstration of ex vivo expanded and stimulated tumor infiltrating lymphocytes to treat malignancies was 

in 198840, and innovations in this field have led to complete response rates of up to 32%, durable for at 

least 3 years for some cancers41. Other strategies using T cells have been pursued in parallel to this work, 

both aiming to develop T cells that are reactive against a specific tumor antigen. In the first approach, an 

antigen-specific T cell receptor (TCR) is identified and then the gene for it is delivered to a population of T 

cells, which then become specific for that antigen42, 43. There are nearly 100 clinical trials of TCR T cell 

therapies underway, though none are currently FDA-approved44.  

The second approach uses chimeric antigen receptors (CARs), which are synthetic mimics of the 

TCR45, 46. A CAR comprises an antigen binding domain (typically a single chain variable fragment (scFv)) 

linked through a transmembrane domain to various intracellular signaling domains from proteins involved 

in the T cells’ native immune synapse47. CARs differ from TCRs in several ways. First, TCRs are restricted 

to recognition of antigens within major histocompatibility complexes (MHCs), which vary between patients 

and only display some antigens, while the CARs employ scFvs to bind any antigen on the surface of the 

target cell. Second, the engineered intracellular signaling domains provide both the first and second signal 

required for T cell activation. The end result is the same—when a CAR binds an antigen on a tumor cell, it, 
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like the TCR, induces the cytotoxic effector function of the CD8+ T cells, resulting in the death of the cancer 

cell.  

CAR T cells first showed efficacy in a patient in 201048. The clinical trials of CAR T cells thus far 

have shown incredible successes49, leading to three FDA approved drugs: tisagenlecleucel (KYMRIAH; 

Novartis), axicabtagene ciloleucel (YESCARTA; Kite), and brexucabtagene autoleucel (TECARTUS; Kite). 

The range of indications are currently fairly narrow and include B-cell acute lymphoblastic leukemia (ALL), 

relapsed or refractory or relapsed/refractory and diffuse large B-cell lymphoma (r/r DLBCL), and 

relapsed/refractory mantle cell lymphoma (r/r MCL). The numbers out of the clinical trials were impressive. 

Axicabtagene ciloleucel showed a 83% overall response rate and 58% of patients achieving complete 

response after 27.1 months (ZUMA-1)50. Tisagenlecleucel induced complete responses in 57% of patients 

with DLBCL and follicular lymphoma (FL), with nearly 90% of the patients remaining in remission at 28.6 

months51; it also achieved a 40% complete response rate in patients with DLBCL with 90% of these patients 

surviving several years later (JULIET)52. Tisagenlecleucel has also demonstrated efficacy in pediatric ALL, 

with a 1-year survival rate in relapsed/refractory ALL of 76%, CAR T cells still detectable for at least 20 

months, and complete remissions lasting nearly a decade in some patients (ELIANA)53, 54. Though not yet 

approved, lisocabtagene maraleucel (JCAR017; Juno), showed a 73% objective response and a 53% 

complete response (TRANSCEND)55. Of note, all of these results were achieved with CARs directed 

against the same target, CD19, a B cell antigen. New CARs against other antigens in leukemias, 

lymphomas, and a multitude of other cancers are an active area of investigation. There are currently at 

least 300 CAR T cell clinical trials under way, with many against non-CD19 antigens and in non-B cell 

malignancies56. 

 

1.5 Challenges in CAR T cell treatments highlight challenges facing immunotherapy 

While CAR T-cells will no doubt save many lives, this technology currently has some limitations 

that are being actively investigated38, 57. The manufacturing and expansion process is complex and time-

consuming, making these therapeutics cost hundreds of thousands of dollars per infusion58. Additionally, 

patients who do not have enough viable T cells or cannot wait for the manufacturing time are not candidates 
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for therapy. To address this, several groups are investigating how to remove various antigens and functions 

from the T cells in order to generate allogenic “universal” T cells that could be given to any patient without 

triggering severe graft versus host disease or immune rejections of the therapy59.  

Another challenge is that the efficacy of the CAR molecule exists in a tight window—too weak 

binding and signaling and it is ineffective; too much signaling, especially in the absence of ligand, and the 

cell becomes anergic or exhausted60. Solutions to this have included re-engineering components of the 

CAR and inserting the CAR gene into the locus that usually expresses a component of the TCR rather than 

random integration in the genome61.  

One issue that has come to the forefront as CARs are increasingly targeted against solid tumors is 

that the immunosuppressive tumor microenvironment results in suppression of the T cell response. This is 

a major part of the reason that CAR T cells have seen great successes in hematologic malignancies but 

are much more limited in their treatment of solid tumors62. Solutions to this include either inducible or 

constitutive secretion of immune stimulating cytokines, such as IL-12, by the CAR T cell63 and combining 

CAR T cells with checkpoint inhibitor antibodies or removing the checkpoint molecules altogether64, 65. 

Alternatively cells, such as NKs, that might penetrate better into some tumors can be engineered with CARs 

to induce their own cytotoxic effector functions66. I elaborate more on this solution in detail later in this 

chapter (Section 1.8, Cell type). 

Finally, for many tumors, we do not have antigens unique to the tumor and, more importantly, tumor 

heterogeneity among patients means that many patients will not have the requisite antigen and thus not be 

a candidate for therapy. On a related note, tumors can downregulate the antigen and escape therapy. 

Solutions to these issues include searching for more antigens67, deploying novel tumor cell to T cell 

adapters68, designing CAR T cells to recognize combinations of antigens (this addresses both the lack of 

unique antigens resulting in off target effects and the escape issue)69, and oncolytic viral vectors that also 

cause the surviving tumor cells to express an antigen for which an existing CAR T cell therapy can target70. 
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1.6 CAR T cells are a preview of the future of cancer therapeutics  

CAR T cells, while a potent, revolutionary therapy that will save many lives, are not a silver bullet 

and the be-all end-all cancer therapy, but an inspiration for a therapeutic paradigm—cells can be 

engineered to recognize and thus target various disease states in the body and respond by executing an 

effector function that is therapeutic (Fig. 1.1). This paradigm could be applied to many diseases beyond 

cancer, as well as many different cell types and effector functions beyond the cytotoxic T cell. The way to 

accomplish this is with synthetic biology—an interdisciplinary, engineering approach to biology, where we 

(re)-design, model, construct, and characterize, new biological components, such as proteins, genetic 

circuits, and cells.  

Synthetic biology provides many opportunities for engineering a large variety of therapeutic effector 

functions across a wide array of cell types. These therapeutic engineered cells would generally follow the 

basic paradigm illustrated by CAR T cells: 1) sense a marker or a variety of markers that define a pathologic 

state, 2) process this signal into instructions for the cell, 3) execution of an effector function that ameliorates 

the disease state. These approaches intrinsically address some of the challenges that CAR T cells are 

currently facing and ultimately provide more flexibility in terms of steps that can be taken to overcome them. 

 

1.7 Targeting signatures of the tumor microenvironment with synthetic biology: an opportunity for 

broad impact 

There are a large variety of non-antigenic features of the tumor environment that could be sensed 

by cells, many of these either being or resulting from the quintessential hallmarks of cancer, as described 

above. One would therefore expect therapies that target these features to find applications across a wide 

variety of tumor types. In this sense, we can liken such novel cell-based therapeutics to checkpoint 

inhibitors, chemotherapy, and radiation, methodologies which all target hallmarks of cancer and therefore 

have many indications. In contrast, precision medicines, such as inhibitors of specific driving mutations (i.e., 

imatinib and vemurafenib), and CAR T cells rely on specific derangements or antigens. These require 

multiple drugs for multiple cancers and, while ultimately highly successful, require years of development 

and trials for each indication. Rather, an approach in which cells can detect features of the tumor  
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Fig 1.1 CAR T cells illustrate the cell-based therapy paradigm. 
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microenvironment, rather than antigens on a tumor cell, would ultimately have a broad impact after initial 

development, with clinical trials still required for each indication. 

One target is associated with the sustained angiogenesis hallmark—vascular endothelial growth 

factor (VEGF). The tumor’s rapid pace of growth causes a high demand for nutrients, leading to sustained 

angiogenesis, which, though it occurs through many different pathways, leads to increase in VEGF in the 

tumor microenvironment. VEGF plays a pivotal role in tumor angiogenesis and is a hallmark of 

malignancy71. VEGF overexpression is associated with tumor progression and poor prognosis in many 

cancers71, 72. For instance, VEGF, from melanocytes and tumor infiltrating lymphocytes, is present in 91% 

of malignant melanomas but not in benign nevi or normal dermis73, 74, 75. Plasma VEGF increases from 19-

47 pg/mL in healthy humans to 46-104 pg/mL in patients with cancer76. Tumor tissue is a significant VEGF 

reservoir, with concentrations 7-70 times greater than that in the plasma76. While most of the VEGF in the 

human body is located intracellularly in skeletal muscle, the concentration of free VEGF in muscles is 1.6-

4.8 pg/mL compared with 13.3-39.4 pg/mL in breast carcinomas, making it a good marker76. In addition to 

VEGF, tumors also produce and rely on a variety of growth factors, such as transforming growth factor 

(TGF)-β, insulin like growth factors (IGFs), epidermal growth factors (EGFs), and fibroblast growth factors 

(FGFs), for their continued rapid proliferation77. While all of these growth factors, including VEGF, are 

technically antigens, they are not the classic cell-associated antigens that CAR or TCR modified T cell 

therapies sense. Display of a growth factor in an MCH (as could be recognized by TCRs) does not alone 

differentiate healthy from cancerous cells, and these growth factors are paracrine hormones and thus 

generally not expressed on the surface of cells (as could be recognized by CARs). Therefore, new sensor 

strategies, as discussed below (Section 1.8, Sensors), will need to be used to sense this feature.  

Despite the hyperangiogenesis resulting from VEGF overexpression, the vasculature in tumors is 

markedly abnormal, leading to leading to poor perfusion and resultant hypoxia78. Unchecked, the growth of 

the tumor outpaces that of its vasculature and blood supply79, 80. Tumor vasculature is markedly abnormal 

in appearance and function, classically described as elongated and tortuous, in contrast to well-organized 

physiologic vascular networks81. The tight barrier formed by endothelial and smooth muscle cells is 

frequently insufficient, resulting in unusually permeable vasculature, which affects the ability to maintain 
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adequate perfusion82. These effects lead to regions of hypoxia throughout the tumor. While healthy tissues 

have multiple mechanisms to counteract hypoxia, including altering cellular metabolism and rapidly 

increased blood flow through arterial dilatation, tumors lack the ability to respond likewise83.This makes 

hypoxia a good marker for tumors in otherwise healthy humans, particularly those lacking ischemic disease. 

To sense tumor hypoxia, several groups have developed DNA-based sensors and tested them in vivo84, 85, 

86. Further it has been shown that one can use a similar hypoxia biosensor to restrict the expression of 

CARs in T cells to hypoxic conditions, potentially increasing the specificity of these therapies for a tumor 

environment87. However, these sensors often show leaky gene expression or heterogenous responses to 

hypoxia, which may limit their utility in a cell-based therapy. 

Another marker of the tumor environment is elevated potassium in the interstitial fluid. Potassium 

homeostasis is tightly controlled by mammalian cells, as it is a key determinant of the membrane potential 

and thus control is essential to maintaining, among others, critical cardiac and neurological functions. This 

is done by keeping intracellular potassium levels high at 145 mM compared to extracellular potassium 

concentrations around 5 mM88. As tumor necrosis and cell death occurs naturally during tumor progression, 

this sequestered potassium leaks out into the extracellular space, elevating it to approximately 40 mM in 

some tumors89. It follows that if this previously intracellular potassium is residing in the extracellular space, 

there should also be many proteins and molecules normally present intracellularly within the tumor cells 

that are now present and concentrated in the extracellular tumor microenvironment, though this has not 

been comprehensively studied.  

There are many other signatures of the tumor microenvironment that arise from dysregulated 

metabolism of tumor cells. For instance, the uptake of amino acids is deregulated, the demand for nitrogen 

is increased, glucose uptake occurs at a greatly elevated rate, and lactic acid is secreted90. This latter 

property is associated with a marked acidosis in the tumor microenvironment91; even if the molecules 

responsible for the acidosis are not specific markers, the acidosis itself might be with the appropriate 

sensor. Many other metabolites and metabolic pathways are dysregulated within tumors92; whether these 

elevations occur as detectable extracellular markers is not yet known. 

The immunosuppressive tumor microenvironment is also another hallmark and has signature 
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features that could be detected by cells with targeted biosensors. Typically, immunosuppressive molecules 

such as IL-10 are upregulated. An analysis of breast cancer interstitial fluid revealed increased levels of IL-

7, IL-10, IL-12 IL-13, RANTES, and other factors93. Another analysis showed that patients could have one 

of several different characteristic patterns of cytokine expression94. Though patients with cancer often have 

marked elevations of serum IL-6 levels95, some studies have found IL-6 to be lower in tumors than the 

serum but noted that IL-8, VEGF, and GM-CSF are upregulated within the tumor96. Further, tumors contain 

a variety of non-malignant cells that carry out immunosuppressive functions, including tumor-associate 

macrophages (TAMs), marrow-derived suppressor cells (MDSCs), tumor associated neutrophils (TANs), 

cancer-associated fibroblasts (CAFs), and regulatory T cells (Tregs)97. A cell could sense the presence of 

these cells, mediated by their cell surface antigens, as a marker of an immunosuppressive tumor. 

Altogether, these general features of tumors present exciting opportunities for targeting cell-based 

therapies against a broad variety of tumor types. However, achieving this goal will likely require the 

sophisticated engineering of mammalian cells for these advanced functions and of many technologies for 

doing so. As shown in Fig 1.1, each therapy will require at least three components: a sensor, a processor, 

and an effector function. 

 

1.8 Synthetic biology tools for engineering next-generation anticancer therapies: what do we have 

and what do we need? 

A choice at the outset 

For a cell to recognize any of the molecules present within the tumor or any of the features of the 

tumor microenvironment, it must have a sensor. The sensor is generally either a co-opted native receptor 

or a synthetic biosensor developed against that specific marker. These two categories represent a major 

design choice in synthetic biology and cell engineering—to what degree will the parts that enable the 

engineered function come from nature (referred to as endogenous or native parts) or be synthetic (referred 

to as exogenous or orthogonal parts)? Though native versus synthetic is a binary description, the choice 

actually lies along a spectrum, with each component of each part being potentially native or synthetic (Fig 

1.2).  
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However, even the most synthetic, orthogonal systems are only nominally orthogonal to the native 

function of the cell. They still rely on cellular components, such as transcription and translation machinery 

and the basic nucleotides and amino acids that go into the construction of these parts98. This resource 

competition presents a major challenge for cell engineering99. Addressing this challenge for synthetic parts 

is actively under investigation. One method is to use computational models that take this competition into 

account when designing circuits100, 101. Other potential solutions include developing orthogonal translation 

machinery for mammalian cells and have the circuits rely on these102, 103.While most of this work has been 

done in prokaryotes, control systems for managing resource burden in mammalian cells have been recently 

reported104. 

Both ends of the spectrum in Fig 1.2 have advantages and disadvantages, thus the choice is a 

classic trade-off, one of many made when engineering mammalian cells with synthetic biology105. By 

sticking to native components, the development process will be expedited, as these components have likely 

been tuned over years of evolution to robustly sense their target ligands and environmental states. 

However, this could ultimately make tuning the sensors to trigger ON and OFF at different levels of the 

input, as one would do to alter the sensitivity and specificity of the cell-based therapy, more difficult in the 

future. Native components are also more readily available, with many well-characterized receptors and 

transcription factors from a vast array of species available in the literature. However, using native 

components risks interference from other uses of those components by the cell. Native systems are subject 

to endogenous regulation, which may be counter to therapeutic goals, such as a downregulation of a 

cytotoxic effector program in a cell that resides in an immunosuppressive microenvironment.  

A final challenge with native systems is that they may be difficult, if not impossible in some cases, 

to multiplex—to use several of them simultaneously in the same cell so that multiple environmental signals 

may be integrated into the cell’s decision making process about whether it is in a pathological environment 

or not. This ability to engineer cells that can recognize and integrate multiple signals will be critical for 

developing highly specific, and therefore safe, cell-based therapies. This challenge arises from the fact that 

many of the co-opted native receptors share usage of readily engineerable pathways, such as NFAT. The 

NFAT promoter, and the upstream signaling pathways have been thoroughly characterized and as such  
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Fig 1.2 Native versus synthetic components for cell-based therapies. Green circle represents the 
region in which many mammalain synthetic biology technologies exist. 
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are well-understood. This allows the components of this pathway to be utilized to process the signals from 

synthetic receptors and convert them into effector functions, and many synthetic systems rely on NFAT to 

process their signals (see Sensors and Processors, below). Resultingly, two systems that both carry out 

their action through elevating intracellular calcium and/or ultimately activating an NFAT promoter, could 

only be used to perform OR logic in a cell, as either input would turn the system fully on. 

On the other hand, synthetic systems are engineered from scratch or by utilizing components from 

a variety of systems and possibly assembling them in a manner that renders them orthogonal in their new 

context. While a significantly more time-consuming process than co-opting native systems, this has multiple 

advantages in the long term. Synthetic systems are often engineered to be modular, that is so that the 

inputs and outputs can be readily swapped—a property that results in long-term gains as each technology 

has a wide variety of applications open to it but represents a sophisticated engineering feat. The 

development of such systems also involves a substantial amount of characterization and thus accumulation 

of knowledge on how to tune the performance of the systems. Therefore, any adjustments required to get 

a certain component to work for a certain application can be done relying on this pre-existing knowledge 

base, rather than requiring a large investigation of how to make the desired changes to the system. Even 

though the development process is much longer than the time required to co-opt native components, such 

as native receptors as biosensors, it is likely that in the near future, computational protein design will 

increase the speed with which we build synthetic biosensors106, 107. On the other hand, some disadvantages 

of synthetic components include that they may induce an immune response when used as part of a therapy, 

rendering the therapy ineffective; this will be a greater challenge for some therapies (those that patrol the 

body) than others (those that would be encapsulated in an immunoprivileged capsule that shields the cells 

from the immune system of the host108). One strategy to address this issue is to engineer the synthetic 

protein to look similar to proteins native to the species through a process known as deimmunization109, 

though this may not be an option for many synthetic components. Thus, while the repurposing of native 

components offers a rapid solution, maximizing the orthogonality of the components we use for sensing, 

signal processing, and carrying out effector functions circuits by developing synthetic solutions for each will 

have long term payoffs that may outweigh the expediency of utilizing endogenous components.  
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Sensors 

The first step in programming a cell-based therapy is enabling it to recognize a feature of its 

environment and convert this to an intracellular signal—it does so with a sensor. Many such synthetic 

biology systems exist for sensing various environmental signals, each at different points along the 

orthogonality spectrum. As discussed above, CARs are synthetic analogues of TCRs, though they do not 

require presentation of the antigen in an MHC, and, like the TCR, they signal through the cell’s endogenous 

NFAT pathway. SynNotch is an engineered Notch receptor that comprises a modular scFv antigen binding 

ectodomain and an intracellular synthetic transcription factor (TF). Upon antigen binding, the signal is 

mechanotransduced across the membrane, by rendering the intracellular domain of the receptor 

susceptible to cleavage by an endogenous protease, which releases the TF110, 111. The generalized 

extracellular molecule sensor platform (GEMs) can sense a variety of protein and small molecule antigens, 

signaling through a menu of pathways, including JAK/STAT, MAPK, NFAT, and NF-κB112. The Tango113 

and Cha-Cha114 sensors rewire signal from a g-protein-coupled receptor (GCPR) through a dCas9 

transcription factor to an endogenous or exogenous gene. The modular extracellular sensor architecture 

(MESA) platform was specifically developed, by my lab, to sense extracellular antigens through dimerization 

of two synthetic chains and subsequent release of a synthetic transcription factor upon ligand binding115. 

Unlike the examples above, MESA does not rely on endogenous components to signal and its functional 

domains are derived from proteins that are not normally present in or do not interact with components 

normally present in mammalian cells. Further, while synNotch and CARs signal through 

mechanotransduction and are thus meant for detecting cellular-associated antigens, MESA can sense 

soluble antigens. Though it has been reported that CARs can be engineered to sense the soluble TGF-

β116, this finding has not yet been extended to other soluble ligands. MESA is therefore the only orthogonal, 

synthetic receptor system for the detection of soluble proteins. 

First developed by our lab in 2014, MESA has since been used to engineer cells to sense the 

immunosuppressive, angiogenic VEGF and respond by producing IL-2, mediated through a released 

dCas9-TF targeted to the endogenous IL-2 locus2. Recently, MESA have been multiplexed to sense 

multiple antigens in the same cell117. This latter study identified several challenges with engineering cell-
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based therapies and synthetic receptors. Notably, the high ligand-independent signaling of MESA was one 

such limiting factor and is a challenge that I address in Chapter 3 of this work. 

Sensors, however, are not necessarily transmembrane receptors. For instance, some sensors 

detect the presence of intracellular proteases in order to sense HIV infection118 or cancerous changes119. 

Others can detect non-protease intracellular proteins, thereby sensing various viral infections and other 

pathologies120. Recent advances in the computational design of transmembrane pores signal the advent of 

biosensors for extracellular ions and some small molecules121. Many RNA-based circuits exist that can 

discriminate between healthy and cancer cells or the inflammatory state of the cell’s environment122, 123. 

Additionally, DNA-based sensors can sense certain cell states by determining the presence or absence of 

transcription factors, such as biosensors for inflammation that sense NK-kB124 or hypoxia biosensors (HBS) 

that detect hypoxia inducible factor (HIF) proteins84, 85, 86. I focus on this latter class in Chapter 4. 

 

Processors 

The second step a cell performs as a therapeutic is to convert the signal from a sensor into an 

effector function—it does so through a processor. Signal processing systems comprise transcription factors 

(TFs) and other intracellular proteins and small molecules involved in signaling pathways. The available 

processors also span the spectrum from native to synthetic. As noted above, CAR T cell signal processing 

relies solely on the native NFAT signaling pathway, while synNotch, Cha Cha, and MESA use synthetic 

TFs. For these systems, as well as many other applications, the default synthetic TFs are tTA125, 126 and 

Gal4127. Derived from prokaryotic, yeast, and viral proteins, these two synthetic TFs bind to and activate 

transcription from an exogenous piece of DNA that may or may not be integrated into the genome. Several 

synthetic progressing systems have recently been developed for mammalian cells and are generally built 

on other imported prokaryotic TFs128, Gal4129, transcription activator-like effector nucleases (TALENs)130, 

131, 132, zinc fingers (ZFs) 133, 134, dCas9135, and transposases136. 

Several notable strategies are evident in the middle of the spectrum, between relying entirely on 

native signaling pathways and bringing in a synthetic signaling system. In the first, a biosensor activates an 

endogenous signaling pathway, which activates an exogenous copy of its target promoter, driving 
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transcription of an exogenous transgene. The use of this strategy is illustrated by GEMs and a cell-based 

therapy for Type I diabetes—the sensing of extracellular glucose is wired through the activation of a native 

ATP-sensitive potassium channel, a native voltage-gated calcium channel, and subsequent calcineurin-

dependent activation of an exogenous NFAT promoter that expresses insulin137. In the second strategy, a 

synthetic TF (typically dCas9-based) released from a synthetic receptor activates gene expression from an 

endogenous locus. This strategy has been used by MESA, Cha Cha, and dCas9-synR, a receptor system 

similar to MESA138. The Generalized Engineered Activation Regulators (GEARs) system employs another 

strategy—it taps into the native signaling pathway of a native receptor and reroutes the signal to activate 

an endogenous gene that is not normally the target of this pathway139. 

In addition to being less subject to interference from endogenous regulation, signal processing 

systems comprising mostly synthetic transcription components have many advantageous properties. 

Ideally these systems are well-characterized, have predictable tuning of various knobs, and can process 

multiple signals orthogonally to each other. These systems, once assembled and characterized, are 

powerful tools. One such system assembled in bacteria enabled the construction of highly sophisticated 

genetic circuits; when combined with a mathematical model and software package, named CELLO, this 

synthetic TF system enabled the predictive design of high sophisticated genetic circuits in bacteria140. This 

allows circuits to be designed and evaluated computationally, in a massively high-throughput fashion, 

saving substantial amounts of time performing experimental evaluations in the wet lab. Developing a TF 

system that would enable predictive deign of signal processing genetic circuits for mammalian cells is a 

feat I work towards in Chapter 2 of this work. 

 

Effector functions 

The possible range of effector functions for a cell-based therapy is large, encompassing broad 

categories such as killing, metabolizing, and signaling, but here I will focus on one application in particular—

driving immunes response against a solid tumor. Many patients (20-40%)141 do not respond to 

immunotherapies, and we are only beginning to figure out why. Key reasons elucidated thus far include the 

immune status of the tumor at the initiation of therapy, including factors such as the presence or absence 
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of infiltrative T cells142. The tumor microenvironment is highly immunosuppressive, and this hinders the 

response to immune therapies such as CAR T cells and checkpoint inhibitors143, 144. Turning these “cold” 

immunosuppressive tumors into “hot” immunostimulatory tumors could open the door for these treatments 

to a larger number of patients with a wider array of disease indications.  

One method to do this is to administer cytokine therapies. However, doing so systemically can 

result in severe inflammation and has led to patient deaths145, 146, 147. Intratumoral injection of these 

cytokines provides clinical benefit, but not all locations are accessible to injection or practical to inject, 

especially in metastatic disease, and the injection itself is not without risk148, 149, 150. Rather, a strategy in 

which a cell therapy could patrol the body, sense when it is in a tumor, and only then produce these 

incredibly potent therapies directly within the tumor would have high levels of safety and efficacy. Any cell 

within the tumor, namely one from the patient’s own immune system, would experience very high levels of 

the cytokine produced by the therapeutic cell, while levels of this cytokine in the rest of the body would not 

be as high. Contrast this with a strategy in which cytokines are systemically infused or constitutively 

produced by infused cells and the benefit of this added layer of complexity becomes clear—by producing 

cytokines locally, much higher effective doses can be given without the immune related adverse events that 

would occur if the patient systemically experienced these high doses. 

Producing cytokines locally in a tumor with a cell-based therapy has several other advantages. 

First, it allows for continuous, repeated dosing from these “cell factories,” reducing the number of necessary 

injections and complexity of the therapy. Second, it allows for mixing and matching of custom therapeutic 

programs to meet the specific needs of each patient or to address each presentation of a disease—as long 

as the processor in the therapeutic is modular, the effector molecule can be swapped at will. Third, this 

could also speed the adaptation of newer, more potent engineered cytokine mimetics. These new 

molecules, which were designed through various experimental and computational approaches to have 

increased potency and/or safety profiles when compared to their native analogues, include eIL-12151, eIL-

15(RLI)19, 152, Neo-IL-2/15153, or DR-IL18154. 
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Cell types 

While the majority of FDA approved cell-based therapies are T cell-based, due to the success of 

the CAR T cell field, several other cell types are under active investigation for their therapeutic potential. 

For instance, hMSCs are an exciting therapeutic frontier as they traffic to tumors and can be engineered 

with anti-tumor therapeutic functions155. Many cells of the innate immune system hold promise for treating 

cancer as well. Many tumors have a Th2 phenotype, best thought of as a low grade, smoldering 

inflammation that inhibits the Th1 phenotype in which cytotoxic T cells thrive143, 144; this phenotype recruits 

cells of the innate immune system, including macrophages, which compose up to 50% of the tumor mass 

in some cancers156. Natural killer (NK) cells are also being investigated in clinical trials for several 

cancers157, 158, as these cells also traffic into tumors after systemic infusion159, 160. Though safe161, 162, 163, 

adoptively transferred NKs show minimal clinical benefit without further engineered effector functions, such 

as CAR-induced cytotoxicity. The availability of off-the-shelf, allogenic natural killer cell lines that can be 

infused into many patients without triggering GVHD or immune rejection, such as the NK-92 cell line, has 

also led to the use of NKs for off-the-shelf therapies, addressing some of the concerns with the cost and 

manufacturing time and complexity inherent with the current generation of CAR T cells164, 165. In Chapter 5 

of this work, I investigate strategies for translating our synthetic biology work to therapeutic programs in 

NK-92 cells. 

 

Considering the combination of cell type and effector function 

Returning to the spectrum of synthetic, orthogonal components vs. native, endogenous ones, we 

can apply this framework to the choice of cell types and effector functions. For stimulating the immune 

response, it may be wise to rely on engineered, synthetic responses in cells without major roles in the 

immune process (i.e., hMSCs, fibroblasts, platelets, or RBCs, among others) as these cell types and 

components provide insulation against immunosuppressive signals coming from the tumor environment. 

However, in other cases, the choice of cell type might be most influenced by the effector functions available 

natively within that cell type. For instance, if the goal is intratumoral production of a therapeutic antibody, 

one may find it most expedient to place the antibody gene into the corresponding endogenous loci in a B 



42 
 

cell and then have the biosensor and processor activate the endogenous antibody production effector 

function. In this case, rather than needing to engineer the antibody folding, glycosylation, and secretion 

process in another cell type, all of these components are readily available and already tuned. One could 

also envision a macrophage-based therapy which senses when immunosuppressive microenvironmental 

signals are pushing the macrophage towards M2 suppressive phenotype; the effector function would be 

then to activate the macrophage’s M1 inflammatory phenotype, with the processor acting on the 

endogenous loci of the major drivers of this response. However, even for these systems that intend to 

activate an endogenous response, relying on synthetic parts to accomplish these goals has advantages. 

The more components of any particular system that rely on endogenous components, the less robust that 

system will be to choices of cell type and interreference from the environment of the cell, namely any signals 

it is receiving from that environment that are contrary to its therapeutic goals. 

 

1.9 Conclusions 

Synthetic biology is an exciting frontier for achieving many of the goals of cell-based therapy 

engineering and holds promise for overcoming the obstacles I outlined above. Though many therapeutic 

opportunities are on the horizon with cell-based therapies, delivering highly potent therapeutics directly into 

tumors is promising strategy for enhancing the safety and efficacy of cancer therapies with engineered cells 

and the goal I have chosen to focus on for my thesis work. However, many of the technologies needed in 

order to realize the full potential of cell-based therapies require further development, which I make important 

strides toward addressing in this thesis. The basic paradigm outlined above is that a given cell-based 

therapy will need a sensor, processor, and effector function, and my efforts during my thesis work focus on 

each part of this.  In Chapter 2, I develop a novel toolkit for processing signals in mammalian cells through 

custom genetic programs. In Chapter 3, I refine a system for sensing extracellular antigens. In Chapter 4, 

I investigate a DNA-based biosensor for sensing intratumoral hypoxia and strategies for its refinement with 

genetic circuits. In Chapter 5, I apply these technologies to build a cell-based therapy to deliver potent 

therapies into hypoxic tumors. The work in this thesis lays the foundation for a broad range of future cell-

based therapies that will employ these foundational technologies to execute their therapeutic functions.  
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Chapter 2. COMET: a toolkit for engineering custom genetic programs in mammalian cells 
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2.1 Preface 

A version of this chapter was previously published as1:  

 

Donahue, P.S., Draut, J.W., Muldoon, J.J., Edelstein, H.I., Bagheri, N., Leonard, J.N.. The COMET 

toolkit for composing customizable genetic programs in mammalian cells. Nat Commun 11, 779 

(2020). https://doi.org/10.1038/s41467-019-14147-5 

 

This chapter describes the development of COMET, a toolkit of synthetic TFs and promoters for engineering 

gene expression in mammalian cells. When I began my time in the Leonard Lab, the performance of our 

biosensors was limited, in several ways, by the properties of the available TFs for processing the signal 

from them. COMET was designed to address these issues and be a modular, scalable system for synthetic 

gene circuits for many applications. This chapter includes the development of several new chemically 

inducible dimerization (CID) systems that were developed after the publication of the aforementioned 

manuscript and will be published separately in a future manuscript. I designed and performed most of the 

work for this study. Joseph Muldoon carried out all of the modeling work. Hailey Edelstein built and 

characterized the stable cell cells. Joseph Draut built and characterized the RaZF. The new CID systems 

were designed, built, and tested by myself, Joseph Draut, Brandon Lim, and Kate Dray. I wrote the initial 

draft of the manuscript, with contributions from Hailey Edelstein and Joseph Muldoon. All authors edited it. 

 

2.2 Abstract 

Engineering mammalian cells to carry out sophisticated and customizable genetic programs 

requires a toolkit of multiple orthogonal and well-characterized transcription factors (TFs). To address this 

need, we develop the COmposable Mammalian Elements of Transcription (COMET)—an ensemble of TFs 

and promoters that enable the design and tuning of gene expression to an extent not previously possible. 

COMET currently comprises 44 activating and 12 inhibitory zinc-finger TFs and 83 cognate promoters, 

combined in a framework that readily accommodates new parts. This system can tune gene expression 

over three orders of magnitude, provides chemically inducible control of TF activity, and enables single-

https://doi.org/10.1038/s41467-019-14147-5
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layer Boolean logic. We also develop a mathematical model that provides mechanistic insights into COMET 

performance characteristics. Altogether, COMET enables the design and construction of customizable 

genetic programs in mammalian cells. 

 

2.3 Introduction 

The construction of synthetic genetic programs has emerged as a powerful approach for 

investigating signaling and regulatory networks166 and for engineering cell-based therapeutic and diagnostic 

devices105, 167. Applications in mammalian cells often involve designing new ways for cells to sense and 

respond to internal states or environmental cues. Most programs utilize transcriptional regulation, and while 

large libraries of components such as transcription factors (TFs) and promoters have been developed for 

prokaryotes168, a dearth of analogous parts for mammalian systems currently limits both fundamental 

research and applications in medicine. 

Early synthetic TFs used in eukaryotic cells employ bacterial tetracycline-responsive repressor 

TetR125, 126 or yeast Gal4127, and these proteins remain workhorses. New TFs have expanded the pool of 

orthogonal regulators through programmable DNA recognition, including zinc finger (ZF)-TFs133, 134, 

transcription activator-like effectors (TALEs)130, 131, 132, dCas9-TFs135, and TetR family regulators128. ZF-TFs 

are especially attractive for building a toolkit for transcriptional control, as they are the smallest of these 

new TFs, affording space for more complex genetic programs under constraints such as gene delivery 

vehicle cargo limits.  

An ideal transcriptional toolkit would include well-characterized TFs and promoters; a physical 

understanding of how design choices impact performance characteristics; and a quantitative framework 

that describes how such biological parts may be combined to produce intended behaviors. Such a toolkit 

should include multiple orthogonal activating and inhibitory TFs; sets of TFs and promoters that enable one 

to experimentally scan through values of a given performance characteristic; and modularity in TF and 

promoter design to enable swapping and expansion of the toolkit and interfacing with other biological parts. 

To address these needs, we report the COmposable Mammalian Elements of Transcription 

(COMET)—an ensemble of engineered promoters and modular ZF-TFs with tunable properties. We 
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incorporate into COMET a panel of 19 TFs that were originally developed in yeast169 using designed ZF 

domains170. We characterize new promoters and then append new functional domains onto the ZFs. In 

doing so, we elucidate design rules for utilizing TFs and promoters to build gene expression programs 

exhibiting customizable activation, inhibition, small molecule-responsiveness, and Boolean logic in 

mammalian cells, and we develop a mathematical model to describe the properties of these genetic parts 

and programs 

 

2.4 Materials and methods 

General DNA assembly 

Plasmid cloning was performed primarily using standard PCR and restriction enzyme cloning with 

Vent DNA Polymerase (New England Biolabs (NEB)), Taq DNA Polymerase (NEB), Phusion DNA 

Polymerase (NEB), restriction enzymes (NEB; Thermo Fisher), T4 DNA Ligase (NEB), Antarctic 

Phosphatase (NEB), and T4 PNK (NEB). Golden gate assembly and Gibson assembly were also utilized. 

Most plasmids were transformed into chemically competent TOP10 E. coli (Thermo Fisher) and grown at 

37˚C, except for integration vectors, which were transformed into chemically competent Stable E. coli (NEB) 

and grown at 30˚C. 

 

Cloning strategy for COMET vectors 

The COMET plasmids are in pcDNA backbones for high expression in HEK293FT cells. Restriction 

sites were chosen to allow for modular swapping of parts with restriction enzyme cloning. Furthermore, 

reporter constructs can be assembled by one-step Golden Gate reactions employing synthesized 

oligonucleotides. A complete list of all plasmids constructed for and utilized in this manuscript is available 

in Supplementary Data A2.1, and plasmid maps are available per Data Availability. 

 

Source vectors for DNA assembly 

ZF-containing and VP16-containing vectors were a generous gift from Ahmad Khalil169. VP64 and 

VPR were sourced from SP-dCas9-VPR, which was a gift from George Church (Addgene plasmid #63798 
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[https://www.addgene.org/63798/])171. DsRed-Express2 was obtained by site directed mutagenesis of 

pDsRed2-N1, which was a gift from David Schaffer (University of California, Berkeley). EBFP2 was sourced 

from pEBFP2-Nuc, which was a gift from Robert Campbell (Addgene plasmid #14893 

[https://www.addgene.org/14893/])172. EYFP, FKBP, and FRB were sourced from plasmids we previously 

described (Addgene plasmids #58855 [https://www.addgene.org/58855/], #58877 

[https://www.addgene.org/58877/], and #58876 [https://www.addgene.org/58876/], respectively)115. 

NanoLuciferase was synthesized as a GeneArt DNA String (Life Technologies/Thermo Fisher). The 

mMoClo (pLInk2, pLink4, and pLink8, Destination Vector, BxB1 Recombinase Expression Vector) plasmids 

were a gift from Ron Weiss173. The CHS4 insulator was sourced from PhiC31-Neo-ins-5xTetO-pEF-H2B-

Citrin-ins, which was a gift from Michael Elowitz (Addgene plasmid #78099 

[https://www.addgene.org/78099/])174. The CAG promoter was sourced from pR26R CAG/GFP Asc, which 

was a gift from Ralf Kuehn (Addgene plasmid #74285 [https://www.addgene.org/74825/])175. The SV40 

minimal promoter was sourced from pYC0866 (4xHRE_minSV40-sfGFP-CMV_dsRed Exp), which was a 

gift from Yvonne Chen87. EF1α and TetON3G were sourced from pLVX-Tet3G (Clontech), and TRE3GV 

was sourced from pLVX-TRE3G (Clontech). Barcodes used for the TUPVs were designed by the Elledge 

lab176. BlastR was sourced from lenti dCAS-VP64_Blast, which was a gift from Feng Zhang (Addgene 

plasmid #61425 [https://www.addgene.org/61425/])177. 

 

Plasmid backbones 

All plasmid backbones are modified versions of the pcDNA3.1/Hygro(+) Mammalian Expression 

Vector (Thermo Fisher V87020). To make pPD003, the SV40 promoter and Hygromycin resistance gene 

that it drove were removed, while leaving the SV40 origin of replication and SV40 poly(A) signal intact. 

Additionally, a sense mutation in the AmpR gene was introduced to remove a BsaI restriction site. To make 

pPD005 (referred to as “pcDNA”), the BpiI site in the bGH poly(A) signal was mutated to enable Golden 

Gate reactions with BpiI, and the BsaI site in the 5’-UTR was mutated to enable Golden Gate reactions with 

BsaI. The BpiI site was in a region of the BGH poly(A) tail that when deleted does not alter the efficiency of 

the polyadenylation178. 

https://www.addgene.org/63798/
https://www.addgene.org/14893/
https://www.addgene.org/58855/
https://www.addgene.org/58877/
https://www.addgene.org/58876/
https://www.addgene.org/78099/
https://www.addgene.org/74825/
https://www.addgene.org/61425/
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Template plasmids for ZF reporter plasmids 

pPD027 (the first-generation ZF reporter template) was constructed by inserting a synthesized 

region (containing two BsaI sites for Golden Gate-mediated ZF binding site array insertion and a YB_TATA 

minimal promoter87) between the BglII and NheI sites and inserting EYFP between the NheI and NotI sites 

of pPD003. pPD032 and pPD033, which are the templates for ZF reporters with the binding site array 

moved further upstream of the minimal promoter, were constructed by inserting spacer regions into the 

BamHI site between the ZF binding array insertion template and the YB_TATA minimal promoter. The 

spacer inserts were amplified by PCR from the region of pPD003 upstream of the CMV promoter prior to 

insertion. These three templates (pPD027, pPD032, and pPD033) were used to construct all spaced 

reporters shown in Fig. 2.1b–e and Fig. 2.2a.  

pPD152 (the second-generation ZF reporter template) was constructed to enable multi-round 

insertion of larger ZF binding arrays using alternating rounds of Golden Gate with BsaI and BpiI. To do so, 

the region of pDPD027 between the AatII and NotI sites (the ZF binding array insertion site through the end 

of the EYFP coding sequence) was inserted between the corresponding sites of pPD005. pPD152 was 

used to make all of the ZF1 compact binding site reporters shown in Fig. 2.1 and Fig. 2.2a (including 

pPD290 (ZF1x6-C YB_TATA EYFP), which was used as the reporter plasmid in the majority of the 

experiments), and the logic promoters in Fig. 2.8. 

pPD540 (the third-generation ZF reporter template) was constructed to swap the palindromic “sticky 

ends” (5’ or 3’ overhangs) of the ZF binding array insertion site to non-palindromic sticky ends. The use of 

palindromic sticky ends, which were originally designed to allow construction of ZF binding arrays with 

either Golden Gate or EcoRI and BamHI, risks the insertion of multiple copies of the same insert in Golden 

Gate reactions. This redesign enabled us to inset promoters of sizes that could not be cheaply synthesized 

as a single insert as multiple inserts in a single round of Golden Gate. This was accomplished by 

synthesizing a new upstream region (containing two BsaI sites for Golden Gate-mediated ZF binding site 

array insertion with non-palindromic sticky ends and a YB_TATA minimal promoter) and inserting this 

upstream region between the BglII and NheI sites of pPD152. 
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Golden Gate assembly of ZF reporter plasmids 

Golden Gate assembly179 was used to construct most of the reporter plasmids from a reporter 

template. Promoter insets were synthesized as 15–100 bp oligonucleotides (some promoters were 

synthesized as multiple inserts) by Integrated DNA Technologies or Life Technologies (Thermo Fisher). 

The coding and reverse strands were synthesized separately and designed to anneal, resulting in dsDNA 

with a 4 nt sticky end overhang on each side. The coding and reverse oligonucleotides were mixed (6.5 µL 

H2O, 1 µL T4 Ligase Buffer, 0.5 µL T4 PNK (10 U/µL; NEB), 1 µL of each 100 µM oligonucleotide) and 

phosphorylated at 37°C for 1 h. They were then denatured at 95°C for 5 min and cooled slowly to room 

temperature (here, approximately 22°C) to allow for annealing. The mix was then diluted 50-fold to make a 

200 nM stock or 500-fold to make a 20 nM stock. While we made most of the constructs with the 200 nM 

stock, we later discovered that the 20 nM stock resulted in higher-efficiency reactions. 

BsaI Golden Gate reaction mixtures comprise 1 µL T4 ligase buffer, 1 µL 10x BSA (1 mg/mL), 0.5 

µL BsaI-HF (20 U/µL; NEB), 0.5 µL T4 Ligase (400 U/µL; NEB), 10 fmol of vector, 1 µL of each insert 

(diluted to 200 nM or 20 nM), and water to 10 µL total volume. The reaction was incubated at 37°C for 1 h, 

55°C for 15 min, and 80°C for 20 min, and then cooled to room temperature. Up to 10 µL of reaction was 

immediately transformed into up to 50 µL of chemically competent Top10 E. coli. For reactions that did not 

yield many colonies on the first cloning attempt or did not produce colonies with the correct plasmids, the 

reaction conditions were changed to: 30 cycles of 37°C for 1 minute then 16°C for 1 minute, 55°C for 15 

min, 80°C for 20 min, and cool to room temperature. 

Some of the larger ZF binding site arrays were assembled through sequential rounds of alternating 

BsaI and BpiI Golden Gate reactions. BpiI Golden Gate reaction mixtures comprise 1 µL T4 ligase buffer, 

1 µL 10x BSA (1 mg/mL), 0.4 µL BpiI-FD (Thermo Fisher), 0.4 µL µL T4 Ligase (400 U/µL; NEB), 10 fmol 

of vector, 1 µL of each insert (diluted to 200 nM or 20 nM), and water to 10 µL. The reaction was incubated 

at 37°C for 30 min, 50°C for 5 min, and 80°C for 10 min, and then cooled to room temperature prior to 

transformation. 
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Non-Golden Gate assembly of some ZF reporters 

Although Golden Gate assembly was the primary strategy for cloning the promoters, the first-

generation templates were not readily amenable to synthesis and insertion of ZF binding site arrays. 

Therefore, some spaced promoters with large numbers of binding sites used in Fig. 2.1c were constructed 

by PCR amplification of 1–8 binding sites from other reporter plasmids and insertion of these binding sites 

between the EcoRI and BamHI sites upstream of reporter constructs with 1–8 binding sites in the promoter. 

Likewise, the ZF reporters with ZF binding site arrays moved further upstream of the minimal promoter 

shown in Fig. 2.1d were constructed by PCR-amplifying the ZF binding site arrays from other constructs 

and inserting between the EcoRI and BamHI sites of pPD032 and pPD033. 

Additionally, COMET reporter constructs were designed to include a limited set of minimal 

promoters; restriction enzyme cloning was employed to accomplish this as well. pPD1028 (ZF1x6-C 

SV40_Min EYFP) was cloned from pPD270, cut with XbaI and ApaI. Into this construct we inserted two 

fragments of DNA: SV40_min87  was PCR-amplified and cut with BsaI and ApaI, and EYFP was PCR-

amplified from pPD270 and cut with BsaI and ApaI. pPD1029 (ZF1x6-C CMV_min EYF) was cloned from 

pPD270, cut with XbaI and ApaI. CMV_min was synthesized by IDT and placed upstream of an EYFP gene 

in a pcDNA-based vector. A fragment comprising CMV_min and EYFP was then PCR-amplified, digested 

with BsaI and ApaI, and inserted into the digested pPD270. 

 

Assembly of ZFa and ZFi 

The first five ZFa tested in Fig. 2.1b were constructed by PCR-amplifying the ZFa sequence from169 

(including the N-terminal 3x-FLAG tag, SV40 NLS, VP16 AD, and ZF) and inserting between the NheI site 

and NotI site of pPD005. Cognate ZFi were constructed by whole-plasmid PCR-mediated deletion of the 

VP16 AD. During the AD deletion process, BamHI and KpnI sites were added between the SV40 NLS and 

the ZF, which were later used to insert a PCR-amplified DsRed Express2, thereby creating cognate ZFi-

DsRed. Subsequent ZFa (i.e., any new ZFa tested in Fig. 2.3a) were constructed by replacing DsRed-

Express2 with a PCR-amplified VP16 (BamHI/KpnI) and replacing the ZF domain with a PCR-amplified ZF 

domain (KpnI/NotI) from169. 
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Assembly of ZF mutants 

ZFa mutants were synthesized as multiple sets of complementary oligonucleotides, which were 

annealed and then inserted via Golden Gate assembly into a vector designed to encode ZFa upon insertion 

of all inserts. Reactions were performed with BpiI as described in Golden Gate assembly of ZF reporter 

plasmids. ZFi mutants were generated by whole-plasmid PCR-mediated deletion of the VP16 AD. 

 

Assembly of RaZFa 

RaZFa components were constructed by multi-step restriction enzyme-based cloning. The SV40 

NLS was part of the original ZFa constructs169, and the NES sequence was obtained from180. 

 

Gibson assembly 

Gibson assembly181, 182 was used to specify ADs on ZF1a. Gibson reactions were performed by 

PCR addition of homology arms onto the target DNA. Components were mixed together: 17 fmol of 

backbone, 51 fmol of each insert, 7.5 μL of Gibson Master Mix, and water to 10 µL. 7.5 µL of Gibson Master 

mix contains 2 μL 5X isothermal reaction buffer (0.5 M Tris-HCl pH 7.5, 0.05 M MgCl2, 1 mM dNTP, 5 mM 

NAD, 0.05 M DTT), 0.04 U T5 exonuclease, 0.25 U Phusion DNA Polymerase, and 40 U Taq DNA Ligase 

(NEB) in water. The reaction was incubated at 50°C for 1 h, and 5 µL was transformed into chemically 

competent Top10 E. coli (Thermo Fisher). In subsequent cases, ADs were moved onto other ZF by 

restriction digest. 

 

Construction of plasmids for mMoClo 

We made several changes to the mMoClo plasmids originally described173 in order to incorporate 

them into the workflow for our laboratory, in which many constructs are prototyped using pcDNA-based 

expression vectors. Details can be found in Supplementary Fig. A2.9, Supplementary Data 1, 2 

(Online1). We modified the Destination Vector provided by the Weiss lab by adding two repeats of the 

CHS4 insulator into two places in the vector. The insulators upstream of the attB site are, upon genomic 

integration, inserted downstream of the LP, insulating the LP from the genome (and vice versa). The 
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insulators downstream of the RB Globin polyA terminator of the puromycin resistance gene insulate this 

transcription unit from TU1. This new vector is termed pPD630 (Integration Vector). We cloned pLink1, 

pLink3, pLink5, pLink6, pLink7, and pLink9 site directed mutagenesis via whole plasmid PCR of pLink2. 

The TUPVs were cloned by making several alterations to pcDNA (pPD005), in 3 steps. In the first 

step, two repeats of the CHS4 insulator were placed downstream of the BGH polyA tail. Second, to enable 

Golden Gate cloning of the TUPV library, three pairs of BsaI sites were inserted into the vector with PCR. 

The first pair was upstream of the promoter, the second pair was inserted between the BGH polyA tail and 

the insulator, and the third pair was inserted downstream of the insulator. In the third reaction, three pairs 

of annealed oligonucleotides were inserted into these BsaI sites via a Golden Gate reaction. The first insert, 

to be placed upstream of the promoter, comprised a BpiI site, TUPV-specific sticky end, and TUPV-specific 

5’ barcode (barcodes unique to each TUPV enable sequencing of the TUPV contents after TUPVs are 

combined into an integration vector). The second insert, to be placed between the BGH/polyA tail and the 

insulator, comprised a TUPV-specific 3’ barcode. The third insert, to be placed downstream of the insulator, 

comprised a BpiI site and a TUPV-specific sticky end. In this manner, 9 TUPVs each with their own unique 

5’ and 3’ barcodes and 5’ and 3’ sticky ends were cloned (pPD471–479). This initial library uses a CMV 

promoter as the core promoter for each TU, which was placed upstream of a multiple cloning site (MCS). 

A second library of 9 TUPVs was then constructed by replacing the CMV promoter with the CAG promoter 

by restriction enzyme digest with SnaBI and NheI (pPD561–569). A third library of 9 TUPVs was constructed 

by replacing the promoter with EF1alpha (between MluI and NheI) and the MCS replaced with an EBFP2-

P2A-BlastR gene (between NheI and NotI) (pJM450–458). Although this third library no longer contains the 

full pcDNA MCS, it retains the NheI and NotI genes that flank the COMET ZFa and ZFi and many of the 

RaZFa components. 

 

Transferring COMET parts into mMoClo 

COMET reporters and ZFa were transferred into TUPVs using restriction enzyme cloning. To 

construct mKate2 reporters in TUPV1, mKate2 was cloned into the MCS of pPD561 using NheI and NotI 

restriction sites downstream of a CAG promoter to create pHIE041. Binding site arrays were PCR-amplified 
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from pPD152, pPD287, pPD290, pPD296, pPD063, pPD069, and pPD095 and inserted to replace CAG in 

pHIE041 using BglII and NheI, resulting in pHIE042–049. To construct constitutively expressed VP16-ZF1a 

in TUPV2 (pJM466), the EBFP-P2A-BlastR in pJM451 was replaced with PCR-amplified VP16-ZF1a from 

pD100 using NheI and NotI.  

 

mMoClo Assembly of Integration Vectors 

The mMoClo integration vectors were assembled through a BpiI-mediated Golden Gate reaction. 

Each 20 μL reaction comprised 2 µL 10x T4 ligase buffer, 2 µL 10x BSA (1 mg/mL stock), 0.8 µL BpiI-FD, 

0.8 µL T4 DNA Ligase (400 U/µL stock), 20 fmol integration vector backbone (pPD630), and 40 fmol of 

each transcription unit and linker plasmid to be inserted. The reaction was incubated at 37°C for 15 min, 

then subjected to 55 iterations of thermocycling (37°C for 5 min, 16°C for 3 min, repeat), followed by 37°C 

for 15 min, 50°C for 5 min, 80°C for 10 min to terminate the reactions; then the mixture was cooled to room 

temperature (optionally held at 4°C if the reaction ran overnight) and placed on ice prior to immediate 

transformation into bacteria. 

 

Plasmid preparation 

TOP10 E. coli were grown overnight in 100 mL of LB with the appropriate selective antibiotic. The 

following morning, cells were pelleted at 3000 x g for 10 min and then resuspended in 4 mL of a solution of 

25 mM Tris pH 8.0, 10 mM EDTA, and 15% sucrose. Cells were lysed for 15 min by addition of 8 mL of a 

solution of 0.2 M NaOH and 1% SDS, followed by neutralization with 5 mL of 3 M sodium acetate (pH 5.2). 

Precipitate was pelleted by centrifugation at 9000 x g for 20 min. Supernatant was decanted and treated 

with RNAse A for 1 h at 37°C. 5 mL of phenol chloroform was added, and the solution was mixed and then 

centrifuged at 7500 x g for 20 min. The aqueous layer was removed and subjected to another round of 

phenol chloroform extraction with 7 mL of phenol chloroform. The aqueous layer was then subjected to an 

isopropanol precipitation (41% final volume isopropanol, 10 min at room temperature, 9000 x g for 20 min), 

and the pellet was briefly dried and resuspended in 420 µL of water. The DNA mixture was incubated on 

ice for at least 12 h in a solution of 6.5% PEG 20,000 and 0.4 M NaCl (1 mL final volume). DNA was 
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precipitated with centrifugation at maximum speed for 20 min. The pellet was washed once with ethanol, 

dried for several h at 37°C, and resuspended for several h in TE buffer (10 mM Tris, 1 mM EDTA, pH 8.0). 

DNA purity and concentration were confirmed using a Nanodrop 2000 (Thermo Fisher). 

 

Cell culture 

The HEK293FT cell line was purchased from Thermo Fisher/Life Technologies (RRID: CVCL_6911 

[https://web.expasy.org/cellosaurus/CVCL_6911]) and was not further authenticated. The HEK293FT-LP 

cell line was a gift from Ron Weiss and was authenticated by flow cytometric analysis of EYFP expression, 

which was shown to be homogenous and stable over time—a pattern which is consistent with the original 

description of this cell line173. Cells were cultured in DMEM (Gibco 31600-091) with 10% FBS (Gibco 16140-

071), 6 mM L-glutamine (2 mM from Gibco 31600-091 and 4 mM from additional Gibco 25030-081), 

penicillin (100 U/μL), and streptomycin (100 μg/mL) (Gibco 15140122), in a 37°C incubator with 5% CO2. 

Cells were subcultured at a 1:5 to 1:10 ratio every 2–3 d using Trypsin-EDTA (Gibco 25300-054). The 

HEK293FT cell line and the HEK293FT-LP cell line tested negative for mycoplasma with the MycoAlert 

Mycoplasma Detection Kit (Lonza Cat #LT07-318). 

 

Transfection experiments 

Experiments were conducted by transient transfection of HEK293FT cells using the calcium 

phosphate method. For transfection experiments, cells were plated at a minimum density of 1.5 x 105 

cells/well in a 24-well plate in 0.5 mL of DMEM, supplemented as described above. After at least 6 h, by 

which time the cells had adhered to the plate, they were transfected via the calcium phosphate method. 

Plasmids for each experiment were mixed in H2O, and 2 M CaCl2 was added to a final concentration of 0.3 

M CaCl2. The exact DNA amounts added to the mix per well and plasmid details for each experiment are 

listed in the following sections and can be cross-referenced with Supplementary Data 2 (Online1) for 

further details. This mixture was added dropwise to an equal-volume solution of 2x HEPES-Buffered Saline 

(280 mM NaCl, 0.5 M HEPES, 1.5 mM Na2HPO4) and gently pipetted up and down four times. After 2.5–4 

min, the solution was mixed vigorously by pipetting eight times. 100 µL of this mixture was added dropwise 

https://web.expasy.org/cellosaurus/CVCL_6911
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to the plated cells, and the plates were swirled gently. The next morning, the medium was aspirated and 

replaced with fresh medium. In some assays, fresh medium contained 0.05% DMSO or 0.05% DMSO with 

0.1 µM rapamycin. At 36–48 h post-transfection and at least 24 h post-media change, cells were harvested 

for flow cytometry with FACS Buffer (PBS pH 7.4 with 2–5 mM EDTA and 0.1% BSA) or with Trypsin-EDTA, 

which was then quenched with medium, and the resulting cell solution was added to at least 2 volumes of 

FACS buffer. Cells were spun at 150 x g for 5 min, FACS buffer was decanted, and fresh FACS buffer was 

added. All experiments were performed in biologic triplicate. 

 

Western Blotting 

For western blotting, HEK293FT cells were plated at 7.5 x 105 cells/well in 2 mL of DMEM and 

transfected as above, using 400 μL of transfection reagent per well (the reaction scales with the volume of 

medium). At 36–48 h after transfection, the cells were lysed with 500 μL of RIPA (150 mM NaCl, 50 mM 

Tris-HCl pH 8.0, 1% Triton X-100, 0.5% sodium deoxycholate, 0.1% sodium dodecyl sulfate) with protease 

inhibitor cocktail (Pierce/Thermo Fisher cat# A32953) and incubated on ice for 30 min. The lysate was 

cleared by centrifugation at 14,000 x g for 20 min at 4°C and the supernatant was harvested. A BCA assay 

was performed to determine protein concentration, and after a 10-minute incubation with Lamelli buffer 

(final concentration 60 mM Tris-HCl pH 6.8, 10% glycerol, 2% sodium dodecyl sulfate, 100 mM dithiothreitol, 

and 0.01% bromophenol blue) at 70°C, 0.5 μg of total protein was loaded onto a 4-15% Mini-PROTEAN 

TGX Precast Protein Gel (Bio-Rad) and run at 50 V for 10 min followed by 100 V for at least 1 h. Wet 

transfer was performed onto an Immuno-Blot PVDF membrane (Bio-Rad) for 45 min at 100 V. Ponceau-S 

staining was used to confirm successful transfer. Membranes were blocked for 30 min with 3% milk in Tris-

buffered saline pH 8.0 (TBS pH 8.0: 50 mM Tris, 138 mM NaCl, 2.7 mM KCl, HCl to pH 8.0), washed once 

with TBS pH 8.0 for 5 min, then incubated for 1 h at room temperature or overnight at 4°C in primary solution 

antibody (Mouse-anti-FLAG M2 (Sigma F1804, RRID: AB_262044 

[http://antibodyregistry.org/AB_262044]), diluted 1:1000 in 3% milk in TBS pH 8.0). Primary antibody 

solution was decanted, and the membrane was washed once with TBS pH 8.0 then twice with TBS pH 8.0 

with 0.05% Tween, for 5 min each. Secondary antibody (HRP-anti-Mouse (CST 7076, RRID: AB_330924 

http://antibodyregistry.org/AB_262044
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[http://antibodyregistry.org/AB_330924]), diluted 1:3000 in 5% milk in TBST pH 7.6 (TBST pH 7.6: 50 mM 

Tris, 150 mM NaCl, HCl to pH 7.6, 0.1% Tween)) was applied for 1 h at room temperature, and the 

membrane was washed three times for 5 min each time with TBST pH 7.6. The membrane was incubated 

with Clarity Western ECL Substrate (Bio-Rad) for 5 min, and then exposed to film, which was developed 

and scanned. Images were cropped with Photoshop CC (Adobe). No other image processing was 

employed. Original images are available on request. 

The western blot shown in Supplementary Fig. A2.12f was conducted twice with comparable 

results. The first experiment included only the RaZFa component (no additional loading control) to confirm 

the presence of only one band in each lane (data not shown). In the second experiment, 40 ng of pPD798 

(encoding a 3X-FLAG tagged NanoLuciferase) was co-transfected with the RaZFa components to provide 

a control for loading and transfection. 

 

Analytical flow cytometry 

Flow cytometry was run on a BD LSRII or BD LSR Fortessa Special Order Research Product 

(Robert H. Lurie Cancer Center Flow Cytometry Core). The lasers and filter sets used for data acquisition 

are listed in Supplementary Table A2.3. Approximately 2,000–3,000 single, transfected cells were 

analyzed per sample. 

 

Flow Cytometry Data Analysis 

Samples were analyzed using FlowJo v10 software (FlowJo, LLC). As illustrated in Supplementary 

Fig. A2.15, the HEK293FT cell population was identified by FSC-A vs. SSC-A gating, and singlets were 

identified by FSC-A vs. FSC-H gating. To distinguish transfected and non-transfected cells, a control 

sample of cells was generated by transfecting cells with a mass of pcDNA (empty vector) equivalent to the 

mass of DNA used in other samples in the experiment. For the single-cell subpopulation of the pcDNA-only 

sample, a gate was made to identify cells that were positive for the constitutively driven fluorescent protein 

used as a transfection control in other samples, such that the gate included no more than 1% of the non-

fluorescent cells. The mean fluorescence intensity (MFI) of the single-cell transfected population was 

http://antibodyregistry.org/AB_330924
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calculated and exported for further analysis. 

To calculate reporter expression, MFI in the FITC channel was averaged across three biologic 

replicates.  From this number, the autofluorescence of the cells was subtracted. To calculate the 

autofluorescence of the cells, in each experiment, a control group of cells transfected with DNA encoding 

the fluorescent protein transfection control and pcDNA were used. The background-subtracted MFI was 

converted to Mean Equivalents of Fluorescein (MEFLs) by multiplying by a coefficient determined in each 

experiment, as described below. Standard error was propagated through all calculations. 

 

Conversion of arbitrary units to standardized fluorescence units 

As shown in Supplementary Fig. A2.16, to determine the conversion factor for MFI to MEFLs, 

Rainbow Calibration Particles (Spherotech, RCP-30-5) or UltraRainbow Calibration Particles (Spherotech 

URCP-100-2H) were run with each flow cytometry experiment. This reagent contains six (RCP) or nine 

(URCP) subpopulations of beads, each of a specific size and with a known number of various fluorophores. 

The total bead population was identified by SSC vs. FSC gating, and the subpopulations were identified 

through two fluorescent channels. The MEFL values corresponding to each subpopulation were supplied 

by the manufacturer. A calibration curve was generated for the experimentally determined MFI vs. 

manufacturer supplied MEFLs, and a linear regression was performed with the constraint that 0 MFI equals 

0 MEFLs. The slope from the regression was used as the conversion factor, and error was propagated. 

 

Integration of cargo into landing pad cell lines 

From exponentially growing HEK293LP cells, 0.5 x 105 cells were plated per well (0.5 mL medium) 

in 24-well format, and cells were cultured for 24 h to allow cells to attach and spread. When cells reached 

50–75% confluence, Bxb1 recombinase was co-transfected with the integration vector by lipofection with 

Lipofectamine LTX with PLUS Reagent (ThermoFisher 15338100). 300 ng of BxB1 expression vector was 

mixed with 300 ng of integration vector and 0.5 μL of PLUS reagent in a 25 μL total volume reaction, with 

the remainder of the volume being OptiMEM (ThermoFisher/Gibco 31985062). In a separate tube, 1.9 μL 

of LTX reagent was mixed with 23.1 μL of OptiMEM. The DNA/PLUS Reagent mix was added to the LTX 
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mix. pipetted up and down four times, and then incubated at room temperature for 5 min. 50 μL of this 

transfection mix was added drop-wise to each well of cells, which was mixed by gentle swirling. Cells were 

cultured until the well was ready to split (typically 3 d), without any media changes. 

  

Selection and expansion of landing pad cell lines 

Cells were harvested from the 24-well plate when confluent by trypsinizing and transferring to a 

single well of a 6-well plate in 2 mL of medium, and then cells were cultured until they reached 50-70% 

confluence. Then, medium was aspirated and replaced with 2 mL of fresh media containing appropriate 

selection antibiotic 1 μg/mL puromycin (Invivogen ant-pr) or 6 μg/mL blasticidin (Alfa Aesar/ThermoFisher 

J61883). Medium was replaced daily with fresh medium containing antibiotics until cell death was no longer 

evident. Selection was first performed in puromycin for 7 d, then cells were expanded for 7 d without 

antibiotics. Cells were then cultured in both puromycin and blasticidin to maintain selective pressure until 

flow sorting. 

 

Sorting of landing pad cell lines 

Cells were harvested by trypsinizing, resuspended at approximately 107 cells per mL in pre-sort 

medium (DMEM with 10% FBS, 25 mM HEPES (Sigma H3375), and 100ug/mL gentamycin (Amresco 

0304)), and held on ice until sorting was performed. Cells were sorted using a BD FACS Aria 4-laser Special 

Order Research Product (Robert H. Lurie Cancer Center Flow Cytometry Core) with the optical 

configuration listed in Supplementary Table A2.4. 

The sorting strategy was as follows: single cells were first gated to exclude all EYFP positive cells 

(as EYFP positive cells still have an intact landing pad locus, suggesting a mis-integration event occurred) 

and to include only EBFP2+ cells. Then a gate was drawn on EBFP2 expression, utilizing the line that 

demonstrated the least amount of silencing (ZF1x12-C_mKate2 + ZF1a) to capture the 90th to 98th 

percentile of EBFP2 expressing cells (the top 2% were excluded to exclude cells suspected to possess two 

or more integrated copies of the cargo vector). The gate drawn using this line was used for all other lines 

as well. No gating was performed on mKate2 reporter expression. 15,000 cells were collected for each line 
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in post-sort medium (DMEM with 20% FBS, 25 mM HEPES, and 100 μg/mL gentamycin), and cells were 

held on ice until they could be centrifuged at 150 x g for 5 min and resuspended in DMEM. Cells were 

plated in a 24-well plate and expanded until used in experiments. Gentamycin was included in the culture 

medium for one week after sorting. 

 

Experiments involving landing pad cell lines 

Stable cell lines were plated in 0.5 mL of DMEM in triplicate in 24-well format at a density expected 

to generate 50% confluent wells. The day after plating (24 h), cells were harvested with Trypsin-EDTA, as 

described in Transfection Experiments. For transfection experiments designed to accompany landing pad 

line experiments (Fig. 2.6a,b), cells were plated and transfected 2 d prior to the assay and harvested as 

described in Transfection Experiments. Flow cytometry was run on a BD LSR Fortessa, as described in 

Analytical flow cytometry. 

For characterization, approximately 10,000 single, EBFP2-expressing cells were analyzed per 

sample, where EBFP2 is a marker for locus activity in the stable cells and a transfection control for 

transfected cells. Stable cells were analyzed using higher laser voltages than those used for transfected 

cells to effectively capture the range of reporter expression conferred by the panel of COMET promoters; 

thus, the results from this experiment are displayed in separate panels of Fig. 2.6 even though data 

collection occurred on the same day.  

 

COMET model development and analysis 

This section provides an integrated discussion of model development, calibration, and analysis to 

supplement the discussion in the main text. We first describe the development of the core model and then 

discuss elaborations and models used for comparison. In developing the core model to investigate and 

predict COMET behavior, we account for two phenomena: cell heterogeneity using a statistical model, and 

gene regulation using a dynamical model. 
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Statistical Analysis 

Statistical details for each experiment are in the figure legends. Unless otherwise stated, there are 

three independent biologic replicates for each condition. The data shown reflect the mean across these 

biologic replicates of the mean fluorescence intensity (MFI) of approximately 2,000–3,000 single, 

transfected cells. Error bars represent the standard error of the mean (S.E.M.). For main figures with heat 

maps, data are also shown in the corresponding supplemental figure as a bar graph with the mean and 

S.E.M. 

ANOVA tests were performed using the Data Analysis Toolpak in Microsoft Excel. Tukey’s HSD 

tests were performed with α = 0.05. Pairwise comparisons were made using a one-tailed Welch’s t-test, 

which is a version of Student’s t-test in which the variance between samples is treated as not necessarily 

equal. The comparisons involved reporter only vs. reporter + ZFa in Fig. 2.1, Fig. 2.3; inhibited vs. 

uninhibited, or more inhibited vs. less inhibited, in Fig. 2.5; no binding sites vs. one binding site in 

Supplementary Fig. A2.10; DMSO vs. rapamycin in Fig. 2.7; and summed individual cases vs. co-

expression in Fig. 2.8. For each comparison, the null hypothesis was that two samples were equal, and the 

alternative was that the latter was greater. The threshold for significance was set at 0.05. To decrease the 

false discovery rate, the Benjamini-Hochberg (BH) procedure was applied to each set of tests per figure 

panel; in all tests, after the BH procedure, the null hypothesis was rejected for p-values < 0.05. The outcome 

of each statistical test is indicated in the figure captions. 
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2.4 Results 

Identifying promoter design rules in mammalian cells 

In nature, TFs based on ZF domains coordinate diverse functions.183 For example, the 

evolutionarily ancient and widely expressed SP1 contains three Cys2-His2-type ZF motifs (generally 

considered a minimal ZF domain), and SP1 binding sites appear as tandem arrays in genes regulating cell 

growth, apoptosis, and immune function, as well as in compact, dynamically regulated viral promoters such 

as the long terminal repeat of HIV184. To begin developing a toolkit for constructing transcriptional programs 

from basic parts, we first considered five synthetic ZF domains characterized in yeast by Khalil et al.169 and 

investigated whether these tools could be adapted to regulate transcription in mammalian cells. In this 

mammalian library, each TF comprises a ZF DNA-binding domain fused to the VP16 activation domain 

(AD), forming a ZF activator (ZFa) that recruits RNA polymerase II (RNAPII) and induces transcription185. 

A new cognate promoter was generated for each ZFa by placing one ZF binding site upstream of the 

YB_TATA minimal promoter (Fig. 2.1a), which confers low background and inducible expression in several 

cell types87, 186. All five ZFa induced expression from their cognate reporters between 4 and 17-fold above 

background (ZFa-independent) (Fig. 2.1b, Supplementary Fig. A2.1a). Interestingly, the rank order of the 

magnitudes with which these ZFa induced their cognate reporters differed from that observed in a similar 

system in yeast169. 

Initial reporter output was relatively dim—on the order of 105 Molecules of Equivalent Fluorescein 

(MEFLs, an absolute unit of fluorescence187) per cell—so we explored strategies for building stronger 

inducible promoters. An established principle is that inducible gene expression increases with the number 

of TF binding sites, so we tested a panel of ZF1a-responsive promoters containing multiple ZF1 sites in an 

array upstream from the minimal promoter (Fig. 2.1c, Supplementary Fig. A2.1b). In general, ZF1a-

inducible reporter expression increased with the number of sites while background was unaffected. The 

ZF1 promoter with 12 sites (ZF1x12) yielded 113-fold induction—approximately 12 times greater than the 

ZF1x1 promoter. 
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Fig 2.1 Investigation of COMET promoter design rules. a The schematic shows the modular, tunable 
features of COMET TFs and promoters. b Five ZFa with different ZF domains all induced reporter 
expression (one-tailed Welch’s t-test: *p < 0.05, **p < 0.01, ***p < 0.001). c Increasing the number of 
ZF binding sites increased the level of gene expression in the presence of ZFa (ANOVA p < 0.001) but 
not without ZFa (ANOVA p = 0.24). Reporter expression increased significantly from 6 to 8 and from 8 
to 10 binding sites but not on either side of this range (Tukey’s HSD test with α = 0.05). d Moving the 
ZF binding site array further upstream of the TATA box reduced reporter expression (two-factor ANOVA 
p < 0.001), and arrays with more binding sites showed more substantial decreases in reporter 
expression. e Compaction of ZFa binding sites enhanced ZFa-induced reporter expression, for an 
equivalent number of ZF binding sites (one-tailed Welch’s t-test, p = 0.002), and across compact 
promoters, ZFa-induced reporter expression increased with the number of binding sites (ANOVA p < 
0.001). Reporter expression increased significantly from 2 to 3, 3 to 4, 5 to 6, and 8 to 12 binding sites 
(Tukey’s HSD test with α = 0.05). Experiments were conducted in biologic triplicate, and data were 
analyzed as described in Methods. Error bars represent the S.E.M. Source data are provided in the 
Source Data (Online1) file. 
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We hypothesized that expression might be influenced by the distance between the ZF binding site 

array and the TATA box, either favoring or blocking interactions with RNAPII, as was observed previously 

with synthetic promoters188. To investigate, we constructed promoters with the binding site array moved 

from 33 bp upstream of the TATA box (the original position) to 117 bp or 174 bp upstream. Overall, 

increasing spacing led to decreased expression, and this effect was especially pronounced for promoters 

with many sites (Fig. 2.1d). Thus, when ZFa bind farther from the promoter, the AD is seemingly too distant 

to contribute to transcriptional activation. This mechanism would also explain diminishing returns observed 

when adding sites to large arrays (Fig. 2.1c). In summary, increasing ZF-TF binding site count enhances 

gene expression, but only if the sites are near the TATA box. 

Given these findings, we next investigated whether compacting binding sites near the minimal 

promoter could potentiate transcriptional output. Our initial constructs had 16 to 38 bp spacers between 

each 9 bp binding site. To generate a more compact structure, constructs were generated with 6 bp spacers, 

such that ZFa would bind 15 bp apart in a rotating configuration around the DNA, as one turn of the double 

helix is 10.5 bp. We hypothesized that this configuration could avoid steric occlusion while increasing the 

local concentration of ZFa. A panel of compact promoters was generated, each containing 1–12 binding 

sites in an array beginning 33 bp upstream of the TATA box. These new promoters yielded strong output 

and 360-fold induction over background (Fig. 2.1e, Supplementary Fig. A2.1c). The output of the 

strongest compact promoter (ZF1x12-C) was over five-times greater than that of the comparable spaced 

promoter (ZF1x12-S). Background remained low across all constructs. Several of the strongest promoters 

exhibited mild squelching—a phenomenon in which inducing the expression of a TF (here, ZFa, which is 

expected to induce expression of the EYFP reporter) causes unexpected diminishment in the expression 

of a gene (here, the constitutively expressed EBFP2 transfection control) by competing for a limited pool of 

cellular resources that carry out transcription185, 189. Here, squelching is apparent when cells with high EYFP 

expression have lower EBFP2 expression than do cells with lower EYFP expression (Supplementary Fig. 

A2.1c). Thus, COMET ZFa and promoters can be potentiated until they saturate the cellular capacity for 

transgene expression190, and one can use simple rules to titrate transcriptional output. 
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Elucidating mechanisms of COMET gene expression 

Several observations prompted investigation into the COMET mechanism. At high doses of ZFa 

plasmid, reporter output plateaued at different levels depending on promoter architecture (Fig. 2.2a, 

Supplementary Fig. 2.2a–c). This plateau did not increase by switching minimal promoters, although some 

choices led to higher background (Supplementary Fig. 2.2d). Reporter expression increased with total 

plasmid dose (while holding the ratio of the ZFa plasmid and reporter plasmid constant), suggesting that 

transcription, and not translation, limits reporter output (Supplementary Fig. 2.2e). 

To help elucidate the mechanisms by which COMET operates, we developed a mathematical 

model of this system. As summarized in Figure 2.2 and detailed in Methods, we first considered 

mechanistic steps of gene expression, wrote equations capturing these steps (writing such equations is 

tantamount to formulating a hypothesis as to how gene expression operates), identified a formulation 

consistent with experimental observations, and simplified this representation by removing details not 

required to describe observed trends in order to generate a concise model. Finally, we fit parameters of the 

concise model to data in order to quantitatively describe experimental observations. We hypothesized that 

this process should generate a set of experimentally grounded parameters representing interpretable 

features of TF-promoter activity. Throughout, our goal was not to predict TF or promoter sequences de 

novo, but rather to describe and provide insight into observed trends. The explanatory value of such a 

model often exceeds insights that are accessible by intuition alone, and ultimately this framework could be 

used to design new genetic functions based upon COMET parts. 

We initiated this process by using first principles to produce a detailed model with features of 

transcriptional control191 including physical and functional interactions between the promoter, TFs, and 

proteins like RNAPII (Fig. 2.2b, Methods). This detailed model relates transcriptional output to TF 

concentration, TF-DNA binding affinity, TF-DNA binding cooperativity, RNAPII recruitment cooperativity, 

and maximum promoter activation. We then generated a series of theoretical landscapes analogous to the 

experimental landscapes in Fig. 2.2a, varying parameters across a biologically reasonable range, and 

observed that the landscapes fell within one of four categories defined with respect to the concavity and 

sigmoidicity of cross-sections along each axis (Fig. 2.2c). The experimental data most closely resembled  
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Fig 2.2 A model for COMET-mediated gene regulation. This figure summarizes the process of model 
development, refinement, and fitting. a The COMET model (model outputs are represented by the lines 
on each plot) explains experimentally observed trends (circles) for reporter expression as a function of 
ZFa dose and promoter features. This model uses a fitted response function for ZFa-induced gene 
expression (discussed in b–e) and simulates a cell population to account for variation in gene expression 
(Supplementary Fig. A2.3); lines depict the average outcome for the population. b We started with a 
detailed model of transcriptional activation in which reporter expression depends on TF concentration, 
a metric related to TF-DNA binding affinity (w), TF-DNA binding cooperativity (n = 1 for non-cooperative, 
n > 1 for cooperative), RNAPII recruitment cooperativity by each multiple-TF configuration at a promoter 
(ρ = 0 for non-cooperative, ρ > 0 for cooperative), and maximum promoter activation by each 
configuration (0 ≤ α ≤ 1). c This model yielded four types of landscapes (i–iv) under different 
assumptions, and two representative examples of each type are shown. COMET most closely 
resembles (iii). d,e A model that represents ZFa-induced reporter expression by a response function 
was used to fit the data in a (workflow for parameter estimation shown in e). The terms in this concise 
model can be related to terms in the mechanistic model. Landscapes in c,d are simulations of a single 
cell (homogenous model), and those in a are simulated mean values for a heterogeneous population. 
The outputs of this final fitted model are represented alongside experimental data in a. Source data are 
provided in the Source Data (Online1) file. 
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case (iii), indicating that TF-DNA binding is non-cooperative, but RNAPII recruitment is cooperative, and 

the maximum transcription rate (at a high ZFa dose) increases with both the number and compactness of 

binding sites. Therefore, the enhanced potency of the compact promoters stems from the cooperative 

recruitment of transcriptional machinery. 

Based upon the observed ZFa dose response profiles (Fig. 2.2a) and these insights, we proposed 

a concise response function to represent the rate of transcription (f) as a function of ZFa dose with three 

parameters: background (TF-independent) transcription (b), a steepness metric (w) related to TF-DNA-

binding affinity, and a metric for maximum transcription (m) (Fig. 2.2d, Methods). As indicated, the three 

parameters in this concise response function can be related to the additional parameters in the original 

detailed representation. For a given ZFa-promoter combination, m is experimentally determined and is 

based upon the number and spacing of binding sites in the promoter, and b is determined based on reporter 

expression without ZFa; w can be fit to ZFa dose response data by our previously developed method that 

improves parameter estimation by accounting for variation in gene expression117 (Fig. 2.2e, 

Supplementary Fig. A2.3a–c; fitted parameters are listed in Supplementary Tables A2.1-A2.2). 

Simulated data from the calibrated model provided close agreement with the experimental data, 

demonstrating that a concise representation can be used to analyze and describe COMET-mediated gene 

expression.  

Comparison of the calibrated model and experimental data confirmed two trends that hold across 

conditions (Supplementary Fig. A2.3d). First, the dependence of relative reporter output on binding site 

number is independent of the dose of ZFa plasmid when the output is scaled to its maximum value in each 

binding site series. Second, the dependence of relative reporter output on ZFa dose is independent of the 

number of binding sites when the output is scaled to its maximum value in each dose series. Thus, inducible 

gene expression follows a pattern that holds across various promoter designs and that is captured by a 

concise model. The occurrence of these similar patterns, when paired with the properties elucidated by the 

model, makes ZFa-induced gene expression readily interpretable and ultimately usable—these are 

desirable features for a transcriptional toolkit. 



67 
 

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
Fig 2.3 Characterizing an expanded panel of ZFa. a Nineteen ZFa were paired with cognate x6-C 
promoters, and all significantly induced gene expression (one-tailed Welch’s t-test all p < 0.02). b ZFa-
induced gene expression increased with the number of binding sites, on compact promoters, for ZF2 
(ANOVA p < 0.001) and ZF3 (ANOVA p < 0.001). c Investigating the orthogonality between the 12 
strongest ZFa using x6-C promoters. Abbreviations: V (Vector control, no ZFa gene), C (Control 
reporter, no ZF binding sites). Experiments were conducted in biologic triplicate, and data were analyzed 
as described in Methods. Error bars represent the S.E.M. Source data are provided in the Source Data 
(Online1) file. 
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ZFa library characterization and orthogonality 

Building upon our initial characterization of five ZFa (Fig. 2.1b), we evaluated whether 19 previously 

characterized ZFa169 could activate gene expression in mammalian cells. We observed that all ZFa drove 

transcription from their x6-C cognate promoters to varying extents (Fig. 2.3a, Supplementary Fig. A2.4a). 

Dose response profiles for the strongest 12 ZFa revealed a set of uncorrelated m and w values 

(Supplementary Table A2.1, Supplementary Fig. A2.5a–c). Additionally, the magnitude of induced 

reporter expression varied substantially between ZFa, which we hypothesized might be due to differential 

ZF affinity for binding cognate DNA sequences. Since the base pair upstream and base pair downstream 

(flanking nucleotides) of each 9 bp binding site affect ZF affinity192, we revisited promoters for two ZFa with 

contrasting outcomes in Fig. 2.3a (ZF2a for high expression and ZF3a for low expression) and observed 

that changing the flanking nucleotides significantly affected outcomes (Supplementary Fig. A2.5d). In both 

cases, changes guided by prior knowledge169, 192 increased transcriptional activation, and thus choice of 

flanking nucleotides can be used to tune transcriptional activation. To test whether the magnitude of reporter 

induction mediated by ZF2a and ZF3a depends on the number of binding sites in a manner similar to that 

observed for ZF1a (Fig. 2.1e), we varied the number of sites using compact promoters, and observed a 

similar trend for up to eight sites (Fig. 2.3b). Interestingly, there was a small decrease in reporter expression 

as the number of binding sites increased from 6 to 7 for both ZF2 and ZF3. It is possible that some promoter 

architectures, such as ZFx7-C, involve mechanisms that result in slight deviations from overall trends. 

To test whether ZFa-mediated activation of cognate promoters is orthogonal across ZFa-promoter 

combinations, we performed a series of pairwise evaluations using the twelve strongest ZFa and x6-C 

reporters. The highest expression from each promoter was observed with its cognate ZFa (Fig. 2.3c, 

Supplementary Fig. A2.5e). Of the 132 pairs of ZFa and non-cognate promoters, 80% showed less than 

1% of the maximal expression from that promoter (i.e., off-target activation), and 97% showed less than 

3% off-target activation. The highest off-target activation of a ZFa/non-cognate promoter pair 

(ZF2a/ZF15x6-C at 75%) may be explained by the similarities in the binding site sequences for ZF2 and 

ZF15 (7 of 9 bp in common). However, such sequence similarities were not noted for the next three highest 

off-target combinations (ZF6a/ZF7x6-C at 10%, ZF7a/ZF15x6-C at 6%, and ZF7a/ZF9x6-C at 4% off-target 
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activation). Overall, COMET ZFa are generally orthogonal from one another and are thus well-suited to 

composing genetic programs requiring multiple independent transcription units.  

 

Tuning transcription through protein engineering 

Having explored strategies for tuning gene expression by promoter engineering, we next 

investigated two strategies for tuning via protein engineering: altering the affinity of the ZF for the DNA and 

altering the strength of the AD. For the first strategy, we mutated four arginine residues in the ZF that 

interact with the DNA backbone (Fig. 2.4a). Arginine-to-alanine substitutions in these positions ablate 

favorable charge interactions between the ZF and negatively-charged phosphates in the DNA backbone 

and decrease ZF1a-induced expression in yeast169, 193, 194. As expected, ZFa-mediated gene expression 

decreased with an increasing number of such substitutions (Fig. 2.4b, Supplementary Fig. A2.6a,b). 

Interestingly, while changing the promoter architecture affected only the maximum transcription (m) (Fig. 

2.2), ZF mutations affected both the maximum transcription and the relative steepness of the ZFa dose 

response curve (m and w). Additionally, the changes in these values were correlated, revealing an axis 

along which ZFa R-to-A mutations tune TF strength. This result differs from our previous analysis of ZF 

domain choice, which affected m and w in an uncorrelated manner (Supplementary Fig. A2.5c). R-to-A 

mutations decreased ZFa-induced transcription in a manner that was similar across various numbers of 

binding sites in the promoter (Supplementary Fig. A2.6c), showing that this tuning can be applied across 

a variety of promoters. For the second tuning strategy, we tested two ADs in place of VP16: VP64195 and 

VPR171 (Fig. 2.4c). When fused in place of VP16, VPR produced the highest expression across several 

promoters, and VP64 was modestly stronger than VP16 in some cases (Fig. 2.4d). The relative effect of 

AD choice diminished as the number of ZF binding sites increased, suggesting that cooperative 

transcriptional activation by multiple weakly activating TFs (e.g., those based upon VP16), can approach 

the same magnitude of transcriptional activation mediated by fewer potently activating TFs (e.g., those 

based upon VPR). Replacing the AD on four other ZFa led to similar results (Supplementary Fig. A2.6d). 

Overall, these observations support the utility of multiple TF engineering strategies for tuning gene 

expression. 
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Fig 2.4 Tuning transcription through ZF mutants and AD variants. a The cartoon illustrates arginine-
to-alanine (R-to-A) mutations in the ZF domain, which decrease the DNA-binding affinity. b Left: ZF 
mutations modulate the steepness and the maximum of the ZFa dose response profile. Circles represent 
experimental data and solid lines represent fitted response function models. Right: correlation between 
m and w parameters across mutants. The regression line is m = 7.3×102w + 8.6, and the shaded region 
is the 95% confidence interval (one-tailed permutation test p < 0.001). c The cartoon depicts evaluated 
ADs. d Effects of AD on inducible reporter expression with different promoters. Gene expression varied 
with the choice of promoter (two-factor ANOVA p < 0.001) and choice of AD (p < 0.001), and an 
interaction was observed between these two variables (p < 0.001). e Combined effects of AD variants 
and ZF mutations were identified. Gene expression was affected by both the ZF mutations (two-factor 
ANOVA p < 0.001) and the AD (p < 0.001), with an interaction seen between these two variables (p < 
0.001). Each mutant ZFa induced more reporter expression with VP64 than with VP16 (one-tailed 
Welch’s t-test, all p < 0.05) and with VPR than VP64 (one-tailed Welch’s t-test, all p < 0.01). All VPR-
ZFa induced similar expression regardless of the use of a WT or mutant ZF (Tukey's HSD test with α = 
0.05). f The choice of AD affects the steepness and the maximum of the dose response. Circles 
represent experimental data and solid lines represent fitted response function models. 
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To explore interactions between the two TF protein engineering strategies, we investigated whether 

stronger ADs could enhance gene expression conferred by TFs with low-affinity ZFs. As ZF binding affinity 

decreased, ZFa-mediated gene expression decreased substantially with VP16, yet only moderately with 

VP64 and not at all with VPR (Fig. 2.4e). We then compared the dose response for the weakest-binding 

ZFa mutant (AAAA) with each AD to the VP16 ZFa bearing a wild-type (WT) ZF domain (Fig. 2.4f, 

Supplementary Fig. A2.6e). As AD strength increased, both m and w increased, as was observed when 

varying DNA binding affinity. Although the two domains of a ZFa are physically modular, since they affect 

the same parameters in the response function, we find that the domains are functionally intertwined. 

Therefore, the two TF protein engineering strategies should be considered jointly when tuning a ZFa. In 

summary, our observations illustrate how gene expression can be tuned through selection of physical 

features—ZF domain choice, mutations that affect DNA binding affinity, AD choice, and the number, 

spacing, and arrangement of binding sites in the promoter—and together this ensemble of designs provides 

a variety of realizable response profiles (Fig. 2.4g, Supplementary Fig. A2.6f). 

 

Design of inhibitory TFs 

Inhibitors comprise a key component of a versatile TF toolkit. We hypothesized that removing the 

AD from the ZFa would result in an inhibitor that binds DNA without inducing transcription (ZF inhibitor, ZFi) 

(Fig. 2.5a). We built a promoter with six compact binding sites for ZF1 and in which each ZF1 site 

overlapped with a ZF2 site to allow for pairwise testing of ZFi and ZFa with fully or partially overlapping 

sites (Supplementary Fig. A2.7a). Co-expressing ZF1a with ZF1i or ZF2i (equimolar plasmid doses) 

resulted in a ~50% decrease in inducible expression compared to ZF1a only, and inhibition mediated by 

partially overlapping ZF2i resembled that mediated by fully overlapping ZF1i (Fig. 2.5b, Supplementary 

Fig. 2.7b). This pattern held across various ZFi doses, and nearly complete inhibition was attained at high 

g The cartoon summarizes expected trends in output gene expression that result from tuning each 
modular feature of the ZFa and promoters. These design choices can produce either a vertical shift or 
diagonal shift in response profiles with respect to the number of binding sites and the dose of ZFa. 
Experiments were conducted in biologic triplicate, and data were analyzed as described in Methods. 
Error bars depict S.E.M. Source data are provided in the Source Data (Online1) file. 
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ZFi doses (Supplementary Fig. A2.8a). We hypothesized that transcriptional inhibition could be increased 

by incorporating a bulky domain to sterically block ZFa from binding adjacent sites in the promoter or to 

block the recruitment of RNAPII or associated factors. To test this hypothesis, we fused DsRed-Express2  

(abbreviated throughout as DsRed) to the ZF domain. Co-expression of ZFi-DsRed and ZFa (equimolar 

plasmid doses) reduced reporter expression by 90–95%, and at higher ZFi-DsRed doses the inhibition was 

essentially complete, even when using stronger promoters based upon the CMV minimal promoter (Fig. 

2.5b, Supplementary Figs. A2.8b-c). Therefore, the choice of a fusion partner affords an additional design 

handle for substantially tuning ZFi performance characteristics. 

To help understand the mechanism of ZFi-mediated transcriptional inhibition, we considered that 

within each cell, promoters occupy an ensemble of states that depend on the promoter architecture and the 

ZFa and ZFi that are present (Fig. 2.5c). As the relative dose of ZFi to ZFa increases, the distribution of 

the ensemble should shift toward states that are more inhibited; a trend towards more inhibition should also 

occur by increasing the relative DNA binding affinity of the ZFi versus that of the ZFa. Given our 

understanding of ZFa-mediated transcriptional activation, we speculated that the inhibitors should act via a 

dual mechanism with these properties: (i) competitive inhibition: since each site in the promoter can 

accommodate at most one TF, the binding of an inhibitor should prevent the binding of an activator; and (ii) 

decreased cooperativity: since inhibitors intersperse between activators, the spacing between activators 

should widen, and the effective m should resemble that of a promoter with lower cooperativity. 

To explore this proposed mechanism of inhibition, we developed a model that describes the activity 

of ZFa and ZFi at a single-site promoter by representing physical interactions without a response function 

(Supplementary Fig. A2.8d, Methods). Simulated trends for ZFa dose responses with perturbations to 

DNA-binding affinity broadly agreed with experimental data (Supplementary Fig. A2.8e, Fig. 2.4). 

However, simulated trends for ZFa dose responses for varying AD strengths (at the simulated single-site 

promoter) differed qualitatively from the trends observed experimentally for a multi-site promoter (Fig. 2.4f). 

The difference in outcomes for the single-site and multi-site cases is consistent with our expectation that 

cooperative ZFa-mediated RNAPII recruitment would be observed only for the latter case (Fig. 2.2). 

Notably, the model also showed less responsiveness of reporter output to ZFi (at the simulated single-site  
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Fig 2.5 Transcriptional inhibition. a The schematic depicts two types of inhibitors that were evaluated. 
A ZF1/ZF2x6-C hybrid promoter is activated by ZF1a and inhibited by ZF1i or ZF2i. b ZFi and ZFi-
DsRed differentially inhibit transcription (one-tailed Welch’s t-test: **p < 0.01, ***p < 0.001). c The 
cartoon summarizes the proposed conceptual model of ZFi-mediated inhibition. Within each cell, a 
promoter can occupy states with different configurations of ZFa and ZFi. Several example states are 
shown for three conditions of increasing dose or strength of inhibitor (i.e., DNA-binding affinity) relative 
to activator. d ZFi and ZFi-DsRed differ from standard competitive inhibitors. Predictions for competitive 
inhibition alone, for various promoter configurations, are depicted with solid lines (Methods). COMET 
inhibitors track the dotted lines, which represent fits to the dual mechanism model, except in the case 
of ZFi paired with x6-C, which tracks the competitive inhibition-only prediction. Each condition uses 
ZF1a at a dose of 40 ng. X-axes are scaled linearly from 0–10 ng and logarithmically above 10 ng. e 
Measured and predicted reporter expression were compared for a panel of ZFi mutants. Each condition 
uses ZF1a(RAAR) at a dose of 40 ng and the ZF1x6-C compact promoter. Experiments were conducted 
in biologic triplicate, and data were analyzed as described in Methods. Error bars represent the S.E.M. 
Source data are provided in the Source Data (Online1) file. 
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promoter) than was experimentally observed for a multi-site promoter (Supplementary Fig. A2.8f), again 

suggesting that for multi-site promoters, ZFi can impair ZFa-mediated transcription by disrupting 

cooperative RNAPII recruitment. 

To experimentally test the proposed dual mechanism of inhibition, we conducted dose responses 

for the ZFi and ZFi-DsRed inhibitors using the ZF1x6-S and ZF1x6-C promoters, with ZFa dose held 

constant (Fig. 2.5d). When ZFi was applied to the compact promoter, reporter expression matched the 

concise model for competitive inhibition alone. However, for the other three cases, observed reporter 

expression began to deviate with increasing doses of inhibitor, and by high doses it showed complete loss 

of cooperative RNAPII recruitment. The inhibitor dose at which the experiment began to deviate from the 

model was lower for ZFi-DsRed compared to ZFi and for spaced promoters compared to compact 

promoters. At intermediate doses of inhibitor, reporter expression ramped down toward single-site promoter 

behavior (Fig. 2.5c middle column, Fig. 2.5d dotted lines, Methods), and by high doses the ramp down 

was complete (Fig. 2.5c right column). The highest dose of ZFi-DsRed, used with the compact promoter, 

resulted in a profound 400-fold decrease in reporter expression. To further examine the case where the 

employed inhibitor did not disrupt cooperative RNAPII recruitment (i.e., ZFi used with the x6-C promoter), 

we paired a panel of ZFi varying in DNA-binding affinity with a reduced-affinity ZFa mutant (Fig. 2.5e). For 

all cases examined, ZFi-mediated inhibition was still predicted by competitive inhibition alone (Methods). 

We conclude that the compact promoter is more capable of cooperative RNAPII recruitment than is the 

spaced promoter, and that ZFi is a weaker inhibitor than is ZFi-DsRed, such that the dual inhibition 

mechanism applies to three of the four types of inhibitor-promoter pairings evaluated, and the pairing most 

responsive to inhibition is ZFi-DsRed with a compact promoter. Thus, the mechanism by which cooperative 

transcriptional machinery recruitment renders the compact promoter architecture highly activatable by a 

ZFa also causes such promoters to be substantially inhibited through disruption of this mechanism by a 

ZFi-DsRed. 
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Genomic integration of COMET TFs 

Since some applications require stable integration of genetic programs, we investigated how 

COMET parts function upon stable integration into the genome, and in particular, whether COMET design 

rules gleaned from transient transfections might extend to performance in the genomic context. As a 

representative test set, we generated a panel of stable cell lines that each constitutively express a ZFa and 

contain one of several COMET promoters—varying the number of ZF binding sites and spacing between 

binding sites—that drive expression of a fluorescent reporter protein. To enable comparisons using a 

consistent site of genomic integration, we used site-specific Bxb1 recombinase-mediated integration into 

the AAVS1 safe harbor locus of HEK293FT landing pad cells.173 In this process, COMET components were 

cloned into transcription unit positioning vectors (TUPVs) followed by one-step assembly into all-in-one 

integration vectors (IVs). The IVs used include a constitutive fluorescent protein marker and antibiotic 

resistance markers, a COMET promoter-driven mKate2 reporter, and either a constitutively expressed 

VP16-ZF1a or a blank control sequence (Supplementary Fig. A2.9a–c). Following gene delivery and 

selection (Supplementary Fig. A2.9d), we obtained cell lines that enable a comparison of COMET-driven 

gene expression in the stable genomic context (Fig. 2.6c, Supplementary Fig. A2.10c) to delivery by 

transfection of separate plasmids (Fig. 2.6a, Supplementary Fig. A2.10a) or transfection of all-in-one 

vectors (Fig. 2.6b, Supplementary Fig. A2.10b). 

Overall, genomic COMET components drove gene expression following trends that are consistent 

with those observed in transient transfection: compact promoters drove more expression than did spaced 

Fig 2.6 Characterization of promoter design rules in the genome. The cartoons summarize the 
systems used to evaluate promoter performance characteristics across three contexts: a multiple 
plasmid transient transfection, b single plasmid transient transfection, and c single-copy stable 
integration at a genomic safe harbor locus. The promoters included here comprise 1, 3, 6, or 12 ZF1 
binding sites positioned using spaced or compact architectures upstream of the YB_TATA minimal 
promoter driving an mKate2 reporter gene. Constitutive EBFP2 was used as a transfection control in 
the transient transfection context and as a marker for genomic locus activity in the stable context. Bar 
graphs and histograms show reporter expression for EBFP2-expressing cells. In all contexts, ZFa-
induced gene expressed increased with the number of binding sites on spaced and compact promoters 
(ANOVA p < 0.00001). To profile the range of inducible expression conferred by each promoter, stable 
cell lines and transiently transfected cells were characterized using two distinct sets of flow cytometry 
settings (voltages), each of which was independently calibrated to yield comparable absolute 
fluorescence units (bar graphs). Experiments were conducted in biologic triplicate, and data were 
analyzed as described in Methods. Error bars represent the S.E.M. Source data are provided in the 
Source Data (Online1) file. 
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promoters and expression increased with the number of binding sites. Interestingly, for compact promoters, 

increasing the number of binding sites also led to more homogeneous reporter expression profiles spanning 

only a single order of magnitude—matching the tight distribution expected of a constitutively expressed 

gene in a landing pad.173 For the strongest promoters (x6-C and x12-C), tight distributions of reporter 

expression contributed to high fold inductions (8,000 and 14,000, respectively, compared to corresponding 

reporter-only cell lines). The promoter containing a single ZF1 site, placed in a favorable position with 

respect to the TATA box (Fig. 2.1d), did confer modest but significant gene expression compared to the 

control promoter lacking any ZF1 site (Supplementary Fig. A2.10d), although the expression induced by 

this ZFa from a x12-C promoter was 800-fold higher (Fig. 2.6c). Thus, COMET TFs can drive expression 

from either the genome or a plasmid, and the design rules used to tune expression in transient transfections 

may be transferrable, at least qualitatively, to the genomic context. 

 

Design and evaluation of small molecule-responsive TFs 

Chemical inducibility is useful for conferring external and temporal control over gene expression. 

We designed a small molecule-responsive ZFa by fusing FBKP and FRB domains, which heterodimerize 

upon exposure to rapamycin196, onto ZF and AD, respectively (Fig. 2.7a). We expected that without 

rapamycin, the ZF would bind DNA and not induce transcription, and that with rapamycin, FKBP and FRB 

would dimerize to reconstitute a functional ZFa. Indeed, rapamycin-activated ZFa (RaZFa) with each AD 

showed rapamycin-induced reporter expression (Fig. 2.7b, Supplementary Fig. A2.11a). Thus, COMET 

TFs can be adapted to achieve small molecule-induced gene expression. 

We noted that fold-increase in reporter output was lower for the RaZFa (+/– rapamycin) than for 

the ZFa (+/– ZFa). For the RaZFa using VP16, this effect was attributable to low induced reporter 

expression. We hypothesized that if FKBP-ZF were present in excess, it might competitively inhibit the 

reconstituted RaZFa from binding the promoter. To investigate, we varied the doses and ratios of RaZFa 

components (Fig. 2.7c, Supplementary Fig. A2.12a). High FKBP-ZF levels diminished expression as a 

ZFi would, and excess VP16-FRB increased inducible expression, resulting in high fold induction when 

paired with lower doses of FKBP-ZF. However, VP64-based RaZFa and VPR-based RaZFa were less  
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Fig 2.7 Engineering small molecule-responsive TFs. a The cartoon illustrates chemically-responsive 
control of gene expression using rapamycin-inducible ZFa (RaZFa). b The effects of promoter 
architecture and AD on RaZFa performance were evaluated. For all RaZFa on both promoters, reporter 
expression was significantly higher with rapamycin than DMSO (one-tailed Welch’s t-test, all p < 0.05). 
Fold induction is shown above the rapamycin case for relevant conditions. c Gene expression in the 
absence of rapamycin was affected by VP16-FRB dose (two-factor ANOVA p < 0.001) and FKBP-ZF 
dose (p < 0.001), with no interaction between these variables (p = 0.14). Reporter expression after 
rapamycin addition was affected by VP16-FRB dose (two-factor ANOVA p < 0.001) and FKBP-ZF dose 
(p < 0.001) with a significant interaction between these variables (p < 0.001). d Effects of subcellular 
localization tags: N = nuclear, x = no localization, C = cytoplasmic. For VP64-based RaZFa, gene 
expression in the absence of rapamycin was affected by AD-FRB localization (two-factor ANOVA p = 
0.01) and FKBP-ZF localization (p < 0.001), with no interaction between these variables (p = 0.39). For 
VP64-based RaZFa, gene expression after rapamycin addition was not affected by AD-FRB localization 
(two-factor ANOVA p = 0.26) but was affected by FKBP-ZF localization (p = 0.02), with an interaction (p 
= 0.001). For VPR-based RaZFa, gene expression in the absence of rapamycin was affected by AD-
FRB localization (two-factor ANOVA p < 0.001) and FKBP-ZF localization (p < 0.001), with an interaction 
(p = 0.03). For VPR-based RaZFa, gene expression in the presence of rapamycin was affected by AD-
FRB localization (two-factor ANOVA p < 0.001) but not by FKBP-ZF localization (p = 0.29), with no 
interaction (p > 0.05). Experiments in c and d use a ZF1x6-C promoter. Experiments were conducted 
in biologic triplicate, and data were analyzed as described in Methods. Error bars represent the S.E.M. 
Source data are provided in the Source Data (Online1) file. 
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affected by component ratios (Supplementary Fig. A2.12b,c). Thus, it appears that the relative weakness 

of VP16-mediated transcriptional activation makes VP16-based RaZFa more sensitive to excess FKBP-ZF. 

Since high background in the absence of rapamycin limited the fold induction for VP64-based and 

VPR-based RaZFa, we investigated strategies to decrease background. VPR-FRB alone promoted a very 

low amount of reporter expression, and this background was greater in the presence of ZF-fusion proteins, 

even in the absence of rapamycin (Supplementary Fig. A2.12d), suggesting that the ZF can bind the 

promoter in such a way that transient promoter-AD interactions induce some transcription. To circumvent 

this putative undesired mechanism, we removed the nuclear localization signal (NLS) from each RaZFa 

component or replaced the NLS with a nuclear export signal (NES) (Fig. 2.7d, Supplementary Fig. 

A2.12e). For both VP64-based and VPR-based RaZFa, NES tagging of AD-FRB and NLS tagging of FKBP-

ZF decreased background while conferring little effect on rapamycin-induced reporter expression, such that 

fold induction improved. To explain why the addition of NES to FKBP-ZF increased background, we 

hypothesize that while low levels of nuclear FKBP-ZF are sufficient to allow AD-FRB to drive transcription 

from the promoter, at higher nuclear levels the FKBP-ZF can act as an inhibitor. The decrease in 

background associated with the NES tag on AD-FRB was not due to decreased expression 

(Supplementary Fig. A2.12f). Expression of VP64-FRB was low relative to other components, but 

increasing the dose of VP64-FRB plasmid—above levels used in Supplementary Fig. A2.12b—-increased 

background and diminished inducible reporter expression (Supplementary Fig. A2.12g). Altogether, 

tuning these design variables led to improved rapamycin-inducible gene expression (greater fold induction) 

for each AD choice (Supplementary Fig. A2.13a), with responsiveness across several orders of magnitude 

of rapamycin concentration (Supplementary Fig. A2.13b) and yielding a useful system for chemically-

induced expression.  

 

Expanding the CID concept to engineer new chemically responsive TFs 

We next sought to expand the CID concept to generate more chemically inducible TFs with 

COMET. During this study, we also aimed to elucidate some principles for engineering TFs. In the original 

COMET work, we only picked one orientation for each component—the AD was always fused to the N- 
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Fig 2.8. Strategies for design of CID systems. Legend at left decribes each component. Systems 1-
4 differ in whether the binidng domains are fused to the N-termini or C-termini of each protein in the 
system, but keep each binding domain pared with the same component of the COMET TF (ZF or AD). 
Systems 5-8 represent the binding domains having been flipped between the componets from systems 
1-4. 
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terminus of FRB, and FKBP was always fused to the N-terminus of FKBP. We did not know whether all 

possible orientations (Fig. 2.8) would perform equally well, or whether differences might arise from either 

protein stability, non-optimal orientation of the AD relative to the promoter, or some other issue. We began 

by investigating eight strategies in the possible orientations and combinations thereof for building these CID 

TFs for rapamycin and testing them on both spaced and compact promoters (Fig. 2.8, 2.9a). All performed 

well, and we noticed several trends. Strategies 1-4, in which FKBP and the ZF were paired, yielded higher 

ligand-induced signal than strategies 5-8, in which the FRB and ZF were paired. Further, strategies 2 and 

4, in which the FRB was fused to the N-terminus of the AD, had higher signal than strategies 1 and 3, in 

which the FRB was fused to the C-terminus of the AD. These differences were more pronounced on the 

spaced than the compact promoter. 

We then evaluated the 8 strategies for four other systems (ligands and binding domains). 

Gibberellin is a plant hormone and brings the GID1 and GAI domains together. Abscisic acid, also a plant 

hormone, induces the dimerization of ABI and PYL. The small molecule drug ABT-737 induces binding of 

the scFV scAZ1 to a fragment of Bcl-xL. Fusicoccin, a product secreted by fungi, binds the CT52 to T14-3-

3ΔC domains. Though fusicoccin only induced weak signal in one strategy and many strategies showed 

non-negligible background signal, all other ligands induced significant gene expression (Fig 2.9b-d).  

Interestingly, the other CID systems each showed several strategies that performed better than 

others, though no clear pattern held among the systems. For instance, with the gibberellin system (Fig 

2.9b), strategies 5 and 7 showed lower induced signaling than the others, indicating that there was an issue 

with the VP64-GAI component of this system. For the ABT-737 system (Fig 2.9d), strategies 1-4, in which 

the ZF and Bcl-xL were fused, produced only low levels of signaling compared to the other strategies for 

this system, indicating that the ZF and Bcl-xL fusion protein is either not stable or has other issues that limit 

chemically induced transcription when it is used in a CID system.  

 

Implementing Boolean logic with COMET 

Finally, we explored whether COMET could be used to encode Boolean logic functions within 

individual promoters. Our exploration of promoter architecture (Fig. 2.1c,e) suggested a strategy for  
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designing hybrid promoters with alternating sites for combinations of ZFa to implement AND logic (Fig. 

2.10a). We hypothesized that cooperative activation on compact promoters would occur only when both 

species of ZFa were present, conferring AND gate behavior. Synergistic activation arising from closely 

arranged TF binding sites has been used to build AND gates in mammalian genetic programs188, but 

arranging sites in alternating patterns does not necessarily guarantee the synergy required for an AND 

gate117. We tested promoters containing varying pairs of ZF2 and ZF3 sites (Fig. 2.10b, Supplementary 

Fig. A2.14a). In each case, maximal reporter expression occurred when both ZFa were present, and this 

expression was greater than the sum of those induced by each ZFa individually—this defines AND gate 

behavior. For the three-pair hybrid promoter, AND gate behavior was observed even at low ZFa levels; 5 

ng of each plasmid encoding ZF2a and ZF3a together produced more reporter expression than did 200 ng 

of plasmid encoding either ZFa alone (Fig. 2.10c, Supplementary Fig. A2.14b). The steep OFF-ON 

transition along the perimeter of the dose response landscape is due to the effective transition between x3-

S and x6-C architectures—an advantageous behavior of COMET that differs from previously reported 

transcriptional AND gates utilizing tTA and Gal4 (Fig. 2.10d, Supplementary Fig. A2.14c, Methods)117.  

We extended this hybrid promoter strategy to generate candidate three-input AND gates for ZF1a, 

ZF2a, and ZF3a. A promoter with one site for each ZFa did not produce AND gate behavior 

(Supplementary Fig. A2.14d), which is consistent with the expected similarity in reporter expression for 

promoters recruiting two versus three ZFa (Fig. 2.1c, e). However, a promoter with two sites per ZFa did 

produce AND gate behavior; reporter expression when all three ZFa were present was higher than the sum 

of the levels when any two ZFa were present plus the level conferred by the third (Fig. 2.10e). COMET’s 

modular features enable the composition of single-promoter AND gates. 

Finally, we investigated whether inhibitors could be combined with activators to build complex logic 

functions using design rules elucidated in this study. As a test case, we designed a four-input logic function  

Fig. 2.9. Evaluation of new CID systems for COMET. Each system from Fig. 2.8 was built and tested 
for four CID systems against the ligands: a) rapamycin, b) giberellin, c) abscisic acid, d) ABT-737. Each 
experiment includes comparison to cells transfected with reporter only (R), with reporter and a VP16-
ZFa (+), and with reporter and a VP64-ZFa (+*). Experiments were conducted in biological triplicate, 
and error bars represent the S.E.M. 
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Fig 2.10 Composing Boolean logic. a The cartoon summarizes a strategy for single-layer, promoter-
based logic gates with ZF-TFs. We hypothesized that AND gate promoters could be designed by using 
multiple repeats of a paired ZF3/ZF2 motif. Full occupancy of this promoter by both ZF2a and ZF3a 
mimics a fully occupied x6-C promoter, and partial occupancy (with either ZFa alone) mimics an x3-S 
promoter. Thus, there is a large increase in gene expression when the promoter is occupied by two 
types of ZFa compared to one type. b Candidate two-input AND gates were constructed using one to 
four repeats of paired binding sites in the promoter. AND gate behavior is considered significant if 
reporter expression with both ZFa is greater than the sum of reporter expression with each ZFa 
individually (one-tailed Welch’s t-test: *p < 0.05, **p < 0.01). c Two-input dose response for the AND 
gate with three repeats of paired binding sites. The landscape is shaded from green to purple to facilitate 
visualization in the z-axis direction.  
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that takes both activators and inhibitors as inputs (Fig. 2.10f, Methods). We first characterized individual 

interactions between activators and inhibitors and found that ZF2i-DsRed and ZF3i-DsRed were the most 

effective at inhibiting expression (Supplementary Fig. A2.14e,f). In the full genetic program, all cases 

produced the expected outcomes (Fig. 2.10f, Methods). Thus, COMET components and design principles 

can be employed to compose complex functions including single-layer logic. 

 

2.4 Discussion 

We anticipate that COMET will be a useful resource for building genetic programs. Currently, 

engineering mammalian cellular functions is slow and involves multiple iterations of the design-built-test-

learn cycle. In prokaryotes, the design and construction of genetic programs has been streamlined by the 

development of large libraries of well-characterized and orthogonal components in concert with 

computational tools such as Cello140. COMET similarly provides a large library of TFs and promoters with 

tunable features, and the characterization of these components provided a foundation for a mathematical 

model. We used the model to elucidate mechanisms by which the activators and inhibitors operate at 

promoters and fitted parameters to describe how these activities vary across the design choices examined. 

This integrated approach transcends the identification of general qualitative trends (e.g., increasing the 

number of binding sites in a promoter generally increases inducible gene expression) to yield quantitative 

and often mechanistic understanding as to how design choices affect TF-promoter activity. This insight 

could not have been deduced from prior knowledge, including biophysical intuition or even characterization 

of similar ZFa and promoters in yeast169. Whether the design rules elucidated here ultimately enable large-

scale model-driven design is an important question worthy of subsequent investigation. 

d A theoretical model of COMET AND behavior is compared with other models of transcriptional AND 
gates; the latter vary in whether activators have multiplicative cooperativity (ρ) and whether maximum 
activation (α) is equivalent for TFs individually and together (Methods). e A three-input AND gate was 
constructed using two repeats of a triplet binding site motif. AND gate behavior is considered significant 
if reporter expression with all three ZFa is greater than the sum of reporter expression with each ZFa 
individually, and also greater than the sum from each of the three combinations with two co-expressed 
ZFa and the other ZFa individually (one-tailed Welch’s t-test, **p < 0.01 for all four of these tests). f A 
four-input gate was constructed using the binding site arrangement shown. Experiments were 
conducted in biologic triplicate, and data were analyzed as described in Methods. Error bars represent 
the S.E.M. Source data are provided in the Source Data (Online1) file. 
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COMET comprises an extensible toolkit that readily accommodates new parts. The current COMET 

library includes 44 activating and 12 inhibitory TFs and 83 cognate promoters. Of the 44 ZFa, 19 were 

ported from a toolkit originally characterized in yeast169 with only minor changes in the linker between 

protein domains. Generating the remaining activators and inhibitors involved combining ZF domains with 

functional domains. This highlights COMET’s modularity, in that new elements can be characterized, 

modeled (Fig. 2.2, Methods), and then utilized for customized gene regulatory functions.  

Our combined experimental and computational investigation revealed properties and design rules 

that guide the use of COMET parts. By selecting TF-promoter combinations, one can select a magnitude 

of output gene expression from a range spanning three orders of magnitude. Design rules explain, at a high 

level, many functional consequences of choices such as ZF domain, mutations in the ZF domain that impact 

binding affinity, the AD, competition between activating and inhibitory TFs, and the number, spacing, and 

arrangement of binding sites in the promoter. COMET-mediated gene expression confers dose response 

landscapes that differ from those of tTA and Gal4117, and COMET could be better suited for applications 

such as building hybrid promoters. COMET is also amenable to incorporation of other functional modalities 

such as chemically inducible gene expression. 

A key insight is that COMET promoter strength arises from cooperative recruitment of 

transcriptional machinery, which is an effect that varies with the spacing between binding sites. This 

mechanism differs from that of previously characterized ZF-TF systems in which cooperativity is directly 

engineered into TFs through protein-protein interaction domains such as PDZ or leucine zippers134, 169, 197. 

While these previous strategies usefully enable tuning performance characteristics such as dose response 

curves, they are potentially limited by the availability, orthogonality (with respect to both synthetic and 

endogenous components), and geometric requirements of the protein-protein interaction domains 

employed. In contrast, the scalability of COMET thus far appears limited only by the availability of 

orthogonal ZFs; these domains can be constructed using technologies such as OPEN170 as well as other 

methods, and this remains an active area of research. 

COMET promoters’ design-based cooperativity is useful. First, it confers both low background 

expression and high fold induction, even though these two objectives typically present a trade-off87. Second, 
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it enables the implementation of logic gates that have attractive features. Unlike other previously described 

logic gates that require different architectures for activation and inhibition134, a single COMET promoter can 

be used in either activating or inhibitory logic gates. Many gates function as predicted without extensive 

tuning (Fig. 8). These properties simplify the design process and enable integrating multiple inputs at a 

single promoter, ultimately decreasing the number of components required to construct genetic programs. 

Inhibitory COMET TFs modulate effective cooperativity to completely inhibit COMET TF-mediated 

transcription (Fig. 2.5, Supplementary Fig. A2.8). This mechanism is fast and reversible, which could be 

advantageous over mechanisms that employ slower KRAB-mediated chromatin repression and subsequent 

reactivation174.  

Another advantage of promoter-based cooperativity is that it should enhance the specificity with 

which ZFa activate target promoters. A limitation to the minimal three-finger ZF-TF strategy investigated 

here is that any single 9 bp ZF binding sequence might occur many times in a genome. However, the 

probability that two binding sites would occur at the same locus is unlikely, and the chance that three or 

more sites would co-occur is vanishingly small. Moreover, the potent activation reported in Fig. 2.1 also 

required the ZF binding array to be proximal to a transcriptional start site, which should further boost the 

distinction between on-target and off-target transcription. Indeed, in a genomic context (Fig. 2.6), although 

ZF1a drove modest expression from a x1 promoter (in which the ZF binding site was placed favorably close 

to the TATA box), the expression from a x12-C promoter was 800-fold greater. The protein engineering 

design rules elucidated here also suggest that specificity could be further increased, if desired, by the choice 

of AD and ZF domain. For example, selection of a weaker AD could necessitate that multiple ZFs bind in a 

compact configuration at a promoter in order to drive transcription (Fig. 2.4d). Reducing the affinity with 

which a ZF binds DNA could also be combined with selection of a weaker AD to shift the dose response 

curve, such that a promoter is activated only at high concentrations of ZFa (Fig. 2.4f). Thus, a potential 

advantage of pairing weaker ZFa with multi-site promoters is the possibility of dramatically boosting the 

effective specificity of the ZFa for driving transcription from a target promoter. Chromatin state, and thus 

cell type, likely impacts the tradeoff between on-target and off-target gene regulation, and this question is 

worthy of exploration in the future use of COMET for specific applications.  



88 
 
Several COMET properties are not easily explained by simple design rules. It is not yet clear why 

some ZFa combinations exhibit limited crosstalk when no sequence similarity in ZF binding sites is apparent 

(Fig. 2.3c); our empirical evaluation identifies how such crosstalk can be avoided by informed selection. 

Also, some non-specific transcriptional activation was conferred by the most potent ADs (e.g., VPR) when 

ZF domains were separately expressed but not driven to physically associate (i.e., by addition of 

rapamycin), suggesting a noncanonical mechanism. Operationally, these phenomena present minor 

complications that can be circumvented by system selection and attentiveness to potential artifacts during 

development and design of new functions.  

It will be interesting to evaluate how the trends observed here are conserved or diverge as the 

COMET toolkit grows and is applied to new applications. For example, we cannot predict a priori the 

magnitude of gene expression that a new ZFa will confer on its cognate promoter, nor can we predict 

orthogonality, but our analysis suggests that new parts may be screened, tuned, and combined following 

the same principles used in this study. We expect that the specific quantitative parameters determined in 

this study could be limited to the implementations used here, including the methods for DNA delivery and 

the cell type in which the characterizations were performed. However, since the fundamental mechanisms 

of transcription are maintained across contexts, we expect that the observed trends will extend across cell 

types and delivery methods. For instance, the rank order of promoter strength across the number of binding 

sites was conserved between transient transfection and genomic integration (Fig. 2.6). In practice, it is 

straightforward to test a focused library of COMET parts to empirically identify which combinations provide 

the function needed for an application, and if needed, tune system performance using strategies described 

in this study.  

A particularly exciting prospect is using COMET with other synthetic biology technologies. For 

example, COMET could be integrated into synthetic receptors that utilize orthogonal TFs as outputs, such 

as MESA or synNotch, to generate cellular programs for sensing, processing, and responding to 

environmental cues2, 110, 115, 117. Alternatively, COMET could be used to regulate the expression of synthetic 

components, such as GEMS receptors which interface with endogenous regulation112. We expect that 

COMET will be useful for prototyping and implementing sophisticated cellular functions for both 
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fundamental research and cellular engineering applications. 

 

2.6 Data and code availability 

All reported experimental data are included as Source Data (Online1). The raw datasets generated 

during and/or analyzed during the current study are available from the corresponding author on reasonable 

request. Plasmid maps for all plasmids reported in this study are provided as annotated GenBank files in 

Source Data (Online1). The majority of the plasmids used in this study are deposited with and distributed 

by Addgene, including complete and annotated GenBank files. The exceptions are plasmids pPD610, 

pPD611-pPD619, pPD630—these are not deposited with Addgene. Plasmids pPD610 (BxB1 Recombinase 

Expression Vector), pPD612 (pLink2), pPD614 (pLink4), and pPD618 (pLink8), and pPD630 (Destination 

Vector) were obtained through a Material Transfer Agreement with the Massachusetts Institute of 

Technology (MIT) and are available from Ron Weiss at MIT upon reasonable request (Weiss Lab plasmid 

names are given in parentheses, above). The series pPD611-pPD619 comprise linker vectors for mMoClo 

that have been superseded by an extended set that is deposited with Addgene; pPD611, pPD613, pPD615, 

pPD616, pPD617, and pPD619 are available from the corresponding author on reasonable request. 

This study uses data obtained from the following Addgene plasmids, as described in more detail in 

Methods: #63798 [https://www.addgene.org/63798/], #14893 [https://www.addgene.org/14893/], #58855 

[https://www.addgene.org/58855/], #58877 [https://www.addgene.org/58877/], #58876 

[https://www.addgene.org/58876/], #78099 [https://www.addgene.org/78099/], #74285 

[https://www.addgene.org/74825/], #61425 [https://www.addgene.org/61425/]. 

MATLAB code for COMET can be found at https://github.com/leonardlab/COMET. v1.0.1, which 

was used in this manuscript, is provided in a ZIP file titled Supplementary Software (Online1) and on 

Zenodo198. All code is provided under an open source license 
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3.1 Preface 

A version of this chapter was previously published as199: 

 

Hailey I Edelstein, Patrick S Donahue, Joseph J Muldoon, Anthony K Kang, Taylor B Dolberg, 

Lauren M Battaglia, Everett R Allchin, Mihe Hong, Joshua N Leonard, Elucidation And Refinement 

Of Synthetic Receptor Mechanisms, Synthetic Biology, https://doi.org/10.1093/synbio/ysaa017 

 

This is the fifth paper describing the MESA technology from our lab. In the first, Daringer, et al. established 

MESA as a technology for sensing extracellular ligands115. In the second, Schwarz et al. extended MESA 

to sense a biological ligand and rewire the response to this ligand to a therapeutic cytokine2. In the third, 

Hartfield et al., placed multiple MESA in the same cell to enable the sensing of multiple ligands and 

identified, via computational model, several targets for future investigations to improving the performance 

of the MESA system117. In the fourth study, Dolberg et al. developed a new intracellular signaling 

mechanism for MESA3. This study is the fifth description of the MESA technology from our lab, in which we 

address the areas identified in the third study. 

This was a highly collaborative work. Joseph and I designed the PC kinetics study, I planned the 

cloning, and Joseph and Amy built and characterized the constructs. I developed the luciferase assay. I 

built and characterized constructs for the PCIL study. I selected native TMDs with Joseph, designed the 

cloning, mentored Lauren through cloning them, and conducted most of the TMD-related experiments. I 

selected synthetic TMDs, designed the cloning, mentored Everett through cloning some of them, cloned 

other plasmids myself, and carried out the synthetic TMD experiments. Hailey and Anthony built constructs 

for and carried out the FRET experiments; I assisted them with the design and interpretation of these 

studies. Taylor designed and carried out the experiments involving GFP-MESA and split-TEV. Joseph and 

Amy built and characterized the new MESA systems against ABA and GA3, some of which were based on 

my designs and cloning plans. Hailey, I, Joseph, and Joshua wrote and edited the manuscript, and all 

authors contributed to the editing and approved of the final version.  

https://doi.org/10.1093/synbio/ysaa017
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3.2 Abstract 

Synthetic receptors are powerful tools for engineering mammalian cell-based devices. These 

biosensors enable cell-based therapies to perform complex tasks such as regulating therapeutic gene 

expression in response to sensing physiological cues. Although multiple synthetic receptor systems now 

exist, many aspects of receptor performance are poorly understood. In general, it would be useful to 

understand how receptor design choices influence performance characteristics. In this study, we examined 

the modular extracellular sensor architecture (MESA) and systematically evaluated previously unexamined 

design choices, yielding substantially improved receptors. A key finding that might extend to other receptor 

systems is that the choice of transmembrane domain (TMD) is important for generating high-performing 

receptors. To provide mechanistic insights, we adopted and employed a Förster resonance energy transfer 

(FRET)-based assay to elucidate how TMDs affect receptor complex formation and connected these 

observations to functional performance. To build further insight into these phenomena, we developed a 

library of new MESA receptors that sense an expanded set of ligands. Based upon these explorations, we 

conclude that TMDs affect signaling primarily by modulating intracellular domain geometry. Finally, to guide 

the design of future receptors, we propose general principles for linking design choices to biophysical 

mechanisms and performance characteristics. 

 

3.3 Introduction 

Engineered cell-based therapies are a promising strategy for the targeted treatment of many 

diseases200, 201, 202, 203. Central to this approach is the use of genetically encoded sense-and-response 

programs, which cause the cell to enact a therapeutic function upon detection of specified cues. Designing 

and implementing a customized functional program generally requires integrating native and engineered 

cellular components, including receptors, signal transduction pathways, and genetic regulators. Developing 

principles and tools for doing so is an active frontier in the field of synthetic biology. This study focuses on 

elucidating principles that serve the broad goal of building, refining, and utilizing synthetic receptor systems. 

Synthetic receptor systems can be designed either to interact with or to be independent of 

endogenous signaling204, 205. One strategy is to couple synthetic receptor-mediated signaling to 
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endogenous pathways such as those involving JAK/STAT, MAPK/ERK, PLCG, PI3K/AKT, NFAT, and 

mediators downstream of GPCRs206, 207, 208, 209. When native signal mediators are paired with downstream 

engineered promoters, these signals can be redirected to new transcriptional outputs112, 210 or cell 

behaviors211, 212. A second strategy involves using engineered components to redirect the signaling outputs 

from native receptors via modified phosphorylation114, 213, 214, 215, dimerization138, or protein recruitment 

events216. A third strategy is to employ orthogonal systems with mechanisms that are essentially 

independent of endogenous signaling and regulation. Examples of this approach include synthetic Notch 

(synNotch) receptors, which sense surface-bound ligands110, 111, 217, 218, and the modular extracellular sensor 

architecture (MESA), which detects soluble ligands2, 3, 115, 117. Both of these receptor systems can regulate 

either endogenous or exogenous genes directly through ligand binding-induced release of a transcription 

factor (TF). Orthogonal receptor systems have several potential advantages, including evasion of 

inadvertent activation or repression by cellular factors, the potential for use in diverse cell types, and the 

potential to multiplex receptors to implement sophisticated functions. As a result, orthogonal systems are 

of great interest for building cell-based devices, and their intrinsic modularity should facilitate extensions to 

new ligand inputs and functional outputs219. Notably, these systems have not been tuned through evolution 

nor studied deeply in the biological literature, yet their modular structure renders them uniquely suited to 

iterative improvement. Therefore, there exist unique opportunities for elucidating and improving the 

performance characteristics of orthogonal synthetic receptors.  

This study focuses on exploring and improving MESA receptors—a class of self-contained 

synthetic receptors that signal in a manner that is independent of endogenous cellular pathways2, 3, 115, 117. 

Each MESA receptor comprises two transmembrane chains that dimerize upon ligand binding, triggering 

an intracellular proteolytic trans-cleavage reaction that releases an initially sequestered TF (Fig. 3.1a). 

Here, we chose to use the well-studied tetracycline-controlled transactivator (tTA) as the TF126. Across 

these studies, we demonstrated that obtaining desirable performance characteristics—low ligand-

independent (background) signaling and high fold induction of signaling upon ligand addition—required 

tuning both the absolute and relative levels at which each receptor chain is expressed. While this 

phenomenon is not entirely different from what one observes with native receptors and other systems, it 
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would be desirable to minimize this sensitivity to receptor expression level, for example to facilitate 

translational applications. Moreover, our computational analysis117 indicated that if design changes could 

improve the two performance characteristics noted above, this could render biosensor function robust to 

variation in receptor expression level. These observations motivate this investigation into refining the MESA 

design. 

In this investigation, we build mechanistic understanding and improve the functional performance 

of MESA receptors by systematically exploring variations upon MESA receptor design that we hypothesized 

might overcome the aforementioned limitations. We identify several features that may be rationally modified 

to tune performance (i.e., design handles), and we employ this knowledge to generate new high-performing 

receptors, expand the MESA repertoire to sense new ligands, and enhance a recently developed MESA 

variant that employs a distinct mechanism 3. Finally, we synthesize these observations to propose a 

framework of biophysically motivated design considerations for building novel synthetic receptors. 

 

3.4 Materials and methods 

General DNA assembly  

Plasmid cloning was performed primarily using standard PCR and restriction enzyme cloning with 

Vent DNA Polymerase (New England Biolabs (NEB)), Taq DNA Polymerase (NEB), Phusion DNA 

Polymerase (NEB), restriction enzymes (NEB; Thermo Fisher), T4 DNA Ligase (NEB), Antarctic 

Phosphatase (NEB), and T4 PNK (NEB). Golden gate assembly and Gibson assembly were also utilized. 

The pBI-EYFP reporter was described previously (Addgene #58855)115. GBP2-containing and GBP7-

containing source plasmids were a generous gift from Constance Cepko220. Plasmids were transformed 

into chemically competent TOP10 E. coli (Thermo Fisher), and cells were grown at 37°C.  

 

Cloning MESA receptors 

MESA receptors were cloned into pcDNA backbones to confer high expression in HEK293FT cells. 

These plasmid backbones are versions of the pcDNA3.1/Hygro(+) Mammalian Expression Vector (Thermo 

Fisher #V87020), modified by our laboratory in previous work (Addgene #138749)1. In general, restriction 
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sites were chosen to facilitate modular swapping of parts via restriction enzyme cloning. A complete list of 

plasmids used in this study is provided in Supplementary Data 1 (Online199). Plasmid maps are included 

as GenBank files in Supplementary Data 2 (Online199). 

 

Plasmid preparation 

TOP10 E. coli were grown overnight in 100 mL LB medium with an appropriate selective antibiotic. 

The following morning, cells were pelleted at 3,000×g for 10 min and then resuspended in 4 mL of a solution 

of 25 mM Tris pH 8.0, 10 mM EDTA, 15% sucrose, and 5 mg/mL lysozyme (Fisher Scientific #AAJ6070114). 

Cells were lysed for 15 min by addition of 8 mL of a solution of 0.2 M NaOH and 1% SDS, followed by 

neutralization with 5 mL 3 M sodium acetate (pH 5.2). The precipitate was pelleted by centrifugation at 

9,000×g for 20 min. Supernatant was decanted and treated with RNase A for 1 h at 37°C. 5 mL phenol 

chloroform was added, and the solution was mixed and then centrifuged at 7,500×g for 20 min. The 

aqueous layer was removed and subjected to another round of phenol chloroform extraction with 7 mL 

phenol chloroform (Fisher Scientific #BP1752I). The aqueous layer was then decanted and subjected to an 

isopropanol precipitation (41% final volume isopropanol, 10 min at room temperature—approximately 22°C, 

9,000×g for 20 min), and the pellet was briefly dried and resuspended in 420 µL water. The DNA mixture 

was incubated on ice for at least 12 h in a solution of 6.5% PEG 20,000 and 0.4 M NaCl (1 mL final volume). 

DNA was precipitated by centrifugation at 21,000×g for 20 min. The pellet was washed once with ethanol, 

dried for several h at 37°C, and resuspended for several h in TE buffer (10 mM Tris, 1 mM EDTA, pH 8.0). 

DNA purity and concentration were confirmed using a Nanodrop 2000 (Thermo Fisher). 

 

Cell culture 

The HEK293FT cell line was purchased from Thermo Fisher/Life Technologies (RRID: CVCL_6911 

[https://web.expasy.org/cellosaurus/CVCL_6911]) and was not further authenticated. Cells were cultured 

in DMEM (Gibco #31600-091) with 4.5 g/L glucose (1 g/L, Gibco #31600-091; 3.5 g/L additional, Sigma 

#G7021), 3.7 g/L sodium bicarbonate (Fisher Scientific #S233), 10% FBS (Gibco #16140-071), 6 mM L-

glutamine (2 mM, Gibco #31600-091; 4 mM additional, Gibco #25030-081), penicillin (100 U/μL), and 

https://web.expasy.org/cellosaurus/CVCL_6911
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streptomycin (100 μg/mL) (Gibco #15140122), in a 37°C incubator with 5% CO2. Cells were subcultured at 

a 1:5 to 1:10 ratio every 2–3 d using Trypsin-EDTA (Gibco #25300-054). The HEK293FT cell line tested 

negative for mycoplasma with the MycoAlert Mycoplasma Detection Kit (Lonza #LT07-318). 

 

Transfection 

Transient transfection of HEK293FT cells was conducted using the calcium phosphate method. 

Cells were plated at a minimum density of 1.5×105 cells per well in a 24-well plate in 0.5 mL DMEM, 

supplemented as described above. For surface staining experiments, cells were plated at a minimum 

density of 3.0×105 cells per well in a 12-well plate in 1 mL DMEM. For microscopy experiments, glass 

coverslips placed in 6-well plates were coated in a 0.1 mg/mL solution of poly-L-lysine hydrobromide (Sigma 

#P6282) for 5 min and left to dry overnight before plating 6×105 cells per well in 2 mL DMEM. After at least 

6 h, by which time the cells had adhered to the plate, the cells were transfected. For transfection, plasmids 

were mixed in H2O, and 2 M CaCl2 was added to a final concentration of 0.3 M CaCl2. The exact DNA 

amounts added to the mix per well and plasmid details for each experiment are listed in Supplementary 

Data 3 (Online199). This mixture was added dropwise to an equal-volume solution of 2× HEPES-Buffered 

Saline (280 mM NaCl, 0.5 M HEPES, 1.5 mM Na2HPO4) and gently pipetted up and down four times. After 

2.5–4 min, the solution was mixed vigorously by pipetting ten times. 100 µL of this mixture was added 

dropwise to the plated cells in 24-well plates, 200 µL was added to the plated cells in 12-well plates, or 400 

µL was added to the plated cells in 6-well plates, and the plates were gently swirled. The next morning, the 

medium was aspirated and replaced with fresh medium. In some assays, fresh medium contained ligand 

and/or vehicle as described in Supplementary Table A3.1 and indicated in figure legends. 

Typically at 36–48 h post-transfection and at least 24 h post-media change, cells were harvested. 

As noted in figure captions, some experiments involved treatment with ligand or vehicle at later time points. 

In these cases, medium was still replaced the morning after transfection, and ligand diluted in serum-free 

DMEM was added as indicated. Cells were harvested for flow cytometry using FACS buffer (PBS pH 7.4, 

2–5 mM EDTA, 0.1% BSA) or using 0.05% Trypsin-EDTA (Thermo Fisher Scientific #25300120) for 5 min 

followed by quenching with medium. The resulting cell solution was added to at least 2 volumes of FACS 
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buffer. Cells were spun at 150×g for 5 min, supernatant was decanted, and fresh FACS buffer was added.  

 

Luciferase assays 

Some functional assays used a luciferase readout (Dual-Glo, Promega #E2940) measured by a 

microplate reader (BioTek Synergy H1). Cells were transfected in biological triplicate with MESA receptor 

chains, an inducible Firefly luciferase, a constitutive Renilla luciferase, an inducible EYFP, a constitutive 

EBFP2, and an empty vector (as needed to maintain equal total plasmid mass across conditions). The day 

after transfection, vehicle and ligand treatments were applied during the medium change. Two days after 

transfection, EBFP2 and EYFP served as confirmatory microscopy readouts, and the two luciferase signals 

were quantified. Dual-Glo kit reagents were stored and prepared per the manufacturer-supplied instructions 

and equilibrated to room temperature; all steps were carried out at room temperature. At the time of 

assaying, medium was aspirated from cell cultures, and cells were washed with PBS. Passive lysis buffer 

stock (5X, Promega #E1941) was diluted in water, and the diluted buffer (120 μL, 1X) was added to each 

well. Plates were placed on a rocker for 15 min, after which the lysates were transferred into a 1.5 mL 

Eppendorf tube. Each tube was vortexed (15 s), and tubes were centrifuged (15,000×g, 30 s). 30 μL of 

supernatant was pipetted from each tube into a well of a 96-well plate (Thermo Fisher Scientific #655906). 

Luciferase reagent (30 μL, a volume equal to that of cell lysate) was pipetted into each well and mixed. 

Plates were incubated by rocking in the dark for 15 min. 

Data were collected using the microplate reader’s luminescence fiber. For Firefly luciferase signal 

acquisition, autogain was set to scale the brightest wells to a value of 5,000,000 RLU. Integration time was 

set to 1 s and three technical replicate measurements per well were obtained. Stop & Glo reagent (30 μL, 

equal to that of the previous reagent) was added to each well, and plates were incubated by rocking in the 

dark for 15 min. For Renilla luciferase signal, the gain was set to 200, the integration time was set to 5 s, 

and three technical replicate measurements per well were obtained. For each well, the mean of the three 

technical replicates was calculated for each of the two luciferase readouts. Subsequently, the 

autoluminescence signal (calculated from the mean of the three vector-only transfected wells) was 

subtracted from each condition to background-normalize for each of the two luciferase readouts, 
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respectively. Then for each biological replicate, Firefly luciferase signal was divided by Renilla luciferase 

signal. Quotients were linearly scaled such that the mean of the quotients for a condition transfected with 

only the reporter was equal to 1 a.u. Error was propagated accordingly.  

 

Western blotting 

For Western blotting, HEK293FT cells were plated at 7.5×105 cells per well in 2 mL DMEM in 6-

well plates and transfected as above, using 400 μL transfection reagent per well (the reaction scales with 

the volume of medium). At 36–48 h after transfection, cells were lysed with 500 μL RIPA (150 mM NaCl, 

50 mM Tris-HCl pH 8.0, 1% Triton X-100, 0.5% sodium deoxycholate, 0.1% sodium dodecyl sulfate) with 

protease inhibitor cocktail (Pierce/Thermo Fisher #A32953) and incubated on ice for 30 min. Lysate was 

cleared by centrifugation at 14,000×g for 20 min at 4°C, and supernatant was harvested. A BCA assay was 

performed to determine protein concentration, and after a 10 min incubation in Lamelli buffer (final 

concentration 60 mM Tris-HCl pH 6.8, 10% glycerol, 2% sodium dodecyl sulfate, 100 mM dithiothreitol, and 

0.01% bromophenol blue) at 70°C (or 100°C for experiments that involved multiple co-transfected MESA 

receptors), protein (0.5 μg for experiments that were imaged with film, 10 to 25 μg for experiments that 

were imaged digitally) was loaded onto a 4–15% Mini-PROTEAN TGX Precast Protein Gel (Bio-Rad) and 

run either at 50 V for 10 min followed by 100 V for at least 1 h, or at 100 V for at least 1 h. Wet transfer was 

performed onto an Immuno-Blot PVDF membrane (Bio-Rad) for 45 min at 100 V. Ponceau-S staining was 

used to confirm protein transfer. Membranes were blocked for 30 min with 3% milk in Tris-buffered saline 

pH 8.0 (TBS pH 8.0: 50 mM Tris, 138 mM NaCl, 2.7 mM KCl, HCl to pH 8.0), washed once with TBS pH 

8.0 for 5 min, and incubated for 1 h at room temperature or overnight at 4°C in primary antibody (Mouse-

anti-FLAG M2 [Sigma #F1804, RRID: AB_262044 [http://antibodyregistry.org/AB_262044]), diluted 1:1000 

in 3% milk in TBS pH 8.0. Primary antibody solution was decanted, and the membrane was washed once 

with TBS pH 8.0 and then twice with TBS pH 8.0 with 0.05% Tween, for 5 min each. Secondary antibody 

(HRP-anti-Mouse [CST 7076, RRID: AB_330924 [http://antibodyregistry.org/AB_330924]), diluted 1:3000 

in 5% milk in TBST pH 7.6 (TBST pH 7.6: 50 mM Tris, 150 mM NaCl, HCl to pH 7.6, 0.1% Tween), was 

applied for 1 h at room temperature, and the membrane was washed three times for 5 min each time with 

http://antibodyregistry.org/AB_262044
http://antibodyregistry.org/AB_330924
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TBST pH 7.6. The membrane was incubated with Clarity Western ECL Substrate (Bio-Rad) for 5 min, and 

then either exposed to film, which was developed and scanned, or digitally captured using an Azure c280 

(Azure Biosystems). Images were cropped with Photoshop CC (Adobe). No other image processing was 

employed. Original western blot images are provided in Source Data 2 (Online221), which can be found on 

Zenodo (https://doi.org/10.5281/zenodo.4026861)221. 

 

Expression normalization of MESA chains 

Scanned Western blot images were imported into ImageJ and analyzed using the analyze gel 

feature. The intensity for each MESA chain band was quantified and reported as the percent of the total 

signal from all MESA bands on the blot; the same calculation was performed for all of the NanoLuciferase 

bands. This analysis was repeated for multiple images captured for each blot (including a range of exposure 

times to minimize bias) with non-detectable and saturated bands excluded from the analysis. The calculated 

intensity was averaged across all exposure times, and then MESA intensity (expression level) was divided 

by the NanoLuciferase intensity (expression level). This value was compared to the intensity calculated for 

the CD28-TMD rapamycin-binding TC sample, which was included on each blot as an internal cross-

comparison control. This calculated ratio was used to adjust the doses of plasmids used for transfections 

in subsequent rounds of experiments, which were again evaluated by Western blots. The set of plasmid 

doses used in each round is in Supplementary Table A3.2. 

 

Immunohistochemistry 

For surface staining, HEK293FT cells were plated at 3×105 cells per well in 1 mL DMEM in 12-well 

plates and transfected as described above, using 200 μL transfection reagent per well. At 36–48 h after 

transfection, cells were harvested with 500 µL FACS buffer and spun at 150×g at 4°C for 5 min. For the 

experiment in which multiple harvest methods were compared, some samples were harvested using 0.05% 

Trypsin-EDTA (3 min or 10 min incubation, 37°C), which were then quenched with medium and added to 

two volumes of FACS buffer. Supernatant was decanted, and 50 µL fresh FACS buffer and 10 µL human 

IgG (Human IgG Isotype Control, ThermoFisher Scientific #02-7102, RRID: AB_2532958, stock 

https://doi.org/10.5281/zenodo.4026861
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concentration 1 mg/mL) was added. Cells were incubated in this mixture at 4°C for 5 min. 5 µL FLAG tag 

antibody (Anti-DDDDK-PE, Abcam ab72469, RRID: AB_1268475, or Anti-DDDDK-APC, Abcam ab72569, 

RRID: AB_1310127) was added at a concentration of 0.5 µg per sample and cells incubated at 4°C for 30 

min. Following incubation, 1 mL FACS buffer was added, cells were spun at 150×g at 4°C for 5 min, and 

supernatant was decanted. This wash step was repeated two more times to total three washes. After 

decanting supernatant in the final wash, 1–3 drops of FACS buffer were added.  

 

Analytical flow cytometry 

Flow cytometry was run on a BD LSR Fortessa Special Order Research Product (Robert H. Lurie 

Cancer Center Flow Cytometry Core). Lasers and filter sets used for data acquisition are listed in 

Supplementary Table A3.3 (for experiments involving reporter expression), Supplementary Table A3.4 

(for experiments quantifying receptor expression on the cell surface), and Table 3.1 (for experiments 

involving FRET). Approximately 2,000–3,000 single transfected cells were analyzed per sample, using a 

single transfection control or, when available, multiple transfected fluorophores for gating (e.g., 

mCerulean+/mVenus+ cells were classified as the subset of transfected cells of interest for FRET 

experiments). 

Samples were analyzed using FlowJo v10 software (FlowJo, LLC). Fluorescence data were 

compensated for spectral bleed-through. Additionally, spectral bleed-through compensation in FRET 

experiments included compensation of the fluorescence of either mCerulean or mVenus out of the AmCyan 

channel. The HEK293FT cell population was identified by SSC-A vs. FSC-A gating, and singlets were 

identified by FSC-A vs. FSC-H gating. To distinguish transfected from non-transfected cells, a control 

sample of cells was generated by transfecting cells with a mass of pcDNA (empty vector) equivalent to the 

mass of DNA used in other samples in the experiment. For the single-cell subpopulation of the pcDNA-only 

sample, a gate was made to identify cells that were positive for the constitutive fluorescent protein used as 

a transfection control in other samples, such that the gate included no more than 1% of the non-fluorescent 

cells.  
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Fluorophore Channel name Excitation laser Filter set 
mCerulean Pacific Blue 405 nm (Violet) 450/50 
mVenus FITC 488 nm (Blue) 505LP, 530/30 
mVenus FRET1 AmCyan 405 nm (Violet) 505LP, 530/30 
miRFP670 APC 640 nm (Red) 670/30 

 
 
 
 
 
Table 3.1 Flow cytometry setup for FRET analysis 
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Quantification of reporter output  

MESA signaling was quantified by measuring the expression of a downstream fluorescent reporter 

protein (Fig. 3.1a). For most experiments, the reporter protein was EYFP. For experiments in which the 

ligand was sGFP, DsRed2 was used as the reporter (instead of EYFP) to avoid spectral overlap with sGFP. 

The mean fluorescence intensity (MFI) for each relevant channel (as defined in Supplementary Table 

A3.3) of the single-cell transfected population was calculated and exported for further analysis. To calculate 

reporter expression, MFI in the FITC channel (for EYFP reporter) or PE-Texas Red channel (for DsRed2 

reporter) was averaged across three biological replicates. From this number, cell autofluorescence was 

subtracted. To calculate cell autofluorescence, in each experiment, a control group of cells transfected with 

DNA encoding the fluorescent protein transfection control and pcDNA was used. The background-

subtracted MFI was converted to Molecules of Equivalent Fluorescein (MEFLs) or Molecules of Equivalent 

PE-Texas Red (MEPTRs); to determine conversion factors for MFI to MEFLs and for MFI to MEPTRs, 

Rainbow Calibration Particles (Spherotech #RCP-30-5) or UltraRainbow Calibration Particles (Spherotech 

#URCP-100-2H) were run with each flow cytometry experiment. These reagents contain six (RCP) or nine 

(URCP) subpopulations of beads, each with a known number of various fluorophores. The total bead 

population was identified by FSC-A vs. SSC-A gating, and bead subpopulations were identified through two 

fluorescent channels. MEFL and MEPTR values corresponding to each subpopulation were supplied by 

the manufacturer. A calibration curve was generated for the experimentally determined MFI vs. the 

manufacturer-supplied MEFLs or MEPTRs, and a linear regression was performed with the constraint that 

0 MFI equals 0 MEFLs or MEPTRs. The slope from the regression was used as the conversion factor, and 

error was propagated. Fold differences were calculated by dividing reporter expression with ligand 

treatment by the reporter expression without ligand treatment (vehicle). Standard error was propagated 

through all calculations. 

 

Quantification of FRET by flow cytometry 

Detailed laser and filter setups for FRET data collection are listed in Table 3.1. Briefly, the donor 

fluorescence intensity was quantified using the Pacific Blue channel (λex = 405nm, λem = 450/50nm), the 
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acceptor fluorescence intensity was quantified using the FITC channel (λex = 488nm, λem = 530/30nm), and 

the FRET fluorescence intensity was quantified using the AmCyan channel (λex = 405nm, λem = 530/30nm). 

The mCerulean+/mVenus+ population was distinguished from samples transfected with the transfection 

control and pcDNA only, mCerulean only, and mVenus only. This gate was drawn such that less than 1% 

of the listed single-color samples were included. The normalized FRET (NFRET) parameter222 was defined 

in the FlowJo workspace by dividing the compensated fluorescence intensity (FI) of a cell in the AmCyan 

channel by the square root of the product of the compensated FI of that cell in the Pacific Blue and FITC 

channels, as described by equation (1): 

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐴𝐴𝐶𝐶𝐶𝐶𝐴𝐴𝐴𝐴𝐴𝐴 𝐹𝐹𝐹𝐹
�𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐹𝐹𝐹𝐹 ×𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶 𝐹𝐹𝐹𝐹

      (1) 

Average NFRET metrics were calculated for controls included in each experiment, including a 

negative control (cytosolic mCerulean and mVenus co-transfected) and positive control (membrane-

tethered mCerulean-mVenus fusion protein). A calibrated NFRET parameter was defined based on the 

negative and positive FRET controls such that the NFRET of all samples is scaled linearly between these 

controls, as described by equation (2): 

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝐶𝐶𝐴𝐴𝐵𝐵𝑃𝑃𝐶𝐶𝐶𝐶𝐴𝐴𝐶𝐶𝐵𝐵𝐶𝐶  =  
(𝑁𝑁𝐹𝐹𝑁𝑁𝑁𝑁𝐹𝐹− 𝑁𝑁𝐹𝐹𝑁𝑁𝑁𝑁𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑟𝑟𝑐𝑐𝑜𝑜)

(𝑁𝑁𝐹𝐹𝑁𝑁𝑁𝑁𝐹𝐹𝑝𝑝𝑐𝑐𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑟𝑟𝑐𝑐𝑜𝑜− 𝑁𝑁𝐹𝐹𝑁𝑁𝑁𝑁𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑟𝑟𝑐𝑐𝑜𝑜)
     (2) 

The calibrated NFRET metrics were exported, along with each mean FI in the relevant channels of 

the single-cell, transfected, mCerulean+/mVenus+ population for further analysis. In this study, all plotted 

NFRET metrics are calibrated values, and all FRET FI are compensated. Fold differences were calculated 

by dividing NFRET in the presence of ligand by NFRET in the absence of ligand (presence of vehicle only). 

Standard error was propagated through all calculations. 

 

Confocal microscopy  

Confocal microscopy was performed on a Leica SP5 II laser scanning confocal microscope 

(Northwestern Chemistry of Life Processes Institute, Biological Imaging Facility) with a 100× (1.44 NA) oil-

immersion objective. Coverslips were removed from media and mounted on a glass slide immediately 

before imaging. Ten fields of view were captured for each sample. Fields of view were selected using the 
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brightfield channel to identify areas with adherent cells, and the z-axis was adjusted to focus on the central 

plane of most cells within the field of view before exposing the cells to lasers. All images were captured at 

a 512×512 image resolution with a scanning speed of 400 Hz. Excitation and emission settings were 

selected depending on which fluorophore (donor (D) or acceptor (A)) was excited and which emission was 

captured. The excitation and emission setup is described in Supplementary Table A3.5. Hybrid detector 

voltage settings were held constant for all samples within each experiment. 

 

Quantification of FRET by image processing 

Images were exported as stacks and separated into single-channel images using Fiji software. A 

custom image processing script was produced in MATLAB to import single-channel images into matrices. 

The script used in this study can be found at https://github.com/leonardlab/MESAFRET and on Zenodo 

(https://doi.org/10.5281/zenodo.4026851)223. All code is provided under an MIT open source license. To 

describe channels throughout this section, DD indicates that the donor was excited and emission from the 

donor was captured, AA indicates that the acceptor was excited and emission from the acceptor was 

captured, and DA indicates that the donor was excited and emission from the acceptor was captured. Empty 

vector-only (pcDNA) transfected samples were used to identify the upper limit of autofluorescence in each 

channel (DD, AA, DA), and thresholds were defined as the 99.9th percentile of fluorescence of pixels in the 

vector-only samples in each channel. Pixels below this threshold were set to an intensity of zero. Saturated 

pixels were also removed from the matrices. Next, respective donor-only and acceptor-only controls (single-

receptor transfections) were used to calculate spectral bleed-through parameters. These parameters, as 

defined in equations (3–6), were calculated by averaging across all pixels in ten fields of view, excluding 

pixels with infinite or undefined values. Intensities (I) are subscripted with DD, AA, or DA to indicate the 

excitation and emission conditions, and with (D) or (A) to indicate that this parameter was calculated using 

donor-only or acceptor-only samples, respectively. 

𝑎𝑎 =  
𝐹𝐹𝐷𝐷𝐷𝐷(𝐷𝐷)

𝐹𝐹𝐷𝐷𝐷𝐷(𝐷𝐷)
    (3)    𝑏𝑏 =  

𝐹𝐹𝐷𝐷𝐷𝐷(𝐷𝐷)

𝐹𝐹𝐷𝐷𝐷𝐷(𝐷𝐷)
  (4)   

𝑐𝑐 =  
𝐹𝐹𝐷𝐷𝐷𝐷(𝐷𝐷)

𝐹𝐹𝐷𝐷𝐷𝐷(𝐷𝐷)
    (5)    𝑑𝑑 =  

𝐹𝐹𝐷𝐷𝐷𝐷(𝐷𝐷)

𝐹𝐹𝐷𝐷𝐷𝐷(𝐷𝐷)
  (6)   

https://github.com/leonardlab/MESAFRET
https://doi.org/10.5281/zenodo.4026851
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The parameters calculated for each pair of receptors were used to subtract the contribution of donor 

and acceptor fluorescence from the FRET channel fluorescence on a pixel-by-pixel basis as described in 

equation (7) and as reported previously224. This step produced a corrected FRET fluorescence intensity 

(Fc): 

𝑁𝑁𝑃𝑃  =  𝐼𝐼𝐷𝐷𝐴𝐴 − 𝑎𝑎(𝐼𝐼𝐴𝐴𝐴𝐴 − 𝑐𝑐𝐼𝐼𝐷𝐷𝐷𝐷) − 𝑑𝑑(𝐼𝐼𝐷𝐷𝐷𝐷 − 𝑏𝑏𝐼𝐼𝐴𝐴𝐴𝐴)     (7) 

NFRET is calculated by normalizing Fc to the square root of the product of the donor and acceptor 

fluorescence intensities on a pixel-by-pixel basis as described in equation (8) and as reported previously 

222. 

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =  𝐹𝐹𝑐𝑐
�𝐹𝐹𝐷𝐷𝐷𝐷 ×𝐹𝐹𝐷𝐷𝐷𝐷

       (8) 

NFRET values were exported across pixels within each field of view and across all fields of view, 

then averaged to generate a mean NFRET metric for the entire sample. Corrected FRET intensity and 

NFRET matrices were plotted and visualized as processed images. 

 

Ectodomain distance estimations  

Published crystal structures for ligand-bound ectodomains (ECDs) were analyzed using Chimera 

(FKBP/FRB PDB: 3FAP 225, GID1/DELLA PDB: 2ZSH 226, ABI1/PYL1 PDB: 3KDJ 227, G6-311 VEGF scFv 

PDB: 2FJG 228, B20-4.1 VEGF scFv PDB: 2FJH 228). Residues that correspond to the C-termini used in our 

experimental receptor system were identified, and inter-termini distances were measured.  

 

Statistical analyses 

Unless otherwise stated, three independent biological replicates were evaluated for each condition. 

The data shown reflect the mean across these biological replicates of the MFI of approximately 2,000–

3,000 single, transfected cells or the mean NFRET or NFRET fold difference of approximately 2,000–3,000 

single, transfected, mCerulean+/mVenus+ cells. Error bars represent the standard error of the mean 

(S.E.M.).  

ANOVA tests and Tukey’s HSD tests were performed using RStudio. Tukey’s HSD tests were 

performed with α = 0.05. Pairwise comparisons were made using a two-tailed Welch’s t-test, which is a 
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version of Student’s t-test in which the variance between samples is treated as not necessarily equal. Two-

tailed Welch’s t-tests were performed in GraphPad. To decrease the false discovery rate, the Benjamini-

Hochberg procedure was applied to each set of tests per figure panel; in all tests, after the Benjamini-

Hochberg procedure, the null hypothesis was rejected for p-values < 0.05. The outcomes for each statistical 

test are provided in the figure captions, and additional details for some panels are in referenced 

supplementary notes. Supplementary Note A3.1 includes the outcomes for one-way ANOVA tests 

followed by Tukey’s HSD tests for Fig. 3.1c and Supplementary Fig. A3.3e. Supplementary Note A3.2 

includes the outcomes for two-way ANOVA tests followed by Tukey’s HSD tests for Fig. 3.4a,b and Fig. 

3.6a–f. Supplementary Note A3.3 includes the outcomes for three-way ANOVA tests followed by Tukey’s 

HSD tests for Fig. 3.4c, Fig. 3.6a–f, and Supplementary Fig. 28b. 

 

3.5 Results 

Protease tuning reduces background 

We initially focused on the goal of decreasing MESA receptor background signaling by investigating 

two strategies that we hypothesized could modulate the kinetics of proteolytic trans-cleavage. Our first 

strategy was motivated by extending a published observation. In our initial development of MESA115, we 

used prior biochemical analyses of the tobacco etch virus protease (TEVp)4, 229, 230, 231 to vary cleavage 

kinetics by mutating the amino acid residue that immediately follows the cleavage site (the P1’ position) 

within the protease recognition sequence (PRS: ENLYFQX, where X is the P1’ position) on the target chain 

(TC). This search enabled the identification of a kinetic regime in which dimerization-inducible signaling 

was feasible. However, in the initial study, we did not explore all kinetic regimes that are accessible using 

known TEVp biochemistry. Here, we investigated whether TEVp kinetics could be subtly tuned to 

preferentially reduce background signaling more so than ligand-induced signaling. We introduced mutations 

to the TEVp on the protease chain (PC) that reduce cleavage kinetics to varying degrees4, 229, 230, 231, and 

we subsequently combined these with mutations to the P1’ position of the PRS on the TC. We found many 

combinations of TC and PC variants that exhibited lower background signaling compared to the base case, 

as desired. However, the fold difference in reporter expression (the ratio of reporter expressed with vs. 
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without ligand) did not improve; these receptor variants exhibited a decrease in ligand-induced signaling 

that was proportional to or greater than the decrease in background signaling, and therefore we chose not 

to pursue the strategy of tuning TEVp kinetics (alone) to improve receptor performance. 

We next explored a second strategy motivated by the observation that TEVp naturally includes a 

C-terminal auto-inhibitory peptide (AIP) that is often omitted from biochemical tools that use TEVp (including 

MESA). Crystallographic evidence suggests that the AIP can reside in the TEVp active site231, and since 

the PRS and AIP are similar in sequence, it is possible that these peptides compete for binding to the active 

site of TEVp. We hypothesized that by placing variants of the PRS or AIP on the TEVp C-terminus, these 

peptides might reduce background signaling by reversibly occupying the TEVp active site such that TC-PC 

trans-cleavage is inhibited during transient diffusive encounters (in the absence of ligand), but cleavage 

would eventually occur during sustained ligand binding-induced chain dimerization (Fig. 3.1b). Appending 

the full AIP to TEVp decreased both background and ligand-induced signaling, and a similar outcome was 

observed when this effect was combined with the previously evaluated mutations in TEVp or the PRS. 

Appending most AIP and PRS variants also produced this pattern (Fig. 3.1c), but four appended peptides 

(ELVYSQ, ELVYSQM, ELVYSQA, ELVYSQK) slightly increased fold difference compared to the base 

case. Altogether, we conclude that adding active site-occupying peptides can modestly reduce background 

and improve fold inducibility, but other strategies are needed to more substantially improve receptor 

performance. 

 

Protease chain expression can be stabilized by linker selection 

In prior work, we observed that PC surface expression was often lower than TC surface 

expression2, 115, and we hypothesized that some aspects of PC design might render this chain less stable. 

Western blot analysis showed expression of the full-length PC as well as a smaller fragment, the size of 

which was consistent with juxtamembrane cleavage (Fig. 3.1d,e). Since this pattern was observed even 

when TEVp was mutated to be catalytically inactive via D81N substitution4 (Fig. 3.1d,e), the observed 

cleavage can be attributed to endogenous cellular processes, rather than the catalytic activity of TEVp. 

Cleavage of the PC is potentially problematic because the residual membrane-tethered ectodomain (ECD)  
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Fig 3.1 Protease chain tuning to improve MESA receptor performance. a This schematic depicts 
the MESA signaling mechanism. Ligand-induced receptor dimerization results in TEVp-mediated trans-
cleavage to release a TF, which then enters the nucleus and induces target gene expression. Ligand-
independent (background) receptor interactions can also result in TF release. b,c This proposed TEVp 
auto-inhibition strategy (b) was explored by functional evaluation (c) of MESA receptor variants in which 
a peptide—either a modified auto-inhibitory peptide (AIP: ELVYSQX) or protease recognition sequence 
(PRS: ENLYFQX), where X is a variable amino acid (e.g., AIPM: ELVYSQM)—has been appended onto 
the C-terminus of the protease chain (PC) TEVp. The leftmost condition is the base case (no peptide 
appended). Each condition uses a target chain (TC) with M at the P1’ site of the PRS. Numbers above 
bars indicate fold difference in reporter signal between samples treated with rapalog (dissolved in EtOH) 
vs. EtOH (vehicle-only control). Fold difference values are shown for samples in which ligand treatment 
induced significant signal above background (two-way ANOVA, p < 0.05). d,e Juxtamembrane cleavage 
of the PC (d) is suggested by Western blot analysis (e) of PCs tagged with 3x-FLAG on either the N-
terminus or C-terminus; the PC appears to be cleaved into two fragments having sizes consistent with 
cleavage near the transmembrane domain (N = N-terminal product, C = C-terminal product). PCs with 
the TEVpD81N mutation, which renders TEVp catalytically inactive 4,  were cleaved similarly to the 
catalytically active PCs; thus we conclude that the observed cleavage can be attributed to endogenous 
cellular processes. f PCIL substitution generally led to decreased receptor performance through 
increased background and/or decreased induced signal (two-way ANOVA, p < 0.05). Fold difference 
values are shown above bars for samples in which ligand treatment induced significant signal above 
background (two-way ANOVA, p < 0.05). Bars depict the mean of three biological replicates, and error 
bars represent the S.E.M. Outcomes from ANOVA and Tukey’s HSD tests for c,f are in Supplementary 
Notes A3.1 and A3.2. In this experiment and subsequent experiments, we employ a rapamycin analog 
(rapalog) as a model ligand, which induces higher ligand-induced reporter expression than does 
rapamycin (Supplementary Fig. A3.1a).    
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could function as a competitive inhibitor of intact receptors, and the TEVp released into the cytosol could 

contribute to background signaling. To explore alterations that might prevent cleavage of the PC, we first 

varied the sequence of the PC inner linker (PCIL) that connects the TEVp and transmembrane domain 

(TMD) by introducing positively charged residues and sequences from native receptors. These substitutions 

improved protein stability, reducing the appearance of the originally observed juxtamembrane cleavage 

product (Supplementary Fig. A3.2a). However, none of these substitutions improved receptor 

performance, and some substitutions diminished functional performance by increasing background 

signaling and/or decreasing induced signaling and therefore decreasing the ligand-induced fold difference 

(Fig. 3.1f). This effect could not be overcome by decreasing the PC plasmid dose (to compensate for the 

increased levels of intact PC) without diminishing ligand-induced signaling (Supplementary Fig. A3.2b,c), 

and additionally these substitutions reduced surface expression of the PC (Supplementary Fig. A3.2d). 

Although it is not clear why each substitution conferred these undesirable effects, it was clear that PCIL 

substitution alone did not address PC stability or background signaling via a useful mechanism, and so we 

turned to other modifications as alternative approaches.  

 

Transmembrane domain substitution can improve receptor performance and stabilizes the protease chain 

TMD choice is an as-of-yet unexplored and potentially important aspect of MESA design. Previous 

MESA receptor designs2, 115 employ a form of the CD28-TMD commonly used in chimeric antigen receptors 

(CARs) that differs somewhat from the native CD28-TMD sequence. When engineering CARs, TMD choice 

has proven to be a useful handle for tuning interactions between receptor chains and modulating the 

strength of target antigen binding-induced receptor signaling232, 233. Since the native CD28 receptor clusters 

as a member of the immunological synapse formed between a T cell and an antigen-presenting cell234, 235, 

we hypothesized that when the CD28-TMD is employed in a synthetic receptor system such as MESA, 

some residual clustering (mediated by the TMD alone) could lead to ligand-independent signaling. We 

speculated that using an alternative TMD might avoid this problem. In natural receptor tyrosine kinases 

(RTKs), the TMDs regulate diverse aspects of receptor signaling mechanisms, including dimerization 

propensity and geometry, ligand binding-induced rotational conformation changes, and clustering236. 
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Therefore, we decided to investigate whether replacing the CD28-TMD in MESA with other TMD variants 

might improve receptor performance.  

We selected a panel of seven natural TMDs from RTKs, sampling a range of reported dimerization 

propensities (48), and two synthetic TMDs237, and we substituted these for the CD28-TMD (Fig. 2a). TMD 

substitution had a substantial effect on receptor expression, and in some cases this effect differed for the 

TC and PC (Supplementary Fig. A3.3a). Since MESA performance depends upon both chain expression 

level and the ratio of expression of the two chains117, we sought to isolate the mechanistic effects of TMD 

choice from the effects upon expression levels. Therefore, we normalized protein expression by iteratively 

varying plasmid dose (Methods, Supplementary Fig. A3.3). In this context, we observed that all of the 

TMD substitutions except for the FGFR1-TMD stabilized the PC (i.e., resolved the juxtamembrane cleavage 

observed with the CD28-TMD) (Fig. 3.2b, Supplementary Fig. A3.2), and all substitutions altered surface 

expression (Supplementary Fig. A3.4a). In subsequent functional evaluations, using TC:PC protein 

expression ratios of approximately 1:1, TMD substitution conferred substantial, expression level-

independent effects on performance (Fig. 3.2c, Supplementary Fig. A3.4b). Notably, employing the TMDs 

from GpA and FGFR4 increased the ligand-induced signaling compared to the CD28-TMD without 

increasing background signaling, leading to high-performing systems. Conversely, utilizing the TMD from 

FGFR1 increased both ligand-induced and background signaling, and the TMDs from FGFR2, FGFR3, 

EphA4, and VEGFR1 did not result in receptors that were capable of signaling. 

To determine whether using different TMDs on the TC and PC could yield further improvements, 

we evaluated the 100 (10×10) pairwise TC-PC combinations (Fig. 3.2d, Supplementary Fig. A3.5a,b). In 

our initial screen, most TCs that conferred little or no detectable ligand-induced signaling when paired with 

a PC bearing the same TMD (matched pairs) also showed little or no ligand-induced signaling when paired 

with a different TMD PC (mixed pairs) (Supplementary Fig. A3.5a,b). An exception to this trend is the 

VEGFR1-TMD, which showed some ligand-induced signaling when paired with a PC containing the CD28-

, GpA-, FGFR1-, FGFR3-, FGFR4-, or Valine-TMD. Notably, many other mixed TMD pairs also showed 

substantially improved performance compared to the matched CD28-TMD base case, including reduced 

background signal and/or increased ligand-induced signal, leading to fold differences as high as 97 (Fig.  
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Fig 3.2 TMD contributions to MESA receptor signaling. a This schematic identifies the design choice 
examined here—the TMD sequence. b Effect of TMD choice on the expression of expected bands (PC, 
TC, co-transfected NanoLuc loading control) versus cleavage products (CD28 and FGFR1 cases). For 
this experiment, chain expression levels were first normalized to that of CD28-TMD TC expression (M, 
upper panel) by varying transfected plasmid dose through iterative Western blot analyses 
(Supplementary Fig. A3.3). The X denotes a vector-only negative control (including NanoLuc); TC 
denotes a CD28-TMD TC. c Paired TMD substitution conferred varying effects on receptor performance. 
Labels indicate the TMD that was used on both the TC and PC. Numbers above bars indicate fold 
difference when the ligand induced a significant signal above background (two-way ANOVA, p < 0.05). 
d Combinatorial TMD substitution further improved receptor performance. Fold difference is reported in 
the heatmap at right. All combinations exhibit a significant increase in reporter expression upon ligand 
treatment (three-way ANOVA, p < 0.001). Bars depict the mean of three biological replicates, and error 
bars represent the S.E.M. Outcomes from ANOVAs and Tukey’s HSD tests for c,d are in 
Supplementary Notes A3.1, A3.2, and A3.3.
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3.2d, Supplementary Fig. A3.5c). Together, these results suggest that TMD choice is a key determinant 

of receptor performance and a rich target for tuning.  

 

Transmembrane domain choice does not substantially impact receptor dimerization propensity 

Given the promising results obtained with certain TMD choices, we next sought mechanistic insight 

into the roles of these domains in MESA signaling. For native receptors, TMDs can affect both localization 

and function 236, but how this choice affects synthetic receptor function is unexplored. Since some TMD 

sequence motifs mediate receptor homodimerization, we hypothesized that TMD choice might affect MESA 

receptor performance by modulating the propensity for chains to associate. We first evaluated TMD 

association computationally using TMDOCK, a tool that uses amino acid sequence to predict TMD 

association by simulating alpha helix packing arrangements and conducting local energy minimization238. 

This analysis predicted differences in matched TMD interactions, although the predicted trends only partially 

agreed with our experimental observations. For example, TMDOCK predicted the FGFR1-TMD to exhibit a 

high propensity to homodimerize, which is consistent with the observed high background signal (Fig. 3.2c). 

In contrast, TMDOCK also predicted the GpA-TMD to homodimerize (with more stability than the CD28-

TMD), which is consistent with prior biochemical analyses239, 240, yet we observed no evidence of enhanced 

homodimerization (i.e., in the form of high background) in functional assays. One possible explanation for 

this discrepancy is that TMDOCK evaluates TMD interactions in isolation, omitting any effects that might 

be conferred by the intracellular or extracellular receptor domains, and thus this tool alone is insufficient to 

explain the mechanistic consequences of TMD choice. Therefore, we next sought to directly investigate 

how TMD choice affects MESA receptor association by experimental characterization of full-length proteins. 

To develop an assay for experimentally quantifying MESA inter-chain association, we employed a 

Förster resonance energy transfer (FRET)-based method222, 241 (Fig. 3.3a). We replaced the TC and PC 

intracellular domains (ICDs) with mVenus or mCerulean—fluorescent proteins that exhibit FRET in a 

manner dependent on spatial co-localization (FRET occurs within a donor-acceptor distance of 

approximately 10 nm242, 243). Using this assay, ligand-independent association and ligand-dependent 

association are quantified by measuring acceptor (mVenus) fluorescence upon donor (mCerulean)  
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Fig 3.3 Development of a flow cytometric FRET approach to probe receptor chain association. a 
This schematic illustrates our strategy for quantifying ligand-independent (left) and ligand-mediated 
(right) receptor associations using Förster resonance energy transfer (FRET). Rapamycin-sensing 
MESA receptor ICDs were replaced with mCerulean (donor) and mVenus (acceptor) fluorophores. b 
Single-fluorophore samples were used to linearly compensate bleed-through from individual 
fluorophores into both the other fluorophore channel and the FRET channel. These plots also illustrate 
the gating used to identify cells expressing both the donor and acceptor fluorophores 
(mCerulean+/mVenus+). Abbreviations: mC, mCerulean; mV, mVenus. c Cytosolically expressed 
control constructs that are expected to display low FRET (separate soluble donor and acceptor proteins) 
or high FRET (donor-acceptor fusion protein) differ by a vertical shift in fluorescence in the FRET 
channel. Fluorescence in the FRET channel is linearly correlated with donor and acceptor fluorescence, 
respectively. The cells shown are singlets that are transfected (miRFP670+) and that express the donor 
and acceptor (mCerulean+/mVenus+).  
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excitation. To establish a high-throughput workflow that yields single-cell resolution data, we first adapted 

a reported approach to quantify FRET by flow cytometry241. Importantly, this workflow includes 

normalization of FRET signal to fluorophore levels on a single-cell basis, which is necessary to account for 

heterogeneity in protein expression. In this approach, single-cell mCerulean donor fluorescence, mVenus 

acceptor fluorescence, mVenus FRET fluorescence, and fluorescence from constitutively expressed 

miRFP670 are quantified by flow cytometry (Table 3.1). Single-color samples are analyzed to apply post-

hoc linear compensation for spectral bleed-through across fluorophore and FRET channels using an 

expression range that encompasses the receptor samples (Fig. 3.3b); only transfected cells (miRFP670+) 

that are both mCerulean+ and mVenus+ are analyzed. 

To validate our FRET assay, we first used a model system: cells expressed either a positive control 

(an mVenus-mCerulean fusion protein that is expected to exhibit strong FRET244) or a negative control 

(mVenus and mCerulean expressed as separate proteins that are expected to exhibit minimal FRET). We 

evaluated two possible metrics to quantify FRET efficiency. The first metric, FRET fluorescence intensity, 

was quantified using unprocessed fluorescence intensity in the FRET channel. As expected, this metric 

correlated linearly with donor fluorescence and acceptor fluorescence (proxies for the expression level of 

each fluorescent protein), respectively, and as expected, FRET fluorescence intensity was higher for the 

fusion protein than for the non-fused control (Fig. 3.3c). The second metric, normalized FRET (NFRET)222, 

245, was calculated by normalizing the FRET fluorescence intensity of each cell to that cell’s donor and 

acceptor fluorophore expression levels to provide a whole-cell FRET metric that accounts for fluorescent 

protein expression level (Fig. 3.3d). Like FRET fluorescence intensity, NFRET was higher for the fusion 

protein than for the non-fused control. However, NFRET demonstrated the anticipated low correlation with 

d When FRET fluorescence is normalized to donor and acceptor fluorescence intensities by the 
calculated NFRET metric (equation shown), the cytosolic controls still display a vertical shift in NFRET, 
but NFRET only has a low correlation with donor and acceptor fluorescence, respectively; NFRET is 
more independent of expression differences observed across the cell population (compared to FRET 
fluorescence intensity in c). The NFRET metric better distinguishes low and high FRET controls than 
does unprocessed FRET fluorescence. The cells shown are singlets that are transfected (miRFP670+) 
and that express the donor and acceptor (mCerulean+/mVenus+). Experiments were conducted in 
biological triplicate, and individual representative samples are shown. Adjunct histograms represent 
probability density and are scaled to unit area. Data were analyzed as described in Methods. 
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fluorophore expression level and enabled comparisons across two orders of magnitude in donor and 

acceptor fluorescence (Fig. 3.3d). Although each of these metrics can report whether FRET occurs in this 

model system, NFRET provides better quantitative resolution separating the two control populations (Fig. 

3.3c,d), and since it inherently controls for variation in protein expression, we utilized this metric exclusively 

going forward. As a final validation of our analytical pipeline, and to enable comparison of our methods with 

classic microscopy-based FRET analyses, we adopted our method to a confocal microcytometry workflow 

(Methods), which confirmed the patterns observed by flow cytometry.  

Having validated this FRET assay, we next employed it to interrogate the contribution of TMD 

choice to MESA inter-chain interactions. To investigate the mechanistic questions and apparent 

contradictions discussed above, we selected three TMDs for investigation: the CD28-TMD was selected for 

its predicted large number of energetically favorable modes of association, propensity to cluster240, and use 

in previous MESA receptors2, 115; the GpA-TMD was selected for its documented high propensity to 

homodimerize239, 240, and surprising lack of elevated background signaling (Fig. 2c); and the FGFR4-TMD 

was selected for its documented240 and predicted low propensity to dimerize and high performance in 

functional assays (Fig. 3.2c). We hypothesized that if TMD choice impacts receptor function primarily 

through modulating inter-chain affinity, then functional characteristics (e.g., low vs. high background 

signaling) would correlate with FRET trends (e.g., low vs. high basal FRET signal, respectively). We started 

by evaluating MESA with matched TMD pairs and found that background NFRET was slightly (but 

significantly) lower for the GpA-TMD and FGFR4-TMD based MESA than for the CD28-TMD based MESA, 

although ligand-induced increases in NFRET (i.e., fold difference) were significant and similar across all 

three TMD choices (Fig. 3.4a). These receptors also exhibited similar ligand dose responses (Fig. 3.4b). 

We next examined MESA receptors with mixed TMD pairs and again observed that constructs exhibited 

similar and significant ligand-induced NFRET (Fig. 3.4c). This pattern held upon swapping the fluorophore 

domains, testing different cell harvest methods, and measuring NFRET by confocal microscopy. To 

investigate whether TMD choice impacts association kinetics, we performed a time course assay (Fig. 

3.4d), which revealed that MESA receptors containing the CD28-TMD and/or the FGFR4-TMD exhibited 

similar NFRET induction kinetics. Onset was generally observed within 15 min of ligand addition (Fig. 3.4d),  
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Fig 3.4 Effect of TMD choice on receptor chain association. a Receptor pairs with matched TMDs 
exhibit a ligand-induced increase in NFRET (27 h incubation, 100 nM rapalog) (two-way ANOVA, *** p 
< 0.001) (left). The CD28-TMD matched receptor pair exhibits slightly higher NFRET in the absence of 
ligand compared to the GpA-TMD pair and FGFR4-TMD pair (two-way ANOVA, *** p < 0.001). 
Fractional change in NFRET upon ligand treatment (ligand-induced NFRET fold difference) is 
comparable across TMDs (two-tailed Welch’s t-test, all p > 0.05) (right). In all cases, the donor 
fluorophore is on the FKBP chain and the acceptor fluorophore is on the FRB chain. b NFRET induction 
varies with rapalog dose (measurement at 27 h incubation). c Pairs of receptors with mixed and matched 
TMDs exhibit a significant ligand-induced increase in NFRET (27 h incubation, 100 nM rapalog) (three-
way ANOVA, p < 0.001). The ligand-induced NFRET increase is comparable across mixed and matched 
TMD pairs. d Dynamics of NFRET response to ligand. By 3 h post-ligand treatment, the NFRET increase 
is nearly maximal (87% relative to the NFRET at 27 h). Abbreviation: Rapa, rapalog.  
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indicating that this signal is attributable to the ligand-induced association of existing chains, rather than 

potential ligand-induced stabilization of newly synthesized chains. Altogether, these evaluations revealed 

no substantial TMD-dependent effects, which argues against the hypothesis that TMD choice impacts 

MESA function primarily through modulating inter-chain affinity. 

Given the surprising finding that TMD choice did not appear to impact inter-chain association, we 

next used a separate and potentially more sensitive FRET assay to seek confirmation of this finding. For 

this evaluation, we performed a cold chain competition (Fig. 3.4e), in which fluorescently tagged MESA 

chains (called test chains) compete with MESA chains employing a non-fluorescent mVenus mutant (called 

cold chains) for TMD-mediated interactions. We expect that introduction of a cold chain will lead to a 

decrease in FRET between test chains, and that the magnitude of this decrease will trend with the affinity 

with which test and cold chains associate in a ligand-independent manner. As expected, we observed that 

the introduction of cold chains reduced NFRET between all test chains, and notably this reduction was 

approximately 20% in all but one case (Fig. 3.4f): CD28-TMD–containing test chains showed a slightly but 

significantly greater decrease in NFRET when co-expressed with CD28-TMD cold chains rather than with 

any other cold chains. This result indicates that MESA with the CD28-TMD have a slightly higher association 

propensity than do MESA with the GpA-TMD or FGFR4-TMD, which is consistent with the previously 

observed slight elevation in background NFRET for MESA with the CD28-TMD, compared to MESA with 

other TMD choices (Fig. 3.4a). Together, these results indicate a slightly higher propensity for CD28-TMD 

MESA to self-associate compared to MESA with the FGFR4-TMD and GpA-TMD. Interestingly, the 

increased propensity for CD28-TMD MESA to self-associate did not manifest in elevated background signal 

compared to MESA with other TMDs, and these results are insufficient to explain the observed TMD-

dependent differences observed with GpA-TMD and FGFR4-TMD MESA in functional assays (Fig. 2). 

e,f In a cold (non-fluorescent) chain competition assay with matched TMD fluorescent receptors, CD28-
TMD exhibited a slightly higher propensity to associate: the NFRET decrease conferred by introduction 
of a CD28-TMD cold chain was greater in the CD28-TMD matched case than in other cases (two-tailed 
Welch’s t-test, all p > 0.05 except for comparison between CD28-mediated and GpA-mediated 
disruption of CD28 FRET and CD28-mediated vs. FGFR4-mediated disruption of CD28 FRET, * p < 
0.05, ** p < 0.01). All chains contain the same ECD (FRB). Experiments were conducted in biological 
triplicate, and data were analyzed as described in Methods. Error bars represent the S.E.M. Outcomes 
from ANOVAs and Tukey’s HSD tests for a–c are in Supplementary Notes A3.2 and A3.3. 
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Therefore, we conclude that TMD choice primarily affects MESA receptor performance by modulating a 

property other than TMD-dependent inter-chain association propensity.  

 

Transmembrane domain choice governs receptor dimerization geometry and trans-cleavage efficiency 

Considering the preceding observations, we hypothesized that TMD choice might impact the 

geometry of receptor dimerization in a manner that affects trans-cleavage efficiency without affecting the 

propensity for the chains to associate. To test this hypothesis, we used a panel of synthetic TMDs that were 

designed to dimerize with varying geometries and were previously used to study geometric constraints on 

juxtamembrane regions of RTKs that stemmed from the TMD246. In this panel, changes in TMD sequence 

are used to systematically vary the orientation of dimerization (Fig. 3.5a). TMDOCK analysis predicted that 

this panel of TMDs can homodimerize in configurations with distances between TMD C-termini (at the inner 

leaflet of the membrane) ranging from 5.4–16.0 Å and in a variety of rotational orientations. Notably, TMD-

dependent differences in inter-chain orientation on this scale would not necessarily generate TMD-specific 

FRET signals. We hypothesized that if TMD interaction geometry does indeed impact trans-cleavage 

efficiency, then MESA receptors built using this panel of synthetic TMDs would exhibit differential signaling 

in a functional assay. We found that ligand-induced signaling indeed varied across the panel and decreased 

substantially as the residues mediating dimerization were moved away from the inner leaflet of the 

membrane (Fig. 3.5b). Notably, some synthetic TMD choices yielded very little ligand-induced signal, 

similar to what was observed with several native TMDs (Fig. 3.2c). The aforementioned effects of TMD 

choice could not be explained by differences in expression level of the receptors—the chains with the lowest 

magnitude of ligand-induced signaling were the most highly expressed (Supplementary Fig. A3.6a)—nor 

by differences in ligand-induced MESA protein accumulation, which was modest and similar across the 

panel (Supplementary Fig. A3.6b). Altogether, these data support the conclusion that TMD choice 

substantially influences the efficiency of MESA trans-cleavage via a mechanism that involves the 

intracellular geometry in which MESA chains dimerize upon ligand-binding. 
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Fig 3.5 Effects of TMD dimerization geometry on receptor signaling. a The schematic depicts the 
design of synthetic TMDs used to constrain receptor dimerization geometry. Dimerization of the valine-
rich alpha helices occurs at the hydrophilic glutamic acid residues. Juxtamembrane N-terminal outer 
linker and C-terminal inner linker (IL) residues are shown in blue.  b Positioning the dimerizing residues 
at different locations in the alpha helix conferred highly varied effects on background and ligand-induced 
signaling. Moving the position of the first dimerizing residue from the IL from position 4 to 5, 5 to 6, 6 to 
7, 7 to 8, and 9 to 10 resulted in a significant difference in ligand-induced reporter expression (two-way 
ANOVA, p < 0.01). Fold difference values are shown above points where ligand addition induced 
reporter expression that was significantly above background. Experiments were conducted in biological 
triplicate, and data were analyzed as described in Methods. Error bars represent the S.E.M. Outcomes 
from ANOVAs and Tukey’s HSD tests for b are in Supplementary Note A3.2. 
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Design rules extend to the development of new synthetic receptors 

Given our new understanding of the role of TMD choice, we next investigated whether the observed 

trends would extend to MESA systems with different ECDs and ligands. To test this hypothesis, we first 

built two new MESA receptors to sense small molecules—gibberellin (GA3-AM is a cell-permeable analog) 

and abscisic acid (ABA)—and a third new MESA receptor to sense green fluorescent protein (GFP; here 

we use co-expressed secreted GFP, sGFP, as an expedient testing system), and explored design 

considerations that are typically expected to be ECD-specific, such as how linker length affects expression 

and cell-surface localization247, 248. Interestingly, functional assays revealed TMD-associated trends that 

were largely consistent across ECDs (Fig. 3.6a–d). The TMD choice for each chain significantly affected 

background signaling and induced signaling, and the interaction between TMD choices was also significant, 

indicating that the choice of TC TMD or PC TMD alone does not fully explain the trends (Supplementary 

Note A3.3). Additionally, the TMD choices together account for most of the variance in background and 

induced signaling observed (Supplementary Note A3.2). These observations indicate that satisfying any 

one design objective (e.g., maximize fold difference, minimize background, etc.) requires choosing a pair 

of TMDs suited to that design goal. Additionally, some general trends held across the rapamycin MESA 

receptors and these three new receptors, suggesting that these might represent generalizable principles 

guiding the design of future MESA receptors. For example, high background and modest induced signaling 

were observed for pairs including FGFR1-TMD TC, resulting in generally low fold difference. Conversely, 

FGFR4-TMD–containing pairs often exhibited low background signaling and high fold difference (Fig. 3.6a–

d). Overall, we conclude that some effects of TMD choice extend across multiple MESA receptors, and that 

a limited experimental evaluation of these few TMD choices enables one to generate multiple new high-

performing receptors. 

We next investigated whether the observed effects of TMD choice might extend to synthetic 

receptors that operate by a distinct mechanism. To test this, we employed a recently reported MESA system 

in which ligand binding induces reconstitution of a mutant split TEVp3. The reconstituted protease then 

releases a TF from the receptor, enabling the TF to enter the nucleus and drive reporter expression (Fig. 

3.6e). We replaced the CD28-TMD used in the reported rapamycin-sensing base case3 with other TMDs  
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Fig 3.6 Tuning an expanded panel of MESA receptor systems. a–d Functional assays for MESA 
receptors for sensing rapamycin, gibberellin, abscisic acid, and sGFP were constructed using the full 
TEVp-based trans-cleavage mechanism. Axes shown on the perimeter of the heatmaps in a–d apply to 
all heatmaps in a–d. e,f Functional assays for MESA receptors for sensing rapamycin and sGFP were 
constructed using a revised mechanism, including previously reported H75S/L190K mutations for tuning 
split TEVp reconstitution propensity 3. ECDs and extracellular linker lengths are unique to each set of 
ligand-binding domains (Supplementary Figs. 21, 23). Axes shown on the perimeter of the heatmaps 
in e and f apply to all heatmaps in e and f. Heatmaps display the mean from three biological replicates 
of reporter expression with vehicle only (gray), reporter expression with ligand (purple), and ligand-
induced fold difference (gold). Within each system, a consistent plasmid dose was used across 
conditions. Each panel (column) is an independent experiment, and each heatmap is internally scaled 
by the system. Data were analyzed as described in Methods. Outcomes from ANOVAs and Tukey’s 
HSD tests are in Supplementary Notes A3.2 and A3.3. 
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and also built GFP-sensing variants of these receptors. In functional assays, we again found that the TMD 

proved to be a useful handle for tuning performance (Fig. 3.6e,f). Background and ligand-induced signaling 

were again significantly affected by TMD choice for each chain and the interaction between the TMD 

choices (Supplementary Note A3.3). Strikingly, across all mixed and matched TMD pairs, the ligand-

induced signal was relatively consistent, which differs from the trends observed for the trans-cleavage 

mechanism. Moreover, for these receptors, using the CD28-TMD on only one chain resulted in very low 

background signaling, but using the CD28-TMD on both chains (as previously reported 3) resulted in the 

highest background of all combinations tested, with the interaction between TMD choices accounting for 

most of the variance in background signaling (Supplementary Note A3.2).  When considered together with 

the FRET experiments (Fig. 3.4a,f), these results again suggest that CD28-TMD MESA exhibits increased 

ligand-independent association propensity compared to MESA employing other TMDs. This effect can be 

problematic if both chains include this TMD, yet this same property can be useful if only one chain bears 

this TMD. Comparing these two distinct MESA receptor mechanisms suggests that whereas subtle 

geometric effects conferred by specific TMD pairs have a substantial impact on MESA receptors employing 

the original trans-cleavage mechanism (Fig. 3.6a–d), these nuances can have less impact on the 

performance of receptors employing the distinct split-TEVp reconstitution mechanism (Fig. 3.6e,f). The 

observation that the effects conferred by TMD choice are dependent on signaling mechanism is also 

consistent with our hypothesis that TMD choice is most important for determining the geometry of dimerized 

receptors. If, conversely, the main effect of TMD choice were modulating inter-chain association propensity, 

then we might expect TMD choice to yield similar effects when used with either mechanism, yet we see this 

consistency only in CD28-TMD-mediated elevation of background signaling. A final important finding is that 

for both MESA receptor mechanisms examined, our initial model systems generated insights enabling the 

design of novel receptors. 

Finally, given these new insights into the important connection between MESA receptor geometry 

and functional performance, we sought to utilize these tools to guide the selection of new ligands and ligand-

binding domains. For MESA receptors engineered to sense rapamycin, gibberellin, abscisic acid, or in 

previous work, vascular endothelial growth factor (VEGF)204, there exist crystal structures enabling us to  
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Fig 3.7 Generalizing principles for receptor engineering. a Ligand-induced inter-chain association 
(NFRET fold difference) varies with ECD C-terminal distance, with a negative linear relationship (y = –
0.027x + 2.9, where y is NFRET fold difference and x is C-terminal distance in Å, R2 = 0.92, two-tailed 
Student’s t-test, p = 0.01). The ligands are rapalog, GA3-AM, ABA, and secreted VEGF. The red arrow 
indicates the ECD C-terminal distance—the spatial displacement between C-termini of the ligand-
binding domains. b Validation of receptor-ligand orthogonality: substantial fold differences in NFRET 
were observed only when each ligand was paired with its cognate ligand-binding domains. Experiments 
were conducted in biological triplicate, and data were analyzed as described in Methods. Error bars 
represent the S.E.M. c This schematic synthesizes the findings of this investigation with prior MESA 
receptor development 2, 3 by relating receptor design choices to the proposed biophysical consequences 
and performance characteristics affected.  
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estimate the displacement between the C-termini of the ECDs when they are dimerized in the ligand-bound 

state225, 226, 227, 228. To determine whether this spatial variation is sufficient to impact intracellular receptor 

geometry, we again employed FRET analysis (employing the well-behaved FGFR4-TMD) to best decouple 

our investigation of this question from the effects of receptor geometry on trans-cleavage (Fig. 3.7a). 

Interestingly, ligand-induced NFRET fold difference showed a strong negative correlation with the ECD C-

terminal distance, suggesting that one can predict some aspects of receptor structure and function from 

prior knowledge of the ECDs alone—an attractive feature for a modular design strategy. We confirmed that 

these effects were indeed attributable to receptor complex formation by performing a ligand-ECD 

orthogonality analysis (Fig. 3.7b). Notably, the VEGF-binding ECDs—which correspond to the largest ECD 

C-terminal distances evaluated—showed a diminishment in NFRET upon ligand treatment in both 

experiments, suggesting that ligand-induced dimerization might diminish, on average, transient inter-chain 

ICD interactions compared to the ligand-free state. For a given TMD choice, the ligand-induced fold 

difference values exhibit a positive correlation (in rank order of effects) between NFRET and reporter 

expression. Comparing all FGFR4-TMD receptors used in both FRET and functional assays, the highest 

values for both metrics were observed for the rapamycin-sensing system, with lower but similar values 

observed for the gibberellin and abscisic acid-sensing systems (Fig. 3.6a–c, Fig. 3.7a). These observations 

could help to explain why MESA receptors with shorter ECD C-terminal distances (e.g., for rapamycin-

sensing) generally exhibit strong signaling. They also suggest that functional sensing of gibberellin, abscisic 

acid, and VEGF (including receptor chain trans-cleavage) can be attributed to inter-chain interactions that 

occur with lower frequency than those that are required to confer FRET. Altogether, the analyses presented 

in this study provide powerful new insights into the connections among tunable protein design choices, 

biophysical consequences, and impacts on the performance of synthetic receptors (Fig. 3.7c). 

 

3.6 Discussion 

A key finding of this study is that systematic re-evaluation of the MESA synthetic receptor system 

enabled identification of design modifications that substantially improve receptor performance. While some 

modifications had modest effects, TMD substitution proved to be a particularly useful handle for receptor 
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tuning and optimization (Fig. 3.2). Some TMD combinations greatly decreased background signaling while 

maintaining or increasing ligand-induced signaling, yielding high-performing receptors with fold differences 

on the order of 100. By this metric, these rank among the best synthetic receptors reported to date 111, 112, 

215. Moreover, evaluating a relatively small library of TMD variants enabled us to generate high-performing 

MESA receptors for three new ligands (Fig. 3.6). It is notable that even for the fully synthetic mechanism 

employed by MESA receptors, it was not clear ahead of time which design modification strategies would 

be most fruitful. These improvements were achieved largely by investigating MESA receptor biophysics 

using the approaches and strategies typically employed to study natural receptors. There likely exists 

substantial room for improving synthetic receptor systems—a recent report evidences the utility of applying 

this approach to improve synNotch218—and powerful tools developed by the receptor biophysics community 

comprise substantial yet underutilized potential. 

An integral part of this investigation was the use of flow cytometric FRET. This technique enabled 

us to link disparate observations and build understanding (Fig. 3.4). FRET has generally proven useful for 

elucidating native receptor mechanisms, and these experiments typically employ confocal microscopy249, 

250, 251. We employed a substantially more high-throughput assay that provides single-cell resolution 

(thousands of individual cells per sample) by adapting a reported flow cytometry workflow241 to this 

investigation (Fig. 3.3). A key utility of the NFRET metric is that it enables comparisons across a 

heterogeneous population of cells by expression-normalizing FRET. This feature of the NFRET metric 

makes it useful for evaluating receptor dimerization when receptors contain new protein domain choices 

(such as ECD), as it decouples the effects of these new domains on expression level from their effects on 

dimerization (with or without ligand). To our knowledge, this is the first application of flow-FRET to 

characterize synthetic receptors, and this approach may be useful for studying and optimizing systems 

beyond MESA. A consideration for future use is that our assay used the mCerulean/mVenus fluorescent 

protein pair and standard flow cytometry filters, which sufficed for our analysis, but it is possible that FRET 

signal could be increased by selecting alternative fluorophores and/or bespoke filters. 

Altogether, this investigation provides new mechanistic insights into how TMD choice impacts 

MESA receptor performance. Only the CD28-TMD used in previous MESA receptors 2, 3, 115 showed some 
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modest propensity to cluster in the absence of ligand (Fig. 3.4a,f), which is consistent with roles played by 

CD28 in T cell signaling at the immunological synapse235. In general, TMD choice conferred little effect 

(CD28-TMD) or no effect (all other tested TMDs) on the propensity of MESA chains to associate in the 

presence or absence of ligand. Thus, there must exist an alternative explanation as to why TMD choice 

profoundly impacts background signaling, ligand-induced signaling, and even PRS cleavability. We propose 

that TMDs primarily contribute to receptor performance by influencing the geometry in which intracellular 

domains interact. Several lines of evidence support this hypothesis. Systematically varying the geometry 

with which TMDs associate either facilitates or constrains MESA receptor signaling (Fig. 3.5), and some 

TMDs can render a TC resistant to cleavage by a PC (Fig. 3.2c, Fig. 3.5b, Supplementary Fig. A3.5). 

TMD-associated trends also held to some extent across various choices of ligand and ligand-binding 

domains (Fig. 3.6a–d). Although it is not yet clear why each TMD pair impacts the geometry with which 

intracellular domains associate, experimentally screening the TMD library reported here enabled the 

improvement of existing MESA receptors based upon each of the two distinct mechanisms (Fig. 3.6)2, 3, 115. 

It remains to be seen whether further TMD screening or engineering may represent an opportunity for 

further enhancement of MESA receptors, and whether TMD substitution will improve other synthetic 

receptors. 

Ultimately, we hope that this investigation will serve as a guide for building and tuning synthetic 

receptors by connecting design choices to biophysical consequences and performance characteristics of 

interest (Fig. 3.7c). When designing new MESA receptors, some choices must be made at the outset. First, 

the geometry with which ligand-binding domains are separated in physical space when bound to ligand 

fundamentally limits inter-chain interactions (Fig. 3.7a,b), so minimizing the apposition of these domains 

may benefit MESA receptor performance (Figs. 3.6, 3.7). Since the magnitude of NFRET induction upon 

ligand addition roughly correlates with the fold difference in ligand-induced signaling (Fig. 3.6a–c, Fig. 

3.7a), our FRET assay may be a useful tool for selecting candidate ligand-binding domains when a crystal 

structure cannot be used as a guide; since FRET phenomena depend weakly on TMD choice, such an 

initial evaluation need not include a combinatorial TMD screen. Second, since TMD choice substantially 

influences MESA performance, we recommend that functional evaluations of new receptors include a 
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limited combinatorial sampling of TMDs (e.g., using a panel based upon those included in Fig. 3.6). Finally, 

expression tuning also provides a fairly facile handle for optimizing (empirically, if needed) specific receptor 

performance characteristics, although this might be less important when using MESA that employ the split 

TEVp mechanism, which is less sensitive to receptor expression level3. The methods and insights 

developed here should facilitate the construction of novel, high-performing receptors for diverse ligands, 

including both MESA receptors and potentially synthetic receptor systems in general. 

 

3.7 Data availability 

Notable sequences for plasmids used in this study are provided in Supplementary Data 1 

(Online199). Plasmid maps are provided as annotated GenBank files in Supplementary Data 2 (Online199). 

The majority of the plasmids used in this study are deposited with and distributed by Addgene, including 

complete and annotated GenBank files, at https://www.addgene.org/Joshua_Leonard/. This study 

additionally uses Addgene plasmids #58855, #138749 (described in Materials and Methods). The exact 

doses of DNA used in each experiment are listed in Supplementary Data 3 (Online199). All reported 

experimental data are provided in Source Data 1 (Online221)and unprocessed western blot images are 

available in Source Data 2 (Online221), both of which can be found on Zenodo 

(https://doi.org/10.5281/zenodo.4026861)221.      
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4.1 Preface 

This chapter will ultimately be published as two papers, with the first covering the initial 

development of the HBS and methodology for studying for hypoxia and the second covering the feedback 

circuits for the sensor. I carried out this project with several talented undergraduate and masters students: 

Benjamin Leibowitz, Katie Zhu, Marya Ornelas, and Kate Chambers. Hailey Edelstein and I developed 

methods for working with landing pad cells and mMoClo in our laboratory. This project will be continued by 

several student including Jon Boucher and Kate Chambers leading the experimental work and Katie Dreyer 

leading the modeling efforts. 

 

4.2 Abstract 

While tumor-targeted, cell-based therapies have been successful in treating many hematologic 

malignancies, translating these successes to the treatment of solid tumors has been difficult for many 

reasons, including a lack of targetable tumor-specific antigens. One solution is to develop biosensors 

against features of the tumor environment common across many malignancies, for example hypoxia. 

Further, biosensors intended for these therapeutic purposes may provide utility beyond this original design, 

for instance, to study the development of hypoxia in a tumor longitudinally or in response to treatment via 

in vivo imaging. While several such biosensors exist, they rely on endogenous signaling pathways that are 

dysregulated in many cancers and therefore may not be robust to the choice of cell type and therefore not 

easily portable between different contexts. Ultimately, genetic circuits using synthetic transcription factors, 

such as the recently developed COMET toolkit (Chapter 2) could be used to address this challenge. Here, 

we characterize a DNA-based hypoxia biosensor in both transient transfection and in a stable landing pad 

context, in both the HEK293FT chassis line and the B16F10 murine melanoma line. By studying the effects 

of minimal promoter choice, responses to varying degrees of hypoxia, and the timing of the response, we 

identified targets for enhancing performance. We demonstrate that reliance on endogenous regulators of 

the hypoxic response results in difficulty porting the biosensor between cell types. To address this, we 

propose strategies for enhancing the robustness of synthetic biosensors with COMET. Ultimately, a high-

performing hypoxia biosensor could be used for discovery, diagnostics, and therapeutics. 
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4.3 Introduction 

Cell-based therapies have been successful in treating many hematologic malignancies, leading to 

substantial increases in survival for many patients. However, translating these successes to the treatment 

of solid tumors has been difficult for many reasons. Among these is the challenge of discovering tumor-

specific antigens and developing biosensors against these targets. While this approach often leads to 

tumor-specific therapeutics, the diversity of antigens across cancers results in only incremental progress 

with each new therapeutic. An alternative approach is to develop biosensors against features of the tumor 

environment that are common across many malignancies, for example immunosuppression and hypoxia. 

Hypoxia is a pathologic condition in which a tissue does not have enough oxygen and is present in 

many tumors. As growing tumors require a steady supply of nutrients for their continued proliferation, they 

produce vascular endothelial growth factor (VEGF) to induce the growth of blood vessels. However, tumor 

growth often surpasses the rate at which new blood vessels can grow79, 80, and the vasculature in tumors 

is markedly abnormal, both of which lead to poor perfusion and resultant hypoxia78. Tumor vasculature is 

elongated and tortuous, limiting the delivery of fresh blood, in contrast to well-organized physiologic 

vascular networks81. Further, the tight barrier formed by endothelial and smooth muscle cells is frequently 

insufficient, resulting in unusually permeable vasculature, which affects the ability to maintain adequate 

perfusion82. Together, these effects lead to regions of hypoxia throughout the tumor. While healthy tissues 

have multiple mechanisms to counteract hypoxia, including altering cellular metabolism and rapidly 

increasing blood flow through arterial dilatation, tumors lack the ability to respond likewise83.This makes 

hypoxia a good marker for tumors in otherwise healthy humans, particularly those lacking ischemic disease.  

The cell’s response to hypoxia includes the stabilization of two hypoxia inducible factors (HIFs), 

HIF1α and HIF2α, as extracellular oxygen decreases252, 253. These transcription factors (TFs) can each 

heterodimerize with a constitutively stable HIF1β, bind to hypoxia response elements (HREs), and activate 

sets of genes that promote adaptation to and resolution of hypoxia. This pathway is also responsible for 

many adaptations that allow tumors to grow rapidly and is dysregulated in many tumors254, 255, 256, 257, 258, 259. 

This signaling process forms the basis for DNA-based hypoxia biosensors (HBSs). By placing these HREs 

upstream of a minimal promoter, a downstream gene of interest can be conditionally expressed only when 
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the cell is experiencing hypoxic conditions84, 85, 86. Additional elements can be placed upstream to increase 

the response to hypoxia, as well as small molecule mimetics of hypoxia. These sensors have enabled in 

vivo imaging of the response to hypoxia in mice85, 86. It has also been shown that the choice of minimal 

promoter can influence magnitude of this response, as well as the amount of gene expression under 

normoxic conditions87. However, biosensors that rely on this endogenous response may not be robust to 

dysregulation of the hypoxia response, which occurs in many tumors as both a survival mechanism and a 

consequence of the tumor microenvironment (TME)260, 261. 

Recently, we reported the development Composable Mammalian Elements of Transcription 

(COMET) toolkit for engineering genetic programs in mammalian cells1. We subsequently demonstrated 

the ability of COMET to seamlessly integrate with and modulate the signal from synthetic biosensors262. 

We hypothesize that COMET could be employed to modulate the output of an HBS in manners that confers 

robustness to the dysregulation of the hypoxia response among cell types. Here, we evaluate several HBS 

designs and their response to various levels and durations of hypoxia, in two cell types—the chassis 

HEK293FT humanoid cell line and the B16F10 model line for murine melanoma. We do so with the landing 

pad (LP) system, which was developed for the rapid prototyping of biosensors in a genomic context. An LP 

is a targeted integration locus, pre-engineered in a safe harbor locus, in which large amounts of DNA can 

be readily inserted using a transposase173, 263, 264. LPs have several advantages over other methodologies, 

such as lentiviral transduction, including a much higher limit on cargo size. Additionally, as the cells with 

cargo integrated into the landing pad locus are genetically identical after integration, this methodology 

removes the confounding factor of biosensor integration locus and makes the resulting population more 

homogenous. During our initial evaluation of the HBS designs in the LP context, we discovered several 

opportunities for improving biosensor performance by modulating the signal with genetic circuits, including 

those based on endogenous and synthetic TFs. We designed several such circuits, tested several of them 

in vitro, and prepared to test the remainder in a manner that will allow for computational modeling of the 

circuits and prediction of the behavior of other HBS-modulating circuits in silico. These efforts will ultimately 

result in HBSs that are robust to the dysregulation of the hypoxic response and useful for fundamental and 

translational research, diagnostics, and therapeutics.  
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4.4 Materials and methods 

Cloning, plasmid, and oligonucleotide sources 

All constructs were initially characterized in the pPD005 backbone, which is a version of 

pcDNA3.1(+), modified as described previously1. All HBS components were transferred into the mMoClo 

system173, with Leonard Lab modifications, as described previously1. Coding sequences are generally 

flanked by NheI and NotI restriction sites. Promoter regions are generally flanked by BglII or MluI on the 5’ 

end and NheI on the 3’ end. The HBS was synthesized with overlapping oligonucleotides from a previously 

published study 84, as were the YB_TATA and CMV_min promoters87. The SV40_min was a gift from 

Yvonne Chen and PCR amplified prior to use87. The stable HIF1α mutant was sourced from pcDNA3 mHIF-

1α MYC (P402A/P577A/N813A) (Addgene #44028) was a gift from Celeste Simon265. EF1α and TetON3G 

were sourced from pLVX-Tet3G (Clontech), and TRE3GV was sourced from pLVX-TRE3G (Clontech). 

BlastR was sourced from lenti dCAS-VP64_Blast, which was a gift from Feng Zhang (Addgene #61425)177. 

The CHS4 insulator was sourced from PhiC31-Neo-ins-5xTetO-pEF-H2B-Citrin-ins, which was a gift from 

Michael Elowitz (Addgene #78099)174. DsRed-Express2 was obtained by site directed mutagenesis of 

pDsRed2-N1, which was a gift from David Schaffer (University of California, Berkeley), and an internal BpiI 

restriction site in the coding region was ablated by making a sense mutation with site directed mutagenesis. 

EBFP2 was sourced from pEBFP2-Nuc, which was a gift from Robert Campbell (Addgene #14893)172. 

EYFP, was sourced from plasmids we previously described (Addgene #58855)115. mTagBFP2266, 

mNeonGreen267, mRuby3268, miRFP670269, 270, and miRFP720271 were synthesized as Gene Strings by 

ThermoFisher.  

 

Construction of plasmids for B16F10-LP line generation 

pU6-(BbsI)_CBh-Cas9-T2A-BFP-P2A-Ad4E4orf6 (Addgene #64220; referred to as pPD782) and 

pU6-sgRosa26-1_CBh-Cas9-T2A-BFP-P2A-Ad4E1B (Addgene #64219; referred to as pPD720) were gifts 

from Ralf Kuehn272. The region encoding the BFP-P2A-Ad4E1B region (flanked by NheI/EcoRI) in pPD720 

was replaced by a fragment encoding BFP-P2A-Ad4E4orf6 (flanked by NheI/EcoRI) to generate pPD783 

U6 sgRNA Rosa26 Cas9-T2A-BFP-P2A-Ad4E4orf6.  
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The CAG promoter and homology arms for the Rosa26 locus were obtained from pR26 CAG/GFP 

Asc (Addgene #74285), which was a gift from Ralf Kuehn175. The LP for the B16F10 cells was built by 

assembling the components as follows: TU1 contained the left Rosa26 homology arm, TU2 was assembled 

from the pPart series (CHS4x2 in pInsulator, CAG in pPro, a Placeholder UTR in p5’UTR, EYFP-P2A-

HygroR in pGene, an inert 3’ UTR in p3’UTR, and rbGlob PA terminator CHS4x2 in pPolyA) and then an 

attP site was inserted in place of the Placeholder 5’UTR, TU3 contained a Placeholder Homology arm, 

pLink3 into the Destination Vector. After a Golden Gate assembly, the Placeholder Homology arm was 

replaced with a Rosa26 Right Homology Arm. The final vector was named pPD864 and contained the LP 

flanked by Rosa26 homology arms. The pPart series vectors, pTU series vectors, pLink series vectors, and 

Destination Vectors used in this assembly were all gifts from Ron Weiss173. The CAG promoter was then 

replaced with the EF1a promoter with restriction enzyme digest.  

 

mMoClo Assembly of Integration Vectors 

The mMoClo integration vectors were assembled through a BpiI-mediated Golden Gate reaction. 

Each 20 μL reaction comprised 2 µL 10x T4 ligase buffer, 2 µL 10x BSA (1 mg/mL stock), 0.8 µL BpiI-FD, 

0.8 µL T4 DNA Ligase (400 U/µL stock), 20 fmol integration vector backbone (pPD630), and 40 fmol of 

each transcription unit and linker plasmid to be inserted. The reaction was incubated at 37°C for 15 min, 

then subjected to 55 iterations of thermocycling (37°C for 5 min, 16°C for 3 min, repeat), followed by 37°C 

for 15 min, 50°C for 5 min, 80°C for 10 min to terminate the reactions; then the mixture was cooled to room 

temperature (optionally held at 4°C if the reaction ran overnight) and placed on ice prior to immediate 

transformation into bacteria. 

 

Plasmid preparation 

TOP10 E. coli were grown overnight in 100 mL of LB with the appropriate selective antibiotic. The 

following morning, cells were pelleted at 3000 x g for 10 min and then resuspended in 4 mL of a solution of 

25 mM Tris pH 8.0, 10 mM EDTA, and 15% sucrose. Cells were lysed for 15 min by addition of 8 mL of a 

solution of 0.2 M NaOH and 1% SDS, followed by neutralization with 5 mL of 3 M sodium acetate (pH 5.2). 
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Precipitate was pelleted by centrifugation at 9000 x g for 20 min. Supernatant was decanted and treated 

with RNAse A for 1 h at 37°C. 5 mL of phenol chloroform was added, and the solution was mixed and then 

centrifuged at 7500 x g for 20 min. The aqueous layer was removed and subjected to another round of 

phenol chloroform extraction with 7 mL of phenol chloroform. The aqueous layer was then subjected to an 

isopropanol precipitation (41% final volume isopropanol, 10 min at room temperature, 9000 x g for 20 min), 

and the pellet was briefly dried and resuspended in 420 µL of water. The DNA mixture was incubated on 

ice for at least 12 h in a solution of 6.5% PEG 20,000 and 0.4 M NaCl (1 mL final volume). DNA was 

precipitated with centrifugation at maximum speed for 20 min. The pellet was washed once with ethanol, 

dried for several h at 37°C, and resuspended for several h in TE buffer (10 mM Tris, 1 mM EDTA, pH 8.0). 

DNA purity and concentration were confirmed using a Nanodrop 2000 (Thermo Fisher). 

 

Oxygen sensing system 

Oxygen pressure at the bottom of the well was assessed by the PreSens SDR SensorDish system 

(Applikon Biotechnology), using a 24-well plate. 

 

Microscopy 

Microscopy was conducted on a Keyence BZ-X800E fluorescence microscope. Cells were 

maintained at 37C and supplied with air containing 5% CO2, 21% O2, and 74% N2. Filter sets were 

purchased from Chroma in Keyence BZX cubes (#91056). Filter sets for microscopy are described in 

Supplementary Table A4.1. Experiments for microscopy were conducted in Phenol Red-free DMEM 

(Sigma DMEM Powder D2909, supplemented with 3.7 g/L sodium bicarbonate, 3.5 g/L glucose, and 1 mL/L 

of a pyridoxine-HCl (4 mg/mL) and sodium phosphate (16 mg/mL) solution;  then Fetal Bovine Serum, L-

glutamine, and Penicillin-Streptomycin as described in HEK293FT cell culture) and, if transfected, were 

transfected with Lipofectamine LTX with PLUS Reagent (ThermoFisher 15338100). 

 

HEK293FT cell culture 

The HEK293FT cell line was purchased from Thermo Fisher/Life Technologies (RRID: CVCL_6911 
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[https://web.expasy.org/cellosaurus/CVCL_6911]). Cells were cultured in DMEM (Gibco #31600-091) with 

4.5 g/L glucose (1 g/L, Gibco #31600-091; 3.5 g/L additional, Sigma #G7021), 3.7 g/L sodium bicarbonate 

(Fisher Scientific #S233), 10% FBS (Gibco #16140-071), 6 mM L-glutamine (2 mM, Gibco #31600-091; 4 

mM additional, Gibco #25030-081), penicillin (100 U/μL), and streptomycin (100 μg/mL) (Gibco 

#15140122), in a 37°C incubator with 5% CO2. Cells were subcultured at a 1:5 to 1:10 ratio every 2–3 d 

using Trypsin-EDTA (Gibco #25300-054). The HEK293FT cell line tested negative for mycoplasma with the 

MycoAlert Mycoplasma Detection Kit (Lonza #LT07-318). 

 

B16F10 cell culture 

B16F10 cells were cultured in DMEM (Gibco #31600-091) with 4.5 g/L glucose (1 g/L, Gibco 

#31600-091; 3.5 g/L additional, Sigma #G7021), 3.7 g/L sodium bicarbonate (Fisher Scientific #S233), 10% 

FBS (Gibco #16140-071), 6 mM L-glutamine (2 mM, Gibco #31600-091; 4 mM additional, Gibco #25030-

081), penicillin (100 U/μL), and streptomycin (100 μg/mL) (Gibco #15140122), in a 37°C incubator with 5% 

CO2. Cells were subcultured at a 1:10 to 1:20 ratio every 2–3 d using Trypsin-EDTA (Gibco #25300-054).  

 

HEK293FT Transfection based assays (calcium phosphate) 

Transient transfection of HEK293FT cells was conducted using the calcium phosphate 

methodology. Cells were plated at a minimum density of 1.5×105 cells per well in a 24-well plate in 0.5 mL 

DMEM, supplemented as described above. For surface staining experiments, cells were plated at a 

minimum density of 3.0×105 cells per well in a 12-well plate in 1 mL DMEM. After at least 6 h, by which time 

the cells had adhered to the plate, the cells were transfected. For transfection, plasmids were mixed in H2O, 

and 2 M CaCl2 was added to a final concentration of 0.3 M CaCl2. This mixture was added dropwise to an 

equal-volume solution of 2× HEPES-Buffered Saline (280 mM NaCl, 0.5 M HEPES, 1.5 mM Na2HPO4) and 

gently pipetted up and down four times. After 2.5–4 min, the solution was mixed vigorously by pipetting ten 

times. 100 µL of this mixture was added dropwise to the plated cells in 24-well plates, 200 µL was added 

to the plated cells in 12-well plates, or 400 µL was added to the plated cells in 6-well plates, and the plates 

were gently swirled. The next morning, the medium was aspirated and replaced with fresh medium. In some 

https://web.expasy.org/cellosaurus/CVCL_6911
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assays, fresh medium contained cobalt(ii) chloride, as described in the figures. Typically, at 36–48 h post-

transfection and at least 24 h post-media change, cells were harvested. 

 

HEK293FT Transfection based assays (Lipofectamine) 

From exponentially growing HEK293LP cells, 1.0 x 105 cells were plated per well (1.0 mL medium) 

in 12-well format, and cells were cultured for 24 h to allow cells to attach and spread. When cells reached 

50–75% confluence, plasmids were transfected by lipofection with Lipofectamine LTX with PLUS Reagent 

(ThermoFisher 15338100). Plasmids were mixed with 1.0 μL of PLUS reagent in a 50 μL total volume 

reaction, with the remainder of the volume being OptiMEM (ThermoFisher/Gibco 31985062). In a separate 

tube, 3.8 μL of LTX reagent was mixed with 46.2 μL of OptiMEM. The DNA/PLUS Reagent mix was added 

to the LTX mix. pipetted up and down four times, and then incubated at room temperature for 5 min. 100 

μL of this transfection mix was added drop-wise to each well of cells, which was mixed by gentle swirling. 

Cells were incubated in normoxia overnight and then cultured for 1-2 d in normoxia or hypoxia prior to 

microscopy. While the 12-well plate format was used for the oxidation/microscopy experiment, a 24-well 

plate format was used for the oxidation/harvest method experiment with half of the number of cells, volumes 

of media and reagents, and masses of DNA as listed above. 

 

Experiment involving B16F10 landing pad cell line 

Stable cell lines were plated in 0.750 mL of DMEM in triplicate in 24-well format at a density 

expected to generate 5% confluent wells and placed in a normoxic or hypoxic incubator. Cells were 

harvested 3 days later for flow cytometry analysis. 

 

Experiments involving HEK293FT landing pad cell lines 

For the 5 d time course assay, stable cell lines were plated in 1 mL of DMEM in triplicate in 24-well 

format with 2 x 104 cells/well. Some lines were plated in medium 150 μM CoCl2 or 1 μg/mL doxycycline. 

Cells were cultured under normoxic or hypoxic conditions for 5 d, and each day (24 h), cells were harvested 

for flow cytometry analysis. In some experiments, cells were cultured in a different concentration of CoCl2 



140 
 

or harvested at the time point indicated in the figure legend. 

 

Harvesting cells for flow cytometry 

Cells were harvested for flow cytometry using FACS buffer (PBS pH 7.4, 2–5 mM EDTA, 0.1% 

BSA) or using 0.05% Trypsin-EDTA (with or without Phenol Red) for 5 min followed by quenching with 

medium (with or without Phenol Red). The resulting cell solution was added to at least 2 volumes of FACS 

buffer. Cells were spun at 150×g for 5 min, supernatant was decanted, and fresh FACS buffer was added. 

 

Flow cytometry assays 

Flow cytometry was run on a BD LSR Fortessa Special Order Research Product (Robert H. Lurie 

Cancer Center Flow Cytometry Core). Lasers and filter sets used for data acquisition are listed in 

Supplementary Table A4.2 (for experiments involving reporter expression). Samples were analyzed using 

FlowJo v10 software (FlowJo, LLC). Fluorescence data were compensated for spectral bleed-through. The 

HEK293FT and B16F10 cell populations were identified by SSC-A vs. FSC-A gating, and singlets were 

identified by FSC-A vs. FSC-H gating. To distinguish transfected from non-transfected cells, a control 

sample of cells was generated by transfecting cells with a mass of pcDNA (empty vector) equivalent to the 

mass of DNA used in other samples in the experiment. For the single-cell subpopulation of the pcDNA-only 

sample, a gate was made to identify cells that were positive for the constitutive fluorescent protein used as 

a transfection control in other samples, such that the gate included no more than 1% of the non-fluorescent 

cells. To distinguish cells expressing cargo from a landing pad, a sample of the corresponding parental, 

non-landing pad line was used.  

 

Conversion of arbitrary units to standardized fluorescence units 

To determine the conversion factor for MFI to MEFLs, Rainbow Calibration Particles (Spherotech, 

RCP-30-5) or UltraRainbow Calibration Particles (Spherotech URCP-100-2H) were run with each flow 

cytometry experiment. This reagent contains six (RCP) or nine (URCP) subpopulations of beads, each of 

a specific size and with a known number of various fluorophores. The total bead population was identified 
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by SSC vs. FSC gating, and the subpopulations were identified through two fluorescent channels. The 

MEFL values corresponding to each subpopulation were supplied by the manufacturer. A calibration curve 

was generated for the experimentally determined MFI vs. manufacturer supplied MEFLs, and a linear 

regression was performed with the constraint that 0 MFI equals 0 MEFLs. The slope from the regression 

was used as the conversion factor, and error was propagated. A similar process was done for fluorophores 

obtained in the PE-Texas Red (MEPTRs) and Pacific Blue (MEPB) channels. 

 

HK293FT Landing pad integration and selection 

From exponentially growing HEK293LP cells, 0.5 x 105 cells were plated per well (0.5 mL medium) 

in 24-well format, and cells were cultured for 24 h to allow cells to attach and spread. When cells reached 

50–75% confluence, Bxb1 recombinase was co-transfected with the integration vector by lipofection with 

Lipofectamine LTX with PLUS Reagent (ThermoFisher 15338100). 300 ng of BxB1 expression vector was 

mixed with 300 ng of integration vector and 0.5 μL of PLUS reagent in a 25 μL total volume reaction, with 

the remainder of the volume being OptiMEM (ThermoFisher/Gibco 31985062). In a separate tube, 1.9 μL 

of LTX reagent was mixed with 23.1 μL of OptiMEM. The DNA/PLUS Reagent mix was added to the LTX 

mix. pipetted up and down four times, and then incubated at room temperature for 5 min. 50 μL of this 

transfection mix was added drop-wise to each well of cells, which was mixed by gentle swirling. Cells were 

cultured until the well was ready to split (typically 3 d), without any media changes. 

Cells were harvested from the 24-well plate when confluent by trypsinizing and transferring to a 

single well of a 6-well plate in 2 mL of medium, and then cells were cultured until they reached 50-70% 

confluence. Then, medium was aspirated and replaced with 2 mL of fresh media containing appropriate 

selection antibiotic 1 μg/mL puromycin (Invivogen ant-pr) and/or 6 μg/mL blasticidin (Alfa 

Aesar/ThermoFisher J61883). Medium was replaced daily with fresh medium containing antibiotics until 

cell death was no longer evident. Selection was first performed in puromycin for 7 d, then cells were 

expanded for 7 d without antibiotics. Cells were then cultured in both puromycin and blasticidin to maintain 

selective pressure until flow sorting. Cells were sorted as described for each line and in Flow sorting. 
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B16F10 Landing pad integration and selection 

From exponentially growing HEK293LP cells, 0.8 x 105 cells were plated per well (0.5 mL medium) 

in 12-well format, and cells were cultured for 24 h to allow cells to attach and spread. Bxb1 recombinase 

was co-transfected with the integration vector by lipofection with Lipofectamine LTX with PLUS Reagent 

(ThermoFisher 15338100). 200 ng of BxB1 expression vector was mixed with 200 ng of integration vector 

and without PLUS reagent in a 50 μL total volume reaction, with the remainder of the volume being 

OptiMEM (ThermoFisher/Gibco 31985062). In a separate tube, 5 μL of LTX reagent was mixed with 45 μL 

of OptiMEM. The DNA/PLUS Reagent mix was added to the LTX mix, pipetted up and down four times, 

and then incubated at room temperature for 5 min. 100 μL of this transfection mix was added drop-wise to 

each well of cells, which was mixed by gentle swirling. Cells were cultured until the well was ready to split 

(typically 3 d), without any media changes. 

Cells were harvested from the 12-well plate when confluent by trypsinizing and transferring to a 

single well of a 6-well plate in 2 mL of medium with appropriate selection antibiotic, and then cells were 

cultured until they reached 50-70% confluence, with frequent trypsinization to remove dead cells. Antibiotic 

concentrations were 1 μg/mL puromycin (Invivogen ant-pr) and 15 μg/mL blasticidin (Alfa 

Aesar/ThermoFisher J61883). Medium was replaced daily with fresh medium containing antibiotics until 

cell death was no longer evident. Cells were then cultured in both puromycin and blasticidin to maintain 

selective pressure until assay or flow sorting. Cells were sorted as described for each line generation and 

in Flow cytometry-based cell sorting. 

 

B16F10 Landing pad line generation 

From exponentially growing B16F10LP cells, 4 x 105 cells were plated per well (2 mL medium) in 

6-well format, and cells were cultured for 24 h to allow cells to attach and spread. Cells were transfected 

with 160 ng each of pPD720, pPD783, and pPD864, 1520 ng of pPD005, in 100 uL total volume (balance 

OptiMEM), mixed with 100 uL of OptiMEM containing 10 uL of Lipofectamine LTX (total volume of 200 uL 

transfection mixture per well. Beginning 3 d after transfection, cells were selected with 1000 μg/mL 

Hygromycin (20 μL stock / mL of medium). EYFP+, single cells were sorted 18 d after transfection into a 
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96-well plate. Wells were visually verified to contain only 1 cell per well. Cell lines were expanded for 2-4 

weeks under continuous antibiotic selection. Approximately 60 monoclonal lines were generated.  

 

B16F10 landing pad line validation 

Validation was performed by genomic PCR through the right Rosa26 homology arm. Lines were 

also assessed for their ability to maintain EYFP fluorescence for 6 weeks without antibiotic selection 

pressure and for the performance of an integrated circuit.  

 

Flow cytometry-based cell sorting 

Cells were harvested by trypsinizing, resuspended at approximately 107 cells per mL in pre-sort 

medium (DMEM with 10% FBS, 25 mM HEPES (Sigma H3375), and 100ug/mL gentamycin (Amresco 

0304)), and held on ice until sorting was performed. Cells were sorted using one of several BD FACS Aria 

Special Order Research Products (Robert H. Lurie Cancer Center Flow Cytometry Core) with the optical 

configuration listed in Supplementary Table A4.3. Cells were collected for each line in post-sort medium 

(DMEM with 20% FBS, 25 mM HEPES, and 100 μg/mL gentamycin), and cells were held on ice until they 

could be centrifuged at 150 x g for 5 min and resuspended in DMEM. Cells were plated and expanded until 

used in experiments. Gentamycin was included in the culture medium for one week after sorting. For 

monoclonal cell sorting, cells were sorted directly into 96-well plates and maintained in post-sort medium 

until adherent, at which point the medium was changed. 

 

4.5 Results 

Validating methods for studying hypoxia 

We first validated several methodologies for the study of hypoxia in our lab. As oxygen must diffuse 

out of the media for the culture to become hypoxic, we first studied the rate at which this would happen, 

using a specialized plate with an electronic oxygen sensor at the bottom of the well (Fig. 4.1)273, 274. We  
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Fig 4.1 Oxygen diffusion through various volumes of media. Oxygen pressure was measured at 
the bottom of a 24-well plate containing various volumes of DMEM in each well, as the desired oxygen 
concentration in the incubator was adjusted stepwise down to 1%. 
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found that in a 24-well plate, volumes of 250 uL or less rapidly equilibrated, the oxygen pressure in volumes 

of media between 500 uL and 750 uL lagged behind the pressure in the air slightly, and volumes larger 

than this took hours longer to equilibrate. Therefore, in future assays, we used volumes that did not exceed 

the equivalent of 750 uL in a 24-well plate. 

Another concern with studying hypoxia using fluorescent proteins as reporters is that fluorescent 

protein maturation requires an oxidation step for most fluorophores (the biliverdin-based iRFPs are an 

exception), so we evaluated whether this would be a limitation for several fluorophores (Fig. 4.2)275, 276. 

Cells were transfected with fluorescent protein expressing plasmids, then cultured under hypoxic 

conditions, and then serially imaged in a microscope under normoxic conditions, at 37˚C  and 5% CO2; 

these cells were compared to cells that were cultured continuously under normoxic conditions after 

transfection. We found that while miRFP670 and miRFP720 showed similar brightness after hypoxic and 

normoxic culture, other fluorescent proteins require various lengths of time to mature. mTagBFP2 and 

mNeonGreen oxidized rapidly in under an hour, EYFP, EBFP2, and DsRed-Express2 required about two 

hours to oxidize, and mRuby3 required several hours. Notably, the oxidized fluorophores appeared slightly 

dimmer than those cultured under normoxic conditions. As oxygen diffusion out of the media has a slight 

lag time, oxygen diffusion into the media likely also lags, meaning that in this assay, fluorophores such as 

mNeonGreen and mTagBFP2 were capable of oxidation at pressures of oxygen less than that of room air.  

We next studied under what conditions oxidation could occur for the fastest maturing fluorophore 

of each color, as this would determine the preparation of samples in each assay. A process in which 

samples mature during the time between harvest and analysis is prone to bias if this time is different for 

each sample. Cells were co-transfected with fluorescent protein expressing plasmids and cultured under 

normoxia or hypoxia, then subject to various treatments prior to analysis (Fig. 4.3a). Compared to cells 

cultured under normoxia, cells cultured under hypoxia and immediately taken for flow cytometric analysis 

after harvest, either on ice or at room temperature, showed lower levels of fluorescence, and this effect was 

more pronounced for DsRed-Express2. If cells were allowed to oxidize for 2h in the FACS buffer after 

harvest, oxidation happened to varying degrees and was more complete at higher temperatures. In 

contrast, cells cultured under hypoxia and then allowed to oxidize under normoxic culture conditions for 2  
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Fig 4.2 Oxidation rates of fluorescent proteins. a) Fluorescent time-lapse micrographs of cells 
expressing various fluorescent proteins. Microscopy was performed under normoxic conditions for cells 
that had been cultured under either hypoxic or normoxic conditions after transfection. b) Fluorescent 
micrographs of cells expressing iRFPs after hypoxic or normoxic culture after transfection. 
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Fig 4.3 Evaluating oxidation conditions for fluorescent protein maturation. a) After hypoxic or 
normoxic culture, cells transfected with fluorescent protein-expressing plasmids were analyzed after 
being oxidized under various conditions, or not. The fluorescence values in each channel were 
normalized to the fluorescence of cells that had been cultured under normoxia after transfection. Non-
fixed and fixed samples were normalized separately. b) A stable HEK293-FT cell line containing the 
cargo on the left was cultured under various conditions to test the validity of the harvest and oxidation 
protocol.  
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h prior to harvest showed complete oxidation of mTagBFP2, nearly complete oxidation of mNeonGreen, 

and 80% complete oxidation of DsRed-Express2. Cells that were fixed with paraformaldehyde after harvest 

and then oxidized at various temperatures showed complete oxidation of mTagBPF2, near complete 

oxidation of mNeonGreen, and only minimal oxidation of DsRed-Express2. Given the timescales over which 

the oxidation of these fluorescent proteins occurs (Fig. 4.2a), it is likely that the oxidation that did happen 

occurred during the processing prior to complete fixation, and that the fixation inhibited the oxidation from 

progressing. Further evidence for this is seen in that the fixed samples do not show the same temperature-

dependent oxidation of the DsRed-Express2 samples that the non-fixed samples do. Therefore, the protocol 

for all assays included a 2 h period of normoxic culture after the hypoxic culture was completed, in order to 

allow for maturation of the fluorescent proteins.  

When then validated these findings with doxycycline-inducible expression of DsRed-Express2 from 

a single-copy, genomically integrated locus in a HEK293FT-LP line. Cells were cultured under hypoxia or 

normoxia for five days with or without doxycycline and sample was harvested each day for analysis (Fig. 

4.3b). If our protocol was valid, we would expect to see only a minimal difference between these populations 

of cells. The DsRed-Express2 levels from the hypoxic and normoxic conditions were largely similar over 

the course of 5 days, with the slight difference observed possibly attributable to minimally incomplete 

oxidation or a small difference in protein expression levels in hypoxic conditions. Thus, our oxidation and 

harvest protocols are valid and any differences in the expression of the reporter protein we observe in future 

assays can be mostly attributed to differences in activity of the its promoter, rather than an artifact. 

 

Evaluating the performance of genomically integrated HBS in a landing pad 

We next integrated an HBS construct into the genome of the HEK293FT-LP line (Fig. 4.4a). This 

HBS was built on the YB_TATA minimal promoter, which has previously been shown to confer low levels 

of background signaling, downstream of an optimized set of HREs. This construct constitutively expressed 

EBFP2, a gene for blasticidin resistance, and a gene for puromycin resistance. The HBS controlled 

expression of a DsRed-Express2 fluorescent protein. After integration, cells were selected with antibiotics 

for two weeks and then expanded prior to the experiment. To test the activity of the HBS, cobalt(II) chloride,  
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Fig 4.4 Evaluating the performance of a genomically integrated HBS. a) Schematic depicting the 
HBS. b) Activation of the HBS at various concentrations of CoCL2, a hypoxia mimetic. c) Activation of 
the HBS with a hypoxia mimetic d) Flow cytometry analysis of the HBS activated with a hypoxia mimetic. 
e) Subpopulation analysis of cells expressing various levels of EBFP2 from the experiment in c and d. 
f,g) Analysis of cell lines sorted on EBFP2 expression level, with representative flow cytometry plots. 
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a hypoxia mimetic, was used (Fig 4.4b)277. Cobalt induced the hypoxia biosensor, leading to a 19-fold 

increase in reporter expression (Fig 4.4c). However, this response was homogenous, and many cells did 

not show any reporter expression (Fig 4.4d). The expression level of the DsRed-Express2 reporter and the 

expression level of the EBFP2 constitutively expressed gene trended the same way—cells with higher 

constitutive protein expression levels were more likely to express the reporter. An analysis of this data, in 

which cells were divided into ten populations based on their EBFP2 expression showed the same trend—

cells with higher EBFP2 showed higher reporter expression, without change in fold induction (Fig 4.4e). 

We therefore postulated that sorting cells based on their EBFP2 levels could help to make the population 

more homogenous. Even though landing pad cells are genetically identical, perhaps there were some 

heritable, epigenetic effects going on at this locus.  

We sorted the cell line based on EBFP2 expression, cultured the cells at a low density for two 

weeks, and then cultured them with or without cobalt. We saw the similar trends as expected—the reporter 

expression increased with the expression level of the EBFP2 that the cells had at the time of sorting (Fig 

4.4f). Surprisingly, however, this was not driven by an increase in the mode of the reporter-expressing 

population but rather an increase in the fraction of cells that were turning on; a similar trend was noticeable 

for the EBFP2—cells with higher EBFP2 at the time of sorting were less likely to be silenced (Fig 4.4g). 

Therefore, sorting the integrated, landing pad cells for those most highly expressing the cargo is a strategy 

for improving the performance of the landing pad system, likely by isolating the cells less likely to undergo 

genetic silencing, thereby generating a more homogenous population. 

 

Evaluating the role of minimal promoters 

As the choice of minimal promoter is a key determinant of DNA-based biosensor performance and 

some choices can enhance performance, by decreasing the background more than the induced signaling 

or vice-versa87, we next evaluated this for a several choices of minimal promoters (Fig. 4.5a). We did so 

across two cell lines, HEK293-FT and B16F10 (Fig. 4.5b). Though the SV40_min did not lead to a useful 

HBS in the HEK293-FT cells, likely due to the presence of the SV40 large T antigen in this line (the 

SV40_min and the SV40 origin of replication have sequence homology), the YB_TATA showed a very low  
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Fig 4.5 Evaluating the choice of minimal promoter for genomically integrated HBS lines. a) 
Schematic depicting minimal promoter choice. b) Evaluation of minimal promoter choice for the HBS in 
two cell lines in transient transfection. c-f) Time-course assay of HEK293FT-LP lines with integrated 
HBS with different minimal promoters. Flow cytometry plots in d and f are representative samples. 
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background signal leading to a fold induction of 108 and the CMV_min slightly increased the induced and 

background signal, leading to decreased fold induction of 54. In the B16F10 line, the YB_TATA minimal 

promoter showed much lower background signal and lower induced signal than did the SV40_min or 

CMV_min promoters, leading to a fold induction of 15. These trends agree with those previously described 

for these minimal promoters, and in both cases, the choice of the minimal promoter improved the 

performance of the biosensor above that of the SV40_min with which this HRE configuration was originally 

characterized. 

We next integrated the HBS constructs into the genome of HEK293FT-LP cells; the SV40_min 

construct could not be integrated, despite repeated attempts, likely due to the presence of the SV40 large 

T antigen. After 2 weeks of antibiotic selection, the resulting lines were sorted for the top 10% of EBFP2 

expressing cells and expanded prior to experimentation. To compare the performance of the promoters, 

cells were cultured for 5 days in hypoxia, in normoxia, or in normoxia with cobalt(II) chloride and some 

samples were harvested each day for flow cytometry. For both promoters, hypoxia induced a much higher 

signal from the HBS than cobalt, and some gene expression was seen after days of normoxic culture that 

was not present at the outset (Fig. 4.5c,e). This latter effect is likely due to cell overgrowth and resultant 

hypoxia rather than leaky sensor performance, as cells cultured at high densities under normoxic conditions 

show HBS activation. The biosensor showed the greatest increase in activation over the first 3 days of 

hypoxia, with diminishing marginal improvement after that point. Flow cytometry plots showed that the 

CMV_min promoter had a much more homogenous response to hypoxia than the YB_TATA, but at a cost 

of more leaky gene expression (Fig 4.5d,f). Further, for both constructs, the stronger response to hypoxia 

than to cobalt was driven by both an increase in the fraction of cells expressing the reporter and the level 

of reporter expression of this population. 

To determine how sensitive the HBS is to oxygen levels, we also cultured these lines at 5% O2, a 

concentration that is often thought of as physoxia (Fig. 4.6). Surprisingly, we saw some activation of the 

biosensor at these concentrations over time, though at lower levels than in previous experiments with 1% 

O2 (Fig. 4.6a,d). Flow cytometry showed that this was due to a low frequency of reporter-expressing cells 

(Fig. 4.6b,e). Microscopic analysis of these cultures revealed that most of this signal was coming from the  
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center of a clump of cells in the middle of the plate, as opposed to diffuse signaling observed with cobalt 

treatment (Fig. 4.6c,f). Thus, this probably represents a response to true hypoxia in overgrown cultures 

rather than a response to 5% O2, and we would not expect the HBS to turn on at the 5% O2 concentrations 

present throughout the human body. 

In these experiments, while the YB_TATA-based constructed led to a high fold induction, the level 

of induced signaling was relatively low compared to the CMV_min construct, indicating that we might be 

able to increase the level of hypoxia-signaling from the YB_TATA-based construct. To test this, we 

employed a mutant version of HIF1α, that has previously been shown to induce gene expression in the 

presence of oxygen, as the proline residues that are normally oxidized have been mutated to alanine 

residues265. We placed this gene under the control of a doxycycline-responsive promoter and integrated a 

construct including this transcription unit, the HBS, and a constitutive EBFP2 gene into HEK293FT-LP cells 

(Fig. 4.7a). Following selection, flow sorting, and recovery, we cultured this line with cobalt, hypoxia, or 

doxycycline.  Culture with doxycycline, leading to expression of the stable HIF1α, led to higher levels of 

induced reporter gene expression than culture with cobalt or in the presence of hypoxia (Fig. 4.7b) and the 

resulting population was more homogenous (Fig. 4.7c). This indicates that in HEK293FT cells, the supply 

of HIF1α limits HBS performance. Given this finding, we designed several feedback circuits that would 

produce more wild type HIF1α or HIF2α upon activation of the biosensor (Fig. 4.7d). Here, the use of 

positive feedback is preferable to constitutive expression of these components, as this might overwhelm 

the cell’s ability to hydroxylate and degrade these components in the presence of oxygen, leading to 

nonspecific HBS activation. It is also preferable to positive feedback with the stable mutant components, 

as leaky expression of these from the HBS could lead to a self-propagating feedback loop, also leading to 

nonspecific activation. 

  

Fig 4.6 Evaluation of genomically integrated HBS under physoxic conditions. Time course 
analysis (a,d) and representative flow cytometry plots (b,e) of HEK293FT-LP lines with integrated HBS 
with different minimal promoters. c,f) Representative fluorescent micrographs of cells cultured under the 
indicated conditions shows localized activation of the HBS under physoxic conditions. 
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Fig 4.7 HBS activation with stable HIF1α. a) Schematic depicting the doxycycline-induced production 
of stable HIF1α and its action on the HBS. b,c) Analysis of HEK293FT-LP lines with doxycycline-
inducible stable HIF1α and HBS over a 5 d time coursed and representative flow cytometry plots. d) 
Schematic of possible positive feedback circuits that could be generated with HIFs. 
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Evaluating biosensor performance in a melanoma cell line 

Given that the ultimate goal of this project is a system for the in vivo prototyping of biosensors, we 

decided to evaluate these feedback circuits in the B16F10 cell line, which is derived from a murine 

melanoma and readily generates tumors when subcutaneously implanted in immunocompetent mice. First, 

we generated a B16F10-LP line by integration of a landing pad into the Rosa26 safe harbor locus using 

Cas9-mediated integration, with simultaneous inhibition of NHEJ repair to increase efficiency (Fig. 4.8a,b). 

Fluorescent cells (those with a landing pad in the genome) were sorted into wells, with one cell per well, 

and monoclonal populations were generated. These were validated by flow cytometry, genomic PCR, and 

integration of a test circuit. A plasmid dosing regimen for integrating circuits into the B16F10-LP line was 

also optimized.  

We then integrated YB_TATA-based HBS constructs, without and with positive feedback with 

murine HIF1α and murine HIF2α into the B16F10-LP and selected them with antibiotics for two weeks. After 

this, cells were cultured in normoxia or hypoxia for three days and analyzed via flow cytometry. In this line, 

the HBS showed some leaky gene expression and low induced signaling. Contrary to our expectation, 

neither positive feedback circuit increased gene expression—both actually yielded lower levels of gene 

expression than the HBS without positive feedback (Fig 4.8c). 

Although we demonstrated in the HEK293-FT-LP line that the HIF1α was a limiting reagent, the 

addition of HIF1α or HIF2α mediated positive feedback loops in the B16F10-LP line actually led to 

decreased levels of gene expression compared to the HBS without feedback. We have hypothesized 

several possible reasons for this. It is possible that this may be an artifact of the P2A mediated strategy for 

expressing the feedback components. DsRed-Express2 forms tetramers in cells; it is possible that any 

noncleaved P2A peptide may result in a HIF protein attached to four molecules of the reporter and potential 

degradation of the reporter during the two hours of normoxic maturation at the end of the experiment. 

Alternatively, it is possible that in the B16F10 cell line, HIF1α and HIF2α are not limiting reagents for the 

HBS. Finally, it is possible that in this cell line the exogenous HIF1α and HIF2α do not have enough HIF1β 

to be active and are sequestering transcriptional machinery away from the HBS. Transfection of the stabile 

human HIF1α mutant into the B16F10 line with the HBS leads to less induction than transfection of these 
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Fig 4.8 Evaluation of HBS feedback with HIFs in a B16F10-LP line. a) Schematic depicting a LP 
integrated into the Rosa26 safe harbor locus of the B16F10 cell line. b) Flow cytometry histograms of 
EYFP fluorescence from the B16F10-LP line. c) Schematics and preliminary evaluation of HIF-mediated 
feedback circuits in the B16F10-LP line. 
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Fig 4.9 Possible issues with initial feedback circuits and potential solutions. a) Schematic 
depicting the differences between a P2A-based and separate-TU based strategy for feedback. b) 
Schematic depicting a new feedback circuit with additional HIF1β. 
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cells with the HBS and culturing them with cobalt; it is unclear whether this experiment represents the 

toxicity HIF proteins  in B16F10 cells, squelching, or the effects of a human HIF1α  in a murine cell (the two 

proteins are 70% identical278). For each of these issues, we have designed and constructed candidate 

circuits to test and potentially circumvent these issues (Fig 4.9). 

 

Designing genetic circuits for modifying HBS output with COMET 

Regardless of the outcome of the proposed studies, there may be some value in designing genetic 

circuits to modulate the response of the HBS that do not rely on the endogenous HIF proteins. Dysregulation 

of the HIF response is a vital step in the formation in many cancers and each is likely dysregulated 

differently; genetic circuits that rely on these endogenous components are therefore unlikely to be robust 

to the cell type in which they operate. To this end, we have designed feedback circuits that use COMET 

transcription factors (Fig. 4.10), with multiple different designs likely to lead to amplification of or positive 

feedback for the HBS, leading to increased hypoxia-induced signaling.  

One concern with these circuits, as we discussed for the circuits that rely on the HIF proteins, is 

that amplification or positive feedback may amplify leaky gene expression or, in the case of positive 

feedback, lead to a circuit that is always induced. One way to mitigate this is to develop COMET TFs that 

are sensitive to the presence of oxygen (Fig. 4.11a). We tested whether appending a small amino acid 

motif from HIF1α that has previously been used to confer oxygen dependent degradation of a fluorescent 

dye molecule onto a COMET ZFa would achieve this goal279, 280. We tested several locations and copy 

number repeats for these tags in HEK293FT cells and found that while all conferred oxygen dependent 

gene expression, the 2x-C-terminal repeat did so the best (Fig. 4.11b). These new oxygen-instable 

transcription factors also displayed conditional expression when evaluated in B16F10 cells (Fig. 4.11c). 

Interestingly, these two cell types showed different trends in response to hypoxia—while the transiently 

transfected HEK293FT cells showed slightly lower constitutive gene expression and ZFa-induced gene 

expression upon hypoxic culture, the B16F10 cells showed increased expression levels after hypoxia 

culture (Fig. 4.11d). One possible explanation is that the B16F10 cells do not proliferate as rapidly under 

hypoxic conditions and are therefore accumulating protein that is not diluted out upon cell division. This is  
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Fig 4.10 Genetic circuits for HBS modification with COMET. Schematics depicting a) the HBS 
without modification b) the HBS with amplification c) the HBS with amplification and positive feedback 
d) the HBS with amplification and subsequent positive feedback 
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Fig 4.11 Conferring oxygen sensitivity to COMET TFs. a) Schematic depicting how oxygen sensitivity 
could be added to a COMET TF to address concerns regarding the amplification of leaky gene 
expression. b) Evaluating COMET TFs with oxygen degradation motifs in various locations and copy 
numbers in HEK293FT cells c) Evaluating the top performing COMET TFs in B16F10 cells d) 
Representative flow cytometry plots showing changes in constitutive (miRFP720) and COMET TF-
induced reporter (mNeonGreen) gene expression in two cell lines. 
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possibly an artifact of transfection, as we did not observe this in the B16F10-LP line. The use of oxygen 

sensitive COMET TFs also would allow for sensing hypoxia while avoiding sensing HIF levels, potentially 

allowing avoiding the differential dysregulation between cell types, and producing a more robust biosensor 

with broad applications (Fig. 4.12). These circuits have been built and are awaiting testing. In summary, 

COMET TFs are amenable to oxygen-mediated degradation, and this property may confer beneficial effects 

when used to modulate the signal from a DNA-based HBS or when an oxygen-sensitive COMET TF is used 

as a stand-alone HBS. 

 

4.6 Discussion 

In this study, we first evaluated several methodologies for studying hypoxia. As we demonstrated, 

it is important that protocols new to a laboratory are developed and validated prior to use, as we uncovered 

several factors potentially confounding the study of hypoxia, as have been noted by others273, 274. First, the 

time for media to acclimate to hypoxic conditions must be considered and this balanced with the ability to 

have enough media in the well for the cells to survive through the experiment, or methods must be 

developed to allow for media changes with de-oxygenated media under hypoxic conditions, in special 

cabinets designed for this work. Second, following culture under hypoxic conditions, the samples must be 

treated in such a way that the fluorescent proteins have sufficient time to mature in all samples. Failure to 

do so, thus allowing differential maturation times on a per sample basis, will lead to biased results. Although 

protein degradation, a first-order process, may occur during this time in a confounding manner, we have 

not observed any evidence of degradation on this time scale, and fluorescent proteins are generally 

regarded to be quite stable. Third, samples must be grown evenly distributed over the plate—clumps of 

cells become hypoxic at their core, causing reporter protein expression in response to true hypoxia rather, 

confounding interpretation of the response of the biosensor to the set oxygen concentration. This 

experiment also highlights the value of single cell measurements (such as by flow cytometry or microscopy) 

over those that take bulk populations values (i.e., luciferase or SEAP plate reader assays), in which such 

trends, artifact or not, would be missed. 

As other groups have noted87, the minimal promoter is an important choice when designing  
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Fig 4.12 Hypoxia-sensing genetic circuits with COMET instead of HIFs. a) Schematic depicting an 
oxygen sensitive COMET TF that is constitutively produced b) Schematic depicting an oxygen sensitive 
COMET TF that is produced by expression from its cognate promoter, with positive feedback. 
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biosensors. Within this study, the effects of minimal promoter choice qualitatively held between our two cell 

lines, the HEK293FT and B16F10, with one exception that is readily explained. The SV40_min showed 

high background and low hypoxia induced signal in the HEK293FT line, and HBS constructs containing this  

minimal promoter could not be integrated in the LP—this is likely due to HEK293FT cells expressing the 

SV40 large T antigen and this protein acting on the minimal promoter, which bears high sequence similarity 

to the SV40 origin of replication. Though the SV40 large T antigen was synthetically introduced into the 

HEK293 line to make the HEK293T line, this result highlights how endogenous components can interfere 

with the performance of biosensors between cell types. Excitingly, however, the background signaling with 

the YB_TATA minimal promoter was very low, which allowed for very high fold inductions, though at the 

expected cost of a low hypoxia-induced signal. A key finding from this study was that the low levels of HIF1α 

in HEK293FT limit performance of the HBS. Although this suggested that adding feedback with either HIF1α 

or HIF2α would increase hypoxia-induced gene expression, our initial attempts at this were unsuccessful. 

We are currently investigating whether this was due to an artifact in experimental design, due to the 

experimental finding underlying this strategy not applying to the B16F10 cell line, due to the need for co-

expression of additional HIF1β, or due to the toxicity of increasing the expression levels of the HIF proteins 

is currently under investigation. 

Further, this study presented an opportunity to use our newly developed COMET toolkit for 

engineering genetic circuits in mammalian cells to modulate the signal from the HBS. We proposed and 

constructed circuits for amplifying the HBS response as well as for implementing positive feedback without 

relying on supplemental endogenous HIF proteins. As concerns about noise amplification or leaky gene 

expression leading to constitutive activation are common with such systems, we implemented an additional 

level of control by designing and testing COMET TFs degrade in the presence of oxygen to mitigate these 

concerns. These new TFs could additionally enable biosensors that no longer rely on HIFs, though they 

would still rely on the prolyl hydroxylases that mark the HIFs and oxygen sensitive COMET TFs for 

degradation. We have constructed plasmids to teste these HBS-modulating and HIF-independent circuits 

but have not yet had the ability to test them, due to the COVID-19 pandemic. In conjunction with this first 

round of circuit building, we have begun efforts into modeling the intracellular hypoxia response and the 
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behavior of the HBS, by using data from this work. These will be combined with our models for COMET 

TFs in order to describe and predict how genetic circuits can modify the HBS signaling in silico. This 

modeling effort has several goals, including describing how our system performs, evaluating proposed 

circuit designs, yielding insights into which design choices will be crucial for such circuits, and predicting 

circuits that would be robust to factors that vary among cell types, yet still allow for a sensitive and specific 

response. I discuss these efforts further in Chapter 6. 
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Chapter 5. Tumor microenvironment induced natural killer (MINK) cells for cancer 

immunotherapy 
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5.1 Preface 

I performed the majority of the work in this study, made all of the figures, and wrote this chapter, 

except as noted. Several times, Simrita Deol and Hailey Edelstein helped with the transductions, cell 

culture, and flow prep. The grant from AbbVie funding this study was a collaborative writing effort between 

myself, Joshua Leonard, Hailey Edelstein, and Bin Zhang. Some of the text in the introduction was sourced 

from this grant and edited for this context. The studies described here will be published as part of a larger 

study on the MINK concept that includes the in vivo evaluation of the concept (Chapter 6). This future work 

will be carried out by Simrita Deol in collaboration with members of the Bin Zhang lab (NU). 

 

5.2 Abstract 

Natural killer (NK) cells are an exciting frontier in immunotherapy. As chimeric antigen receptor 

(CAR) T cells have demonstrated, engineered cell-based therapies can be generally safe and have high 

clinical efficacy; however, T cells have had difficulty performing anti-tumor effector functions in 

immunosuppressive tumor microenvironments. In clinical trials, NK cells home to tumors and are safe, but 

generally require further engineering for efficacy. To this end, we engineered a novel functionality into NK 

cells—detecting signatures of the tumor microenvironment and carrying out a therapeutic effector function, 

such as producing cytokines to potentiate the anti-tumor immune response. We term these cells 

microenvironment induced natural killer cells (MINK).  In this study, we first adapted methods for working 

with these cells to our laboratory, including establishing a lentiviral transduction protocol and developing a 

flow-cytometry based assay for evaluating NK cell effector function. We investigated the use of several 

fluorescent proteins, luciferases, and bioluminescence resonance energy transfer (BRET) systems for their 

utility in studying hypoxia in vivo. We then compared several strategies for conferring IL-2 independence 

on the NK-92s. Notably, we then demonstrated that NK cells can be engineered to sense hypoxia and 

produce a gene of interest, meanwhile evaluating several of the design choices for the hypoxia biosensor. 

We also report on strategies for engineering stable, biosensing NK cell lines and assaying their function. 
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5.3 Introduction 

Engineered cell-based therapies are rapidly emerging as clinically successful technologies for 

treating cancer. The key driver of this new therapeutic class is autologous T-cells engineered to express 

chimeric antigen receptors (CARs) that confer recognition of a specific tumor antigen that is expressed on 

the surface of cells39. While this approach has demonstrated great promise for treating hematologic 

malignancies, namely B-cell leukemias and lymphomas, cancers, the application of CAR T cells to treat 

solid cancers has been substantially more challenging. Barriers include an immunosuppressive tumor 

microenvironment (TME) and lack of targetable surface antigens38. Though systemic delivery of immune-

potentiating factors can alter the TME and induce tumor regression, it risks life-threatening toxicities147, and 

engineering cell therapies to constitutively produce immune-potentiating factors, as has been done to armor 

CAR T cells against the immunosuppressive TME, may carry similar risks. Direct intratumoral injection of 

immunostimulatory factors including cytokines can promote immune control of cancers in some cancers150, 

but generally this is not a feasible strategy, as, especially for metastatic cancer, the direct injection of all 

tumors is difficult, if not impossible, for many patients. 

When infused, NK cells naturally infiltrate the spleen, liver, lymph nodes, bone marrow, and 

peripheral blood159, 281. Ex vivo activated NK cells confer some innate antitumor immune control, but cancer 

cells evolve to evade this attack. Clinical evaluations of NK cell adoptive transfer show no obvious adverse 

side effects, however these infusions also show limited clinical benefit161, 162, 163. NK cells may be a better 

platform for engineering cell therapies that provide transient immune potentiation than are T-cells, since NK 

cells circulate for only days in the human body163, mitigating concerns about chronic immune stimulation 

and immune rejection of the engineered cells. Additionally, allogeneic NK cells, do not induce graft-versus-

host disease, as T-cells do164. Thus, NK cell therapies may be produced as off-the-shelf products derived 

from a few donors, or even stable cells lines (such as the NK-92 cell line282), providing substantial 

manufacturing and administration advantages over autologous products. For instance, the cost of an 

engineered NK-92 cell therapy may currently be less than $20,000 compared to $250,000 or more for a 

CAR T cell therapy165. 

Several strategies exist to confer NK cells with additional functions to improve their antitumor 
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efficacy. Target-activated NK cells (taNKs) are engineered to express CAR receptors; these cells exhibit 

tumor localization and potent anti-tumor activity157, 158, 283. Although as with CAR T cells, this approach 

requires identification of tumor antigens and is subject to antigenic escape by tumor cells. High affinity NK 

cells (haNKs) are engineered to express a high-affinity version of the CD16 receptor, allowing them to 

recognize the Fc chain of antibodies, such as those targeted against tumor antigens, and engage in 

antibody-dependent cell-mediated cytotoxicity (ADCC)284. Though the NK-92 cell line is ADCC deficient, 

haNKs engage in ADCC to augment the therapeutic action of these antibodies. 

We propose a new strategy to augment the anti-tumor of NK cells in the tumor—microenvironment 

induced natural killer cells (MINK). These cells will recognize features of the tumor environment, which, as 

mentioned in Chapter 1, may be found in a broader range of cancers, as opposed to tumor antigens which 

are cancer specific and not expressed in all patients. In response to these features, MINK will produce 

immune-potentiating cytokines. Ultimately, MINK cells could comprise a standalone product or complement 

other therapeutic modalities (including CAR T cells, antibodies, drugs, or radiotherapy). In this work, we 

first evaluate strategies for engineering and assaying the NK-92 cell line, including investigations of 

strategies for IL-2 independence and in vivo reporters that allow visualization of the cell’s state through 

multiple layers of biologic tissue. We then evaluate whether NK-92 cells can be engineered to respond to 

hypoxia and strategies for doing so and evaluating the response. 

 

5.4 Materials and methods 

Plasmid construction 

The Firefly Luciferase gene and the IL-2-IL-2Rβ gene was codon optimized and synthesized by 

ThermoFisher as Gene Strings. IL-2 and IL-2-KDEL were PCR amplified from this and inserted into 

appropriate vectors with restriction enzyme cloning. The LumiScarlet (#126623) and Antares2 (#100027) 

genes were obtained from Addgene. The AkaLuc gene was codon optimized and synthesized by 

ThermoFisher. The mNeonGreen, miRFP720, PuroR, and BlastR genes were obtained from plasmids 

described in Chapter 4. All plasmids were cloned into a version of pcDNA3.1(+), modified as previously 

described1 or the lentiviral vector pGIPZ. 
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NK-92 culture 

NK-92 cells were obtained from ATCC (CRL-2407). Cells were cultured in MEMα (Gibco 12000-

022)  with supplementation: 0.2 mM Myo-inositol (Sigma I-7508, dissolved in water), 0.1 mM 2-

mercaptoethanol (Gibco 21985-023), 0.02 mM Folic acid (Sigma F-8758, stock at 4mM dissolved in 1M 

NaOH), 1.5 g/L sodium bicarbonate, 12.5% non-heat-inactivated bovine serum (Gibco 16000044), 12.5% 

horse serum (Gibco 16050122), 100 IU/mL human recombinant IL-2 (Peprotech #200-02, dissolved in 

acetic acid/0.2% BSA), 1% Penicillin-Streptomycin (Gibco 15140122), L-gluatmine (Gibco 25030081). Cells 

were seeded in a low adherence flask (T-75: Corning 431464U) between 1 x 105 and 4 x 105 cells/mL and 

subcultured every 2-4 d, with a maximal density of 1 x 106 cells/mL. 

 

NK-92 transduction 

Several methods for NK-92 transduction were evaluated. In strategy 1, 1 x 105 cells in 100 μL of 

media were mixed with 2 mL of viral supernatant in a 12-well plate, polybrene was added to final 

concentration of 8 μg /mL, and the cells were incubated at 37˚C for 5 h, after which time the media was 

changed. In strategy 2, 105 cells in 100 μL of media were mixed with 2 mL of viral supernatant in a 12-well 

plate, polybrene was added to a final concentration of 8 ug/mL and the cells centrifuged at room 

temperature at 360 g for 90 min, then incubated at 37˚C overnight, after which time the media was changed. 

In strategy 3, 1.8 mL of viral supernatant was mixed with 18 μL of Lipofectamine Plus Reagent, incubated 

at room temperature for 15 m, and then 7.6 μL of Lipofectamine LTX was added, followed by a second 

incubation at room temperature (approximately 20˚C to 24˚C) for 15 min. This mixture was added to 500 

μL of media containing 5 x 105 cells in a 12-well plate, and this was centrifuged at room temperature at 500 

g for 30 minutes, incubated at 37˚C for 3 h, and spun again at 500 g for 30 min at room temperature, after 

which point 6 mL of media were added and the cells allow to incubate until analysis.  In strategy 4, 106 cells 

were mixed with 4 mL of viral supernatant and polybrene at a final concentration of 4 ug/mL, centrifuged at 

30C at 2500 g for 90 minutes, incubated at 37˚C overnight, at which point the media was changed. For 

strategy 4, an increasing number of cells was tested, at a concentration of 106 cells/mL with the following 

volumes of cells and viral supernatant 1/4, 2.5/10, 5/20, and 10/20, with polybrene added to a final 
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concentration of 4 μg/mL. Cells were centrifuged at 30C at 2500g for 90 min in a 50 mL conical tube in a 

fixed-angle rotor and then incubated at 37˚C overnight, at which point the medium was changed. For all 

future transductions, strategy 4 with a starting cell number of approximately 5 x 106 NK-92s was used.  

 

K-562 culture 

K-562 were obtained from ATCC (CCL-243). Cells were cultured in Iscove’s Modified Bulbecco’s 

Medium (Gibco 12200036), supplemented with sodium bicarbonate (3 g/L Fisher Scientific #S233), 10% 

heat-inactivated fetal bovine serum (Gibco #16140-071), and Penicillin-Streptomycin (100 U/μL and 100 

μg/mL, Gibco #15140122) . Cells were maintained between 1x 105 and 1 x 106 cells/mL by subculturing at 

a 1:10 or 1:20 ratio every 2 or every 3 d, respectively. 

 

K-562 transduction 

106 K-562s in 7 mL of IMDM were mixed with 1 mL of lentivirus containing supernatant or with 100 

μL of lentivirus containing supernatant and 0.9 mL of IMDM, without polybrene, in a 50 mL conical tube. 

Cells were spun at 900 x g for 2 h at room temperature in a fixed angle rotor. This solution was added to 

12 mL of IMDM and cells were cultured for 3 d at 37˚C. At this point, lines were analyzed by flow cytometry 

and the line with the highest transduction efficiency that was < 30% (to ensure an MOI <1) was selected 

with puromycin (1 μg/mL) or blasticidin (10 μg/mL) for approximately 1 week. 

 

HEK293FT cell culture 

The HEK293FT cell line was purchased from Thermo Fisher/Life Technologies (RRID: CVCL_6911 

[https://web.expasy.org/cellosaurus/CVCL_6911]). Cells were cultured in DMEM (Gibco #31600-091) with 

4.5 g/L glucose (1 g/L, Gibco #31600-091; 3.5 g/L additional, Sigma #G7021), 3.7 g/L sodium bicarbonate 

(Fisher Scientific #S233), 10% FBS (Gibco #16140-071), 6 mM L-glutamine (2 mM, Gibco #31600-091; 4 

mM additional, Gibco #25030-081), penicillin (100 U/μL), and streptomycin (100 μg/mL) (Gibco 

#15140122), in a 37°C incubator with 5% CO2. Cells were subcultured at a 1:5 to 1:10 ratio every 2–3 d 

using Trypsin-EDTA (Gibco #25300-054). The HEK293FT cell line tested negative for mycoplasma with the 

https://web.expasy.org/cellosaurus/CVCL_6911
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MycoAlert Mycoplasma Detection Kit (Lonza #LT07-318). 

 

Assays with transiently transfected HEK293FTs 

From exponentially growing HEK293LP cells, 0.5 x 105 cells were plated per well (0.5 mL medium) 

in 24-well format, and cells were cultured for 24 h to allow cells to attach and spread. When cells reached 

50–75% confluence, plasmids were transfected by lipofection with Lipofectamine LTX with PLUS Reagent 

(ThermoFisher 15338100). Plasmid was mixed with 0.5 μL of PLUS reagent in a 25 μL total volume 

reaction, with the remainder of the volume being OptiMEM (ThermoFisher/Gibco 31985062). In a separate 

tube, 1.9 μL of LTX reagent was mixed with 23.1 μL of OptiMEM. The DNA/PLUS Reagent mix was added 

to the LTX mix. pipetted up and down four times, and then incubated at room temperature for 5 min. 50 μL 

of this transfection mix was added drop-wise to each well of cells, which was mixed by gentle swirling. Cells 

were incubated in normoxia overnight and then cultured for 1-2 d in normoxia or hypoxia prior to microscopy.  

Cells were harvested for flow cytometry using FACS buffer (PBS pH 7.4, 2–5 mM EDTA, 0.1% 

BSA) or using 0.05% Trypsin-EDTA (with or without Phenol Red) for 5 min followed by quenching with 

medium (with or without Phenol Red). The resulting cell solution was added to at least 2 volumes of FACS 

buffer. Cells were spun at 150×g for 5 min, supernatant was decanted, and fresh FACS buffer was added. 

 

Lentiviral production 

5 x 106 exponentially growing HEK293FTs were plated on a 10 cm dish in 10 mL of media. 6-12 h 

later the cells were transfected using the calcium phosphate methodology. In a total volume of 850 µL, 10 

μg transfer vector, 8 μg psPAX.2, 3 μg pMD2G, and 1 µg vector including a constitutive fluorescent protein 

as a transfection control were mixed. Then 150 µL of 2M CaCl2 was added and the solution was mixed. 

This mixture was added dropwise to an equivolume amount of HEPES Buffered Saline (HEBS), pipetted 

up and down gently four times, and allowed to rest for four minutes before being vigorously pipetted eight 

times and applied dropwise to the dish of cells. The next morning, the media was aspirated and replaced 

with fresh DMEM. 28 to 36 h after this media change, the lentivirus containing supernatant was harvested 

by aspiration, centrifugation at 500 x g for 2 min to remove cells, and filtration through a 0.45 µM filter to 
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remove debris. 

 

Cell sorting 

NK-92 cells were suspended at 106-107 cells per mL in sorting medium (MEMα supplemented as 

described in NK-92 culture, with the addition of HEPES (25 mM, Sigma H3375) and gentamycin (100ug/mL, 

Amresco 0304)), and held on ice until sorting was performed. Cells were sorted using one of several BD 

FACS Aria Special Order Research Products (Robert H. Lurie Cancer Center Flow Cytometry Core) with 

the optical configuration listed in Supplementary Table A5.1. Cells were collected for each line in sorting 

medium and held on ice until they could be centrifuged at 150 x g for 5 min and resuspended in DMEM. 

Cells were plated and expanded until used in experiments. Gentamycin was included in the culture medium 

for one week after sorting.  

 

Flow cytometry 

Flow cytometry was run on a BD LSR Fortessa Special Order Research Product (Robert H. Lurie 

Cancer Center Flow Cytometry Core). Lasers and filter sets used for data acquisition are listed in 

Supplementary Table A5.2 (for experiments involving reporter expression). Samples were analyzed using 

FlowJo v10 software (FlowJo, LLC). Fluorescence data were compensated for spectral bleed-through. The 

NK-92, K-562, and HEK293-FT cell populations were identified by SSC-A vs. FSC-A gating, and singlets 

were identified by FSC-A vs. FSC-H gating.  In some experiments, to distinguish transfected from non-

transfected cells, a control sample of cells was generated by transfecting cells with a mass of pcDNA (empty 

vector) equivalent to the mass of DNA used in other samples in the experiment. For the single-cell 

subpopulation of the pcDNA-only sample, a gate was made to identify cells that were positive for the 

constitutive fluorescent protein used as a transfection control in other samples, such that the gate included 

no more than 1% of the non-fluorescent cells. To distinguish transduced cells a sample of the corresponding 

parental line was used. In some experiments, propidium iodide (PI), 7-AAD, or DAPI was included to assist 

in determination of cell viability and/or to exclude non-viable cells from analysis. 
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Killing assay 

In each well of a 96-well plate, NK-92 cells were seeded, starting with an initial density of 5 x 105 

cells/well in 100 μL of supplemented MEMα and serially diluted 2-fold down to the desired lower limit of 

cells to be assayed. To each well, 104 K-562s were added. In some assays, these K-562 were previously 

stained with Cell Trace Violet (CTV) or Cell Trace Far Red (CTFR). In some assays, the NK-92s expressed 

an EYFP or mNeonGreen transgene. For certain conditions, IL-2 was included in the medium, as indicated 

for each experiment. Plates were incubated at 37˚C for 4 h. Then, 50 μL of a solution (0.25 μL of 1 mg/mL 

PI, 40 μL of fluorescent counting beads (Sigma), and 9.75 μL PBS) was added to each well, each well was 

mixed, and the plate was incubated in the dark at room temperature for 20 min. The contents of each well 

were triturated and transferred to a 96-well U bottom plate. The samples were spun for 5 min at 400 x g 

and resuspended in FACS buffer after decanting. Plates were run on the high throughput sampler for the 

flow cytometer, and 10 μL of volume was acquired for each well. Samples were analyzed to determine the 

number of viable NK-92s and K-562s in each well based on their stain and PI exclusion. These numbers 

were normalized to the number of beads acquired in each well to determine the absolute number of cells 

per well. 

 

IL-2 independent assay 

105 total NK-92s were seeded per mL in 5 mL in a T-25 flask, in supplemented MEMα without 

antibiotics or IL-2. Approximately 5% of these were from the transduced and selected IL-2 independent NK-

92 lines and 95% were parental. This starting ratio was measured at the outset for each sample. After 4 d 

of culture, cells were analyzed by flow cytometry and passaged in fresh media at a maximum density of 105 

total NK-92s were seeded per mL in 5 mL. After another 5 d, cells were analyzed by flow cytometry. 

 

Luciferase substrates 

The following were used for Firefly Luciferase Imaging: Dual-Glow Buffer and Reagent (Promega), 

D-Luciferin Potassium Salt (Sigma 50227) suspended in PBS at 10 mM, and AkaLumine-HCl (aka TokeOni, 

Sigma 808350) suspended in PBS at 10 mM. The Antares2 substrate (Diphenylterazine (DTZ) #HY-
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111382) and the LumiScarlet substrate (8pyDTZ #HY135368) were obtained from MedChem Express and 

suspended in ethanol that had been pH adjusted to pH 2 with HCl at concentrations of 1 mM. Dilutions of 

all substrates were made in Dulbecco’s Phosphate-Buffered Saline (DPBS) without calcium or magnesium 

(Gibco #14190144) for assays. Powdered substrates were stored, protected from light, at -20˚C except for 

DTZ which was stored at 4˚C. All resuspended substrates were stored at -80˚C. 

 

IVIS imaging and plate reader assays 

Opaque plates with white wells were used for imaging (Costar). Unless otherwise noted, for initial 

experiments, 104 K-562s or 105 NK-92s were seeded per well. In some cases, less K-562s were seeded 

per well to achieve a total flux equivalent to that of the NK-92s. For analysis of samples after hypoxic and 

normoxic culture, 100 μL of the culture was used rather than a fixed number of cells. 

Imaging of plates was performed on an IVIS Spectrum (Perkin Elmer) at the Northwestern 

University Center for Advanced Molecular Imaging. 100 μL of cells and 100 μL of substrate were mixed 

immediately prior to imaging. In some cases, plates were incubated in the dark in the IVIS Spectrum 

chamber to dark-adapt the plates and decrease non-specific background, particularly for the imaging of 

Firefly Luciferase, where this adaptation continued for several minutes prior to imaging. For some 

experiments, ham (Mariano’s) was placed on top of the plate. Acquisition settings were adjusted for each 

experiment. Images were processed using the Living Image Software (Perkin Elmer). The scale was 

adjusted to remove the background signal from non-luciferase expressing NK-92s. 

Analysis of plates was performed on a Synergy H1 plate reader (Biotek) with 100 μL of cells and 

100 μL of substrate, which were mixed immediately prior to analysis, except for Firefly Luciferase analysis, 

where D-Luciferin was incubated with the cells for 5 min prior to analysis. Gain was adjusted for each 

experiment.  

 

5.5 Results 

Comparing and optimizing methods for NK-92 transduction 

Gene introduction into NK-92s is typically done through electroporation or lentiviral transduction. 
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The literature reports several strategies for transducing these cells, typically involving high titers of lentivirus 

and spinoculation, a process in which the cells are centrifuged in media containing the virus. We evaluated 

four methodologies based on the literature (Methods). Of these, strategy 1 and strategy 4 produced 

approximately 20% transduction efficiency, while the others resulted in around 7% efficiency (Fig. 5.1a). 

Both involved centrifugation, strategy 1 at low speeds and strategy 4 at high speeds. We proceeded with 

strategy 4, as this method started with 5 times as many cells, a critical advantage, as NK-92 cells have a 

long doubling time of approximately 48 h. 

Next, we investigated scaling this method up even further. The use of 2.5 or 5 times more cells did 

not substantially decrease transduction efficiency but using 10 times more cells dropped the efficiency to 

10% (Fig 5.1b). Therefore, all transductions after this point were carried out using Strategy 4 with a starting 

cell number of approximately 5 x 106 cells. This typically produced a dense culture of cells in a full T-75 

flask three days after transduction, making the cells ready to undergo antibiotic or FACS selection. 

 

Adaptation of an assay to measure effector function 

The primary effector function of NK cells is to kill cells, particularly those that are virally infected or 

demonstrating signs of other pathology. The K-562 human lymphoma line is the typical target line for 

assaying this function. Reported assays use release of a radioactive isotope, plate reader fluorescence, or 

microcytometry. In order to develop a high-throughput assay with readily available equipment in our lab, 

we adapted these protocols to be amenable to flow cytometry. In such an assay, a set amount of K-562 

tumor cell are seeded in a 96-well plate and cultured with varying numbers of NK-92s for 4 h. Each cell 

population can be identified by flow cytometry as is either expresses a fluorescent protein or has been dyed 

or stained prior to the assay. After the co-culture period, a set number of fluorescent microbeads (to enable 

absolute cell counts per well from a sample of the total volume) and propidium iodide (to discriminate live 

versus dead cells) were added. Samples were analyzed by identifying the number of live K-562s remaining 

in each well (Fig. 5.1c) and plotting this against the number of live NK-92s per well (Fig. 5.1d). This sample 

protocol can be used for microcytometry, where the propidium iodide is added prior to the assay (Fig 5.1e). 
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Fig 5.1 Development and validation of methodologies for NK-92 cell laboratory work. a) 
Comparing the efficiency of four strategies (Methods) for lentiviral transduction of NK-92 cells. b) 
Scaling up the starting number of cells in Strategy 4 and the effects on transduction efficiency. c-e) an 
assay to evaluate the NK-92 effector function. c) the survival of K-562s can be determined by the 
exclusion of propidium iodide (PI) in viable cells. d) plotting K-562 survival against the NK-92 effector to 
K-562 target (E:T) ratio. e) evaluation of killing activity by microscopy, as the number of dead K-562s 
(purple) increases during the four hour incubation. 
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Comparison of reporter systems 

The in vivo imaging of fluorescent proteins requires both excitation and emission light to penetrate 

through several layers of tissue in the animal. As most light in the visible spectrum is absorbed by various 

molecules in the tissue, particularly myoglobin and hemoglobin, this presents a major obstacle to using 

fluorescent proteins as in vivo reporters. One solution to this is to use infrared fluorescent proteins (iRFPs), 

as infrared light does penetrate through tissue better than visible light. We first evaluated two iRFPs with 

different spectra, miRFP670 and miRFP720. K-562s were transduced with a lentiviral construct encoding 

the FP driven by the EF1α promoter, an internal ribosome entry site (IRES) and the PuroR gene, which 

cells resistance to puromycin, at a multiplicity of infection (MOI) < 1 and selected with puromycin. These 

constructs were then analyzed via flow cytometry (Fig 5.2a). We found that the miRFP720 had several 

advantageous properties compared to the miFRP670: it had a very high signal-to-noise ratio in the 

Alexa750 channel (excited by a far-red laser), it maintained good levels of fluorescence in the Alexa700 

channel (excited by a red laser) and therefore was compatible with our FACS instrument, and it only bled 

minimally into the APC channel. miRFP720 was thus selected to be our constitutively expressed fluorescent 

protein for cell engineering. 

To investigate options for a second output, we turned to a strategy known as bioluminescence 

resonance energy transfer (BRET), wherein a tethered luciferase provides the excitation energy for a 

fluorescent protein (Fig. 5.2b). Luciferase substrates diffuse throughout mice, enabling deep-tissue 

excitation and subsequent emission of light, and the emitted red light penetrates through tissue well enough. 

While previous generations of BRET proteins relied on the very bright NanoLuc, this protein emits blue 

light, which only poorly excites proteins capable of emitting red-shifted light. Several generations of 

engineering efforts have produced two leading BRET proteins: Antares2285 (a teLuc flanked by two cyOFP1 

fluorescent proteins; its substrate is diphenylterizine (DTZ)) and LumiScarlet286 (a LumiLuc fused to a 

mScarlet-I; its substrate is 8pyDTZ). We compared these two constructs, for which the substrates have only 

recently become commercially available. Ideally, the better construct would produce red-shifted light, 

penetrate through tissue, be brighter, and rapidly oxygenize after exposure to oxygen. 
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Fig 5.2 Evaluating infrared and BRET reporter systems. a) Evaluation of miRFP670 and miRFP720 
with several laser and filter combinations. b) Schematic depicting BRET. c) Oxidation rate of commonly 
used fluorophores d) Comparison of Antares2 and LumiScarlet by flow cytometry in a stable K-562 line. 
e) Dose-response relationships for BRET proteins and cognate substrates. f) Kinetics of BRET 
enzymatic reaction after substrate addition. g) Time course of LumiScarlet degradation after treatment 
with the translation-hibitbing drug cyclohexamide (CH). 
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Having previously shown that fluorescent proteins mature at different rates following exposure to 

oxygen, we first tested how long the fluorophores in Antares2 (CyOFP1) and LumiScarlet (mScarlet-I) would 

take to mature. These two fluorophores were compared to other commonly used reporters in our lab, 

mNeonGreen, mTagBFP2, and DsRed-Express2. Cells were transfected with a construct encoding each 

protein, allowed to transfect overnight under normoxic condition, and then cultured under hypoxic conditions 

for another two days. At this point, samples were moved back into a normoxic incubator at different times 

to allow for oxidation before being analyzed by flow cytometry (Fig. 5.2c). As expected, mTagBFP2 and 

mNeonGreen oxidized the fastest, with DsRed-Express2 oxidizing more slowly than either. LumiScarlet 

oxidized at a similar rate to mNeonGreen, while Antares2 oxidized more slowly like DsRed-Express2. 

To study the brightness and kinetics of these two reporters in the genomic context, K-562 cells 

were transduced with lentiviral constructs encoding LumiScarlet or Antares2 upstream of an internal 

ribosome entry site (IRES) and a miRFP720-P2A-PuroR gene at an MOI < 1 and selected with puromycin. 

These cell lines were then used to validate the properties of the BRET reporters by plate reader, IVIS 

imaging, and flow cytometry. By flow cytometry, Antares2 had a signal-to-noise ratio (SNR) of 137 while 

LumiScarlet had a SNR of 1,320, primarily due to cells having lower autofluorescence in the channel he 

LumiScarlet is detected than in the channel Antares2 is detected in (Fig. 5.2d). Various concentrations of 

substrate-containing buffer were added to these cell lines, which were analyzed in a plate reader. From 

this, we determined concentrations for each that produced near maximal signal output: for DTZ, this was 

30 μM, and for 8pyDTZ, this was 15 μM (Fig. 5.2e). Kinetics for both reporters were slow flash (Fig. 5.2f). 

As we are interested in whether a cell is currently experiencing hypoxia, rather than just if a cell has ever 

experienced hypoxia, we investigated methods for shortening the half-life of the LumiScarlet reporter. 

LumiScarlet showed a very long protein half-life, and this could not be decreased by addition of degradation 

tags (Fig 5.2g). 

Cells were then serially diluted and the above-determined concentrations of substrate were added; 

these were imaged on the IVIS Spectrum, which is used for plate and in vivo imaging (Fig 5.3a). The 

LumiScarlet produced more signal than the Antares2, and with an exposure time of 10 s, a well containing 

as few as 20 LumiScarlet transduced K-562s was distinguishable from a well containing only buffer and 
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Fig 5.3 Imaging BRET with the IVIS spectrum and under biologic tissue. a) Serial dilution of stable 
K-562 BRET-expressing cell lines; image acquired on IVIS Spectrum several minutes after substrate 
addition, under two acquisition different conditions. b) Comparison of the penetrance of light emitted by 
the two BRET fluorophores under an increasing number of ham slices. c) Images from experiment in b 
for LumiScarlet show progressive loss of signal as slices are increased d) Imaging of LumiScarlet under 
16 slices of ham with increased exposure time and camera sensitivity. 
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substrate (Fig. 5.3a). To mimic penetration of light through, we added slices of ham on top of the plates to 

determine how much light would penetrate (Fig. 5.3b-d) In these assays, the ham mimics the tissue of an 

animal, containing substances responsible for the absorption and scattering light in humans other animals, 

including water and hemoglobin (as muscle tissue, ham contains more myoglobin than hemoglobin, though 

the two proteins are similar287)288; roast beef has similarly been used by other groups for this purpose289.  

For this assay, less Antares2 expressing cells were seeded than LumiScarlet expressing cell, in order to 

make the starting signal from each reporter comparable. The first slice of ham (a few mm thick) induced an 

approximately 10-fold reduction in transmitted light, while each additional piece blocked slightly less (Fig. 

5.3b,c). Both reporters were still detectable under 6 slices of ham, given sufficient exposure time. At a 30 

s exposure time, the LumiScarlet was detectable under as many as 16 slices (Fig. 5.3d). The results of 

these investigations, combine with the reported increased water solubility (and thus better in vivo dosing) 

of LumiScarlet, makes it the better BRET system for our studies of hypoxia.  

 

Evaluating methods for NK-92 IL-2 independence 

The NK-92 cell line is dependent on exogenous IL-2 for growth and survival. Several methods have 

been reported in the literature for making this cell line independent of exogenous IL-2, a property that in 

some implementations confers enhance killing activity and in vivo persistence, but it is currently unclear 

how these strategies compare to one another. Therefore, we compared these three methodologies head 

to head (Fig. 5.4a). In the first strategy, the cell expresses an IL-2 transgene290, 291. In the second, the 

expressed IL-2 transgene is tagged with a KDEL sequence to localize it to the endoplasmic reticulum, 

preventing its secretion292. In the final strategy, the IL-2 is tethered to the IL2 receptor (IL-2R) β chain by a 

linker which comprises part of the IL-2Rα chain and a myc-tag293. Each gene was codon optimized and 

placed under the constitutive EF1α promoter in a lentiviral transfer vector, followed by an IRES and 

mNeonGreen-P2A-PuroR gene, which allowed for antibiotic selection and fluorescent identification of the 

transduced cells. A control construct contained no IL-2 gene. NK-92s were transduced at an MOI < 1 and 
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Fig 5.4 Comparing strategies for conferring exogenous IL-2 independence to the NK-92 cell line. 
a) Lentiviral constructs for conferring IL-2 independence in NK-92 cells. b) Flow cytometry histograms 
of transduced and selected NK-92 cell lines following two weeks in culture with and without IL-2 as 
indicated. All single events are shown. 7-AAD is an infrared viability stain. c) Co-culture assay of IL-2 
independent NK-92 lines with non-transduced IL-2 dependent NK-92 cells. d) Killing assay of IL-2 
independent and dependent NK-92 cell lines. 
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selected with puromycin. The cells were then cultured without exogenous IL-2 to determine whether they 

could indeed grow independently. While the parental NK-92 and NK-92 line transduced with the control 

construct only survived when cultured with IL-2, all lines transduced with one of the three constructs 

conferring IL-2 independence survived and proliferated (Fig. 5.4b). Notably, this did not hold true for the 

murine LNK line, in which only the membrane-tethered IL-2 construct conferred exogenous IL-2 

independent survival. 

One concern with constitutive production of cytokines is that they could leak out of the cell and 

exert effects on surrounding cells, possibly leading to off target effects and toxicity when used as part of a 

therapy. To investigate to what extent this phenomenon was occurring with the IL-2 constructs, the purified 

lines were spiked into cultures of non-transduced NK-92s. These cultures were grown for 10 days in the 

absence of exogenous IL-2 and evaluated by flow cytometry. In this assay, transduced lines will only 

expand if they have a growth advantage, which only occurs if they are IL-2 independent and not supplying 

the cells around them with IL-2. The IL-2 and ER-localized IL-2 transduced lines did not selectively expand, 

as they supported the growth of the NK-92s in culture with them (Fig. 5.4c). The membrane-tethered IL-2 

construct selectively expanded, indicating that this line has minimal to no trans-acting properties. While it 

has been previously reported that the ER localized construct was not secreted by the NK-92s, our line likely 

did secrete IL-2. It is possible that the codon optimization of this gene led to such high expression levels 

that the cellular pathways responsible for ER-retention of KDEL-tagged proteins were overwhelmed. 

To determine whether the constructs affected the killing ability of the NK-92s, we performed a killing 

assay, as previously developed in Fig. 5.1. When the lines were cultured without IL-2, all IL-2 independent 

lines performed better than the control line, killing more K-562s per NK-92 (Fig. 5.4d). The IL-2 independent 

lines performed similarly to the control line only when the latter was cultured with IL-2. While the membrane-

tethered line might have performed better than the control line at low numbers of NK-92s, this will need to 

be evaluated in an assay powered to detect these differences. Overall, these properties make the 

membrane-tethered IL-2 construct an excellent option for conferring exogenous IL-2 independence in the 

NK-92 cell line. 
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Design and evaluation of a luminescent, IL-2 independent line 

We decided to confer the advantageous property of exogenous IL-2 independence a manner that 

did not use a fluorescent protein or antibiotic resistance gene for selection, thereby leaving more 

fluorescence channels open for future assays and more antibiotic selection markers available for future 

engineering efforts. A lentiviral construct was designed that expressed the membrane-tethered IL-2 under 

the EF1α promoter, followed by an IRES and the Firefly Luciferase gene (Fig. 5.5a). This would allow 

visualization of cells transduced with this vector in vivo. NK-92 cells were transduced with this construct 

and cultured for several weeks without IL-2 to select for transduced cells.  

After two weeks of selection, the line was proliferating without IL-2, but cell staining with an anti-

myc antibody revealed no detectable surface expression of the receptor and only some intracellular staining 

(Fig. 5.5b). Western blot analysis was obscured by non-specific staining of the NK-92 lysates, whether 

using an anti-myc or anti-IL-2 antibody. The line, however, produced a significant luminescent signal when 

the Firefly Luciferase substrate D-luciferin was added to intact cells in media, with the signal from as few 

as 100 cells detectable on a plate reader (Fig. 5.5c-d). This signal was stronger with the kit from Promega 

than with generic D-luciferin in DPBS (Fig. 5.5c). The line was also detectable on the IVIS imager, though 

with a low signal to noise ratio (Fig. 5.5e).  

As the light emitted by the catalysis of D-Luciferin substrate by Firefly Luciferase is yellow, it does 

not penetrate well through tissues. To address this issue, a novel substrate for this enzyme, AkaLumine, 

that emits more red-shifted light has been developed289. A version of this substrate, AkaLumine-HCl, has 

also been developed that is additionally highly soluble in aqueous solutions, allowing delivery of much 

higher doses in vivo, a major limitation for D-luciferin, which is poorly soluble in water and thus in vivo 

studies with this substrate are dose limited294. However, signal with the red-shifted substrate AkaLumine 

was much lower than the signal with D-luciferin, when measured by plate reader (Fig. 5.5c). To mitigate 

this, a new enzyme was evolved to be a better enzyme for this substrate; AkaLuc catalyzes AkaLumine-

HCl with high efficiency, enabling the tracking of single cells in vivo294. A new NK-92 IL-2 independent line 

was generated, using a lentiviral vector similar to that in Fig. 5.5a with AkaLuc rather than Firefely 

Luciferase (Fig. 5.5f). This line was 5.2 times brighter than the line with Firefly Luciferase (Fig 5.5g). 
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Fig 5.5 Characterization of an IL-2 independent NK-92 line with luciferase expression. a) Lentiviral 
construct for conferring IL-2 independence and firefly luciferase gene expression. b) Staining of the 
transduced, IL-2 independent NK-92 line for the myc antigen on the IL-2 and firefly luciferase genes. c-
d) Plate reader analysis of transduced, IL-2 independent NK-92s expressing a firefly luciferase. c) 
testing four substrates for the firefly luciferase and measuring signal kinetics. d) Dose-response of NK-
92 cells expressing firefly luciferase or not, with Promega substrate. e) IVIS Imaging of NK-92s that do 
or do not express firefly luciferase, using D-Luciferin as substrate f) Lentiviral construct for conferring 
IL-2 independence and AkaLuc luciferase gene expression. g) Plate reader analysis of transduced, IL-
2 independent NK-92s expressing various luciferases with D-Luciferin and AkaLumine substrates. 
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Investigating an HBS in NK-92s 

IL-2-independent, Firefly Luciferase expressing NK-92 cells were transduced with a lentiviral 

construct encoding a hypoxia biosensor (HBS) construct that we have previously shown to have low 

background and an excellent fold induction when genomically integrated (Figs. 4.4,4.5). The HBS 

expresses LumiScarlet and is upstream of an EF1α miRFP720-P2A-PuroR gene, allowing for selection and 

identification of cells (Fig. 5.6a). After selection with antibiotics or sorting by flow cytometry, the line was 

cultured in hypoxic or normoxic conditions for 3-4 d and assayed for reporter expression by flow cytometry. 

Hypoxia resulted in a 20-30-fold increase in expression of the LumiScarlet reporter (Fig. 5.6b). This was 

higher for the sorted line than the antibiotic selected line, possibly because the drug selected line was 

crowded by residual cells and debris which could impair oxygen diffusion to the live cells, while the sorted 

line was cultured at a lower density. However, the response was heterogenous, with some cells turning on 

more than others and some not turning on at all; further, output from the HBS appeared correlated with the 

expression of the constitutive miRFP720, which would be determined by integration locus. Sorting on 

miRFP720 expression yielded 8 lines, each with distinct levels of miRFP720 expression, indicating that the 

sorting strategy was successful (Fig. 5.6c). In these lines, the magnitude of the OFF and ON states of the 

HBS increased with miRFP720 expression level and generally proportionately with each other, leading to 

higher signal but no substantial differences in fold induction (Fig. 5.6b-c). 

We then compared the NK-92 HBS line with the line generated by sorting for the brightest octile of 

miRFP720 expressing cells, culturing them for 3-4 d in normoxia or hypoxia, and imaging the cells using 

the IVIS Spectrum. The signal from the constitutively expressed D-luciferin decreased with hypoxia, while 

the hypoxia-inducible LumiScarlet increased for both of the lines (Fig 5.6e). On this instrument the 

background was not significantly different between the two lines, but the ON state of the high-miRFP720 

line was higher than that of the NK-92 HBS line, leading to an improved fold induction of 7.2 versus 4.3 

(Fig. 5.6f). 

We also examined several other hypoxia biosensor constructs with other minimal promoters 

(CMV_min and SV40_min) that have demonstrated efficacy in other contexts (Fig. 5.7a). The HBS as 

originally reported used the SV40_min, and the CMV_min generally confers both higher OFF and ON states  
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Fig 5.6 Investigating HBS transduced NK-92 cell lines. a) Schematic of HBS lentiviral construct b) 
Functional assay of NK-92 lines culture in hypoxic or normoxic conditions for 4 days c) Sorting strategy 
for NK-92 cell lines and evaluation of results by flow cytometry d) Representative flow cytometry 
histograms from b e) Evaluation of samples from experiment in c imaged on IVIS Spectrum f) 
Quantification of LumiScarlet reporter expression in NK-92 cell lines with HBS from e. 
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Fig 5.7 Engineering NK-92 lines with HBS with other minimal promoters. a) Lentiviral constructs 
for NK-92 HBS lines b) Evaluation of sorted cell lines c) Functional assay of NK-92 lines transduced 
with HBS constructs with varying minimal promoters after hypoxic and normoxic culture. 
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to biosensors. However, these lines performed no better than the HBS with the YB_TATA minimal promoter, 

and, surprisingly, the CMV_min-based construct actually showed the lowest ON state (Fig. 5.7c). Sorting 

on miRFP720 expression did show the expected differences in miRFP720 expression for each line (Fig. 

5.7b); however, the trends observed for the YB_TATA minimal promoter did not hold for these two 

constructs (Fig. 5.7c). The ON and OFF states varied in no predictable fashion, but each line with the 

highest miRFP720 expression showed ON states higher than the parental line. Thus, while sorting based 

on constitutive miRFP720 expression is a useful strategy to increase the brightness of a constitutive 

fluorescent protein, it is not a useful strategy to increase the performance of an HBS delivered via lentivirus. 

We then compared the unsorted lines and the highest-octile miRFP720 sorted line for each HBS 

construct. After 3-4 d of hypoxic culture, the YB_TATA based lines performed better than either of the other 

lines (Fig. 5.8a). Interestingly, in this experiment, the SV40_min HBS showed a marked improvement in 

performance with sorting, though in this particular repeat of the experiment, the cells for the unsorted 

SV40_min HBS line did not proliferate well, possibly indicating a confounding factor. Also of note was a 

decrease in the miRFP720 signal when the cells were cultured in hypoxia (Fig. 5.8b). This decrease was 

also seen for line expressing miRFP720 without an HBS, though the decrease in this line was less than the 

decreases in lines that did include an HBS. Therefore, the decrease likely comes from both the hypoxic 

response of the NK-92 inducing some global decrease in protein expression and promoter interference 

from the HBS, which is located upstream of the EF1α promoter that drives the miFRP720 (Fig. 5.6a). A 

time course experiment revealed that the transduced NK-92 lines produced LumiScarlet with as little as 12 

h of culture in hypoxia and that the reporter expression from the biosensor plateaued after 3-5 d of culture 

(Fig. 5.8c); the decreases in miRFP720 expression also occurred gradually over this time period (Fig. 

5.8d). In summary, the YB_TATA-based HBS construct showed good performance, and no difference in 

the timing of the response to hypoxia were noted among HBS constructs with differing minimal promoters.  

Samples from the experiment shown in Fig. 5.8a were also run on the IVIS imager to determine 

the utility of this instrument for detecting the various fluorescent and luminescent proteins these cells have. 

Cell number was not normalized per well; rather, equivolume amounts of each line were added to the wells 
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Fig 5.8 Comparison of performance of NK-92 HBS lines with various minimal promoters by flow 
cytometry. a) Functional assay of cell lines after 4 days of hypoxic and normoxic culture b) miRFP720 
levels from the experiment in a c) Time course of hypoxia-induced LumiScarlet reporter expression in 
stable NK-92 cell lines d) Time course of hypoxia-induced decrease in miRFP720 expression 
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of a 96-well plate after 3-4 days of hypoxic or normoxic culture. The LumiScarlet was essentially not 

detectable via fluorescence, likely due to interference from the culture media the cells were suspended in. 

The miRFP720 was detectable, though some signal was evident from non-miRFP720 transduced lines, 

likely from dead or dying cells, as these populations of NK-92s are evidently fluorescent in this channel on 

the flow cytometer (Supplementary Fig. A5.1a). Also evident are the clumps of cells evident in the middle 

of the well, decreases in miRFP720 expression with hypoxic culture, and the decreased cell numbers for 

the SV40_min parental line. The signal from D-luciferin applied to these cells was also acquired; generally, 

it was not far above the noise from other light sources and not very sensitive, though in same cases a 

decrease was evident with hypoxic culture (Supplementary Fig. A5.1b). However, the signal from the 

hypoxia-induced LumiScarlet was bright and detectable in 5 of the 6 lines (Supplementary Fig. A5.1c). 

Notably in these experiments, there was no evidence of cross-reactivity between the two luciferases or 

substrates. Excitingly, the signal from hypoxia-induced LumiScarlet was detected through multiple layers 

of ham, hinting at promise in the future in vivo studies (Supplementary Fig. A5.2).  

 

5.6 Discussion 

In this work, we established strategies for working with and evaluating NK cells as a therapeutic 

platform. Though the NK-92 cell line is typically regarded as difficult to transduce, we achieved efficiencies 

as high as 22%, yielding up to 1 x 106 engineered cells per transduction—numbers that readily allow for 

selection of transduced cells by antibiotic resistance or FACS. Our protocol does not rely on use of 

concentrated lentivirus and has no marked toxicities or other obvious adverse effects on cell health. The 

killing assay protocol developed here is notable as it avoids the risks of radiation and burdensome 

requirements to become a radioactivity certified laboratory. Additionally, it is high throughput: most of the 

pipetting can be done with a multichannel pipette and the high-throughput adapter for a flow cytometer 

takes the samples directly from 96-well plates, allowing for analysis of hundreds of samples per hour. 

Analysis is done rapidly with FlowJo and provides single cell resolution. Contrast this with microcytometry, 

which can also provide single cell resolution but requires software capable of discriminating the cells from 

each other and a much larger amount of computational time to process all of the images from large assays. 
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With the use of counting beads, our assay report on the absolute number of cells per well, including the 

number of NK-92s, providing an insight into the error associated with this independent variable. 

The study of BRET reporters here is also particularly useful for our future work. Historically, we 

have relied on Firefly and Nano Luciferases, but neither are ideal for in vivo work as they are not very bright 

or emit light that is too blue-shifted to penetrate tissue, respectively. Enabled by the very recent commercial 

availability of novel substrates for recently reported luciferases, we showed that LumiScarlet is a good 

reporter system for the study of hypoxia in vivo—the fluorophore oxidizes rapidly and is bright, cells show 

little autofluorescence in this channel allowing excellent discrimination by flow cytometry, the bright light 

allows for detection of as few as twenty cells on the IVIS Spectrum, and the red-shifted light emitted by the 

system penetrates through multiple layers of biologic tissue and can enable in vivo evaluation. As 

LumiScarlet replaces NanoLuc, we hope that AkaLuc will replace Firefly Luciferase. Future work will need 

to be done to develop a protocol to enable sequential readout of these in vivo. Key items to study include 

the administration route of the substrate, the distribution and washout time of the substrate, and the in vivo 

kinetics of the reaction.  

Though several methods for conferring exogenous IL-2 independence in the NK-92 line have been 

reported, this is the first study to compare them. We found that the strategies other than the membrane-

tethering of IL-2 resulted in secretion of these cytokines, which could potentially cause toxicities if used as 

a therapeutic. Further, we discovered that the membrane-tethered IL-2 construct can be used as a 

selectable marker, by culturing the cells in the absence of IL-2. This allows us to avoid using antibiotic 

resistance markers or fluorescent proteins to select for transduced cells, leaving these proteins available 

for selecting cells transduced with other viral constructs in the future. We employed this principle to generate 

The most exciting finding from this work, however, is that NK-92 cells can be engineered to detect 

hypoxia and, in response, produce a gene of interest. Though in this work, we only evaluated this gene 

being a reporter gene, this will ultimately be a therapeutic cytokine, as we are currently evaluating. There 

was no guarantee that these biosensors would work in this cell line. In fact, some of the trends are 

surprising. First, the YB_TATA minimal promoter generally confers the lowest background of all of the 

minimal promoter options, but this low background comes with the trade-off that it will also have the lowest 
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inducible signal. The background from all of the minimal promoters was comparable, but the YB_TATA led 

to higher hypoxia-induced gene expression than did the CMV_min and original SV40_min promoters, which 

have been shown to produce high levels of gene expression than this promoter in other cell types (Chapter 

4). The second surprising finding is evident in the results from the studies in which we sorted these lines 

based on a constitutively expressed fluorescent protein that was delivered on the same lentiviral vector as 

the hypoxia biosensor. For the YB_TATA based HBS line, sorting led to proportionately higher background 

and hypoxia induced signaling for each increasing octile of constitutively expressed fluorescent protein. 

However, for the other two lines, this trend did not hold, and these states fluctuated as the octile of the 

constitutively expressed fluorescent protein increased. Despite this, for all investigated lines, we determined 

that sorting for the top octile of fluorescent cells leads to an increased hypoxia induced signal and a more 

homogenous population. This strategy will be useful in preparing lines, so that all cells show a similar 

behavior and are brighter, making their detection in vivo more likely. 
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As an MD/PhD student, my clinical and research interests lie in the development of new therapeutic 

strategies for diseases for which there is no treatment or for which the treatment is highly toxic. This latter 

point becomes particularly salient when combined with my interests in pediatrics: though many children 

with cancer are ultimately cured, the therapeutics do so at the cost of significant, long-term damage to the 

developing body and development of life-altering and life-threatening diseases during young adulthood. 

Targeted, cell-based therapies hold great promise for decreasing these serious side effects. Though several 

have been approved for clinical use, their reach is limited by many factors, including the availability of 

fundamental technologies that enable these therapies to target a broad range of diseases. My thesis 

addresses this problem and is best divided into two overarching efforts: developing fundamental 

technologies for cell-based biosensors and therapeutics (Chapters 2-5) and translating these cell-based 

devices for clinical applications (Chapter 6). Though time and the COVID-19 pandemic constrained me 

from fully translating every fundamental technology I developed, many ongoing efforts in the lab aim to 

harness, refine, and translate these technologies to develop novel therapeutics.  

 

6.1 Project impact and future directions 

COMET: a toolkit for controlling mammalian gene expression 

In this study, we designed and characterized a toolkit for controlling gene expression in mammalian 

cells1. COMET comprises activating and inhibitory transcription factors that act on a large library of 

engineered promoter, including those capable of integrating signals with Boolean logic. Our deep 

understanding of each design choice, its impacts on gene expression, and how these choices influence 

each other led to the development of a mathematical model, which we can use to describe these designs 

and guide future designs.  

When we developed COMET, we planned to first employ it to transduce outputs from synthetic 

biosensors. Indeed, our models showed that many custom signal transduction pathways substantially 

enhanced the performance of such sensors and potentially the cell therapies that they compose. Joe 

Muldoon has led this project; together, he and I sketched out initial designs and experiments for testing 

these circuits and co-mentored IBIS rotation students (Jon Boucher and Tae-Eun Kim) through pilot 
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projects. Joe has since successfully employed these COMET-based circuits to implement various forms of 

signal transduction from biosensors, integrated the signals from multiple sensors into a single, logical 

output, and demonstrated predictive genetic circuit design in mammalian cells, a milestone achievement262. 

Excitingly, the integration of COMET with existing MESA and other biosensors was seamless and generally 

resulted in very high functional performance.  

Remote control of cellular transcription, by small-molecule chemical ligands, is a feature of COMET 

initially prototyped by a rapamycin inducible transcription factor1. However, the availability of multiple 

chemically inducible transcription factors would greatly enhance the sophistication of genetic circuits that 

can be constructed with COMET and expand the applications of this technology. The first parts of this work 

are briefly mentioned in Chapter 2, in which we developed five new chemically inducible COMET 

transcription factors. These will ultimately be published along with a mathematical model, developed by 

Kate Dray and describing how these regulate transcription in response to the ligand, and a demonstration 

of their utility, in which we implement precise spatiotemporal control of gene expression with chemical 

ligands. 

COMET has greatly enhanced our ability to engineer mammalian cells for many applications, 

including therapeutic ones. It has enabled many projects within our lab, has enhanced some of our 

biosensing technology, and has been applied to translational applications. We anticipate that it will be as 

useful to many other labs conducting mammalian synthetic and fundamental biology research. We are 

depositing approximately 250 plasmids containing COMET parts on Addgene, along with a toolkit of 

plasmids that enables easy adoption of this technology in other laboratories. Already, several labs have 

reached out to obtain these parts, and we expect that the full kit of components will be broadly distributed 

and widely adopted. 

More broadly, we expect that components of the COMET toolkit will be useful in fundamental 

biology research and therapeutic technologies. tTA and Gal4 are broadly used but could easily be replaced 

with COMET TFs for many applications. The benefits to doing so include that COMET allows multiple 

synthetic pathways within any given cell, COMET parts are at baseline more potent than these workhorse 

TFs, and they are additionally readily tunable to customize programs for many applications. While many 
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COMET parts already exist, each with known parameters for how they modulate transcription, if an 

application called for a COMET part with a specific set of parameters and this part didn’t already exist, it is 

likely that an existing part could be engineered to confer these parameters upon it. We have demonstrated 

that COMET integrates signals from multiplexed biosensors much better than tTA and Gal4 do, and we 

expect this finding to be translatable to the processing of signals from other sensors and native cellular 

pathways. When combining multiple inputs to increase the specificity of a cell-based biosensor for a 

pathologic environment, COMET will have enormous utility and could be easily plugged into many of the 

sensor systems listed in Chapter 1. Therefore, COMET will find widespread use across many laboratories 

and cell-based therapies. 

 

Elucidation and refinement of synthetic receptor mechanisms 

In this study, we investigated previously understudied components of MESA, a synthetic receptor 

system, conducting hypothesis driven research to elucidate which of these components were targets for 

enhancing receptor performance199. Though tuning MESA protease kinetics and rendering the system less 

susceptible to intracellular proteolytic degradation did not markedly improve function, our investigation of 

the TMD was more impactful. Using different TMDs led to improved receptor performance and we probed 

into the mechanisms underlying these benefits. With this knowledge, we were able to build several new 

MESA systems against new ligands, with substantially less effort than had been required to build new 

MESA in the past (months versus years).  

We also specifically identified an obstacle to building MESA against large ligands—large 

extracellular binding domains place the chains too far apart for them to signal. The solutions to this are 

readily envisioned (smaller binding domains) and implementing this strategy is currently an active area of 

research being carried out by Will Corcoran in our lab in collaboration with Gabe Rocklin (NU). We hope 

that these new binding domains will realize the full potential of MESA’s modularity. Another interesting 

insight form this study is that while the lab’s first-generation MESA required precise expression regimes for 

ligand-inducible signaling to occur, the data generated in this study suggest that the choices of TMD and 

intracellular signaling mechanism confer robustness to expression level. We are therefore investigating how 



199 
 

this property enables use of the more translationally relevant genomic expression of these biosensors.  

Many other projects involving the translation of MESA towards clinical contexts are ongoing, led by 

younger graduate students. For instance, MESA-based cell therapies that sense and control inflammation 

in arthritis (Hailey Edelstein) and that recognize and treat various tumors (Will Corcoran, Simrita Deol) are 

actively being developed. Though I am not directly involved in these projects, I provide advice and 

mentorship on them, and my work, as well as the work of many others, with MESA over the past several 

years has enabled these translational advances. 

More broadly, we envision MESA being used by other labs, as well, to detect antigens, both for 

cell-based therapies and as a tool in fundamental biology to probe changes in expression level of 

extracellular proteins over time. The plasmids from our first MESA study are highly requested from 

Addgene; submission of the plasmids from this study is ongoing and we expect that these will be in demand 

as well. As the only synthetic, orthogonal receptor system for studying soluble, extracellular ligands, MESA 

will play a role in the sensing of the various features of the TME described in Chapter 1, as well as markers 

of other pathologies we target cell-based therapies against. 

 

Developing robust cell-based biosensors for hypoxia  

In this work, we studied the properties of an HBS in the genome of HEK293FT landing pad cell. 

We synthesized findings from several prior works to enhance the performance of the biosensor through 

promoter engineering. We also discovered that, at least in HEK293FT cells, HIF1α is a limiting reagent for 

the biosensor. However, when we implemented a positive feedback motif with HIFs in the B16F10 cells, 

this motif did not lead to improved performance. This finding emphasizes a theme from Chapter 1—the 

reliance of sensors on endogenous components can create issues with robust performance, especially 

when porting technologies between different cell or application contexts, as discussed further below. To 

address this, we are currently employing COMET to induce amplification and/or positive feedback on the 

signal from the HBS. This demonstration of the COMET technology, while intrinsically useful to our goals, 

will likely elucidate several strategies for processing the signal from synthetic biosensors and guidelines for 

doing so that will be useful to others in the field. Further, we have developed oxygen sensitive COMET TFs 
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to mitigate concerns about amplification of the background signal. This new set of oxygen sensitive TFs 

may have additional benefits, including design of hypoxia biosensors that do not rely on HIFs for sensing, 

as these are dysregulated in many cancer types.  

Evidence from the studies presented in this thesis suggests that genetic circuits built with COMET 

could effectively modulate the response from the HBS to enhance performance. In order to study this, we 

have constructed approximately 40 such circuits and are integrating them into the B16F10-LP line. This 

project will be carried on by Kate Chambers and Jon Boucher after my return to medical school. In parallel, 

Katie Dreyer is building a computational model in order to understand how the HBS activates transcription, 

based on a model of the cell’s response to hypoxia. Data from the experiments in this thesis, from our 

experiments with COMET, and from the testing the proposed HBS-modulating COMET circuits will be used 

to train this model and integrate it with the COMET model. From this, we will be able to describe the behavior 

of the HBS genetic circuits with COMET components, perform a sensitivity analysis to glean which 

parameters are most critical for biosensor performance, design a second round of genetic circuits, and 

predict how these circuits will modulate the signal from the HBS. The second round of circuits will be 

designed with the goal of conferring robustness to the choice of cell type, and we will test these predictions 

by evaluating biosensors predicted to be robust and to be not robust across a range of cancer cell types. 

Ultimately, these efforts will produce high-performing hypoxia biosensors that can be used across a range 

of cell types, both in a therapeutic context and to conduct fundamental research. We intend to demonstrate 

the application for fundamental research in cancer biology by investigating how hypoxia develops over time 

in a B16F10 model of melanoma in vivo, using one of the computationally designed robust circuits. The 

reporter proteins in this study were designed to be analyzed by flow cytometry and the IVIS in vivo imager, 

allowing for ready porting of this work to an in vivo system after in vitro analyses. 

As exemplified with MINK in Chapter 6, we believe that the enhancements we have made to the 

HBS, and can make by processing the signal with COMET, will improve the specificity and safety profiles 

of cell therapies. Hypoxia is an important pathological marker not only in cancer, but also in stroke, 

myocardial infarction, and diabetic ulcers, and it is possible that cells could use this biosensor to sense 

hypoxic conditions and deliver therapeutics to provide vascular support, stimulate cardiomyocyte regrowth, 
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and improve blood flow to the wounds. 

During these studies, we also learned much about working with cells with landing pads, including 

improved methodologies for recovering the rare clonal integration events that occur with some cell lines. 

We also validated several techniques for working with cells in hypoxia. For instance, we are now able to 

make educated choices about fluorophores, so that these reporters have high signal to noise ratios and 

oxidize rapidly and nearly-completely. We generated a B16F10-LP line that we will first use to study hypoxia 

in murine tumors, but could also be used to prototype, study, and optimize other biosensors. One advantage 

to prototyping biosensors in a cancer line is that it decouples the performance of the biosensor from the 

trafficking of the therapeutic cells. Though this may speed up the development of biosensing technologies, 

it is also important to consider that sensors may perform differently in different cell type contexts and this 

methodology does not study the specificity of the marker the biosensor recognizes for the TME. 

 

Tumor microenvironment induced natural killer (MINK) cells for cancer immunotherapy  

In this work we reduced to practice the fundamental concept underlying the MINK technology—NK 

cells can be engineered to recognized hallmarks of the TME and respond by activating targeted expression 

of a gene. We demonstrated that the HBS enables the NK-92 cells to report on hypoxia and that, 

surprisingly, some of the design rules do not translate from our studies in Chapter 4 and from other 

previously published works. We anticipate that MINK will find a role in the treatment of a broad range of 

cancers, as the underlying technology relies on sensing hallmarks of cancer that are intrinsic to many 

tumors. In this initial demonstration, MINK sensed hypoxia through an HBS, but also could be VEGF as 

sensed by a MESA, or any of the other cues elaborated upon in Chapter 1 with other sensors mentioned 

therein, in this work, or that haven’t yet been developed. While MINK may very well prove to be a useful 

standalone therapeutic, with the cytokines it secretes stimulating MINK cells and those from the hosts 

immune system, the cytokines or other produced molecules could be chosen as to support and synergize 

with other therapeutics, including CAR T-Cells, CAR macrophages, and immune checkpoint blockades.  

A major part of this work was establishing the methods needed to engineer these cells and conduct 

in vivo evaluations, which are mostly new to our lab. Having validated a BRET system and an orthogonal, 
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far-red luciferase system will allow us to image MINK and other cell therapies that are currently in 

development in our lab in vivo with high sensitivity. In fact, the new standards I developed while conducting 

the studies in Chapters 4-5 allow multimodal (microscopy, histology, flow cytometry, plate reader, and IVIS 

in vitro/in vivo imaging) analysis and will be useful for many lab members going forward. We look forward 

to publishing and sharing the protocols and reagents for these methods with the broader community. 

Future work on this project includes studying the distribution of the hypoxia-responsive NK-92s in 

vivo and examination of where they are reporting on the hypoxia, using the BRET reporter. This will be 

carried out by Simrita Deol, in collaboration with members of the Bin Zhang lab (NU). The YB_TATA-based 

HBS line, sorted for the brightest miFRP720 cells, is the most appropriate line for this study, as it has a high 

fold induction and very bright reporter signal. However, this line expresses a Firefly Luciferase, and in vivo 

cell detection would be better if it were additionally transduced with the AkaLuc gene. Whether or not 

AkaLuc will be necessary to detect the cells in vivo remains to be seen, as the engineered NK-92s also 

express an miRFP720 gene that may allow for in vivo tracking. In the future, in order to better time resolve 

the sensing of hypoxia by MINK cells, we could use a LumiScarlet variant with a shortened half-life; 

alternatively, one could engineer the LumiScarlet to be unstable in the presence of oxygen, similar to the 

COMET TFs in Chapter 4. Additionally, it will be important to perform a thorough investigation of the effects 

of hypoxia induced cytokines produced by MINK in vitro, prior to a pre-clinical study, to ensure that they are 

secreted and bioactive, allowing them to act in trans on other cell types, particularly those of the hosts 

immune system. After this work has been completed, preclinical studies will examine the in vivo effects of 

these therapeutic cytokines as produced by MINK on tumor growth and immune composition. It may also 

be interesting to see whether MINK can be engineered to be synergistic with existing immunotherapies, 

such as CAR T cells or checkpoint inhibitors. 

The MINK concept holds promise for the treatment of solid tumors with immunotherapy. Though 

the first prototype senses hypoxia, future MINK may be able to sense other markers of the TME, as outline 

in Chapter 1. COMET could be used to integrate the signal from multiple biosensors to increase the 

specificity of MINK for solid tumors. Further if on-target, off-tissue side effects are seen with MINK, one 

could use MESA to program MINK to recognize this organ and respond by shutting down the effector 
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functions, perhaps mediated through an inhibitory COMET TF. Remote control of the MINK therapeutic 

could also be possible with the various CID systems, leading to enhance safety through several 

mechanisms. These ligands could be used to enable to MINK to function, perhaps by inducing expression 

of a biosensor or a requisite component of the signaling pathway, or to block to the function of MINK, 

perhaps by inducing the expression of an inhibitory COMET TF or a protein that promotes apoptosis.  

With MINK as an established technology, the door to many future investigations of non-T cell 

immunotherapies opens further. For instances, the same technologies used by MINK to sense the TME 

may be used in other cell types to confer specificity for the TME. This is possible because MINK do not rely 

on an effector function specific to NK cells—the secretion of cytokines could be done by many cell types, 

and then this choice can be guided by information about the cellular composition of tumors in various types 

of cancers rather than restricted by the need for the engineered cell to be capable of cytotoxic effector 

functions. As an example, macrophages could be engineered to sense hypoxia and respond by producing 

therapeutic cytokines. This may have benefits in tumors that show heavy recruitment of macrophages and 

monocytes. In conclusion, MINK is an example of the power of synthetic biology for cell-based therapies—

by decreasing our reliance on endogenous proteins and functions, we increase the freedom in design 

choices and effector functions, so that these can be more readily selected for a broad range of diseases. 

 

6.2 Recent progress and challenges in mammalian synthetic biology 

Achievements and obstacles to mammalian cell engineering 

We have achieved important milestones related to mammalian cell engineering, developing a toolkit 

for composing genetic programs (Chapter 2)1, predictive design of genetic programs in mammalian cells262, 

developing sensors against extracellular antigens (Chapter 3)199 and environmental signals (Chapter 4), 

and applying these to engineer a novel NK cell-based therapy (Chapter 6), the field. These technologies 

join the ranks of other technologies for engineering mammalian cells, notably CARs and SynNotch, which 

have enabled many cell-based therapies currently in clinical and pre-clinical trials.  

However, engineering mammalian cells is a time-consuming process. Outside of the fact that 

mammalian cells have doubling times that are substantially slower than bacteria and yeast, making this 



204 
 

type of work intrinsically slow, two major issues that slow progress currently stand out. The context in which 

any given technology is tested is crucial to its function – context here encompasses both cell type and DNA 

delivery method – and it is not always clear which options for these two choices are the best to study a new 

technology in. 

 

Lack of robustness to cell type context 

Cell type choices always present trade-offs. We often initially use chassis cell lines, such as 

HEK293FT, CHO, or HeLa, rather than more application-specific lines, as they grow rapidly and have tried 

and true methods for culture, DNA delivery, and analysis. However, principles elucidated and systems 

optimized in this cell type context may not map to other cell type contexts. One strategy to avoid this is to 

develop systems that are intrinsically robust to the things that vary between cell types, such as minimizing 

reliance on endogenously expressed components, such as certain receptors or transcription factors. 

Additionally, one could study this robustness computationally, by building thorough models that include 

parameters that would vary between cells, such as cell growth rate or concentrations of endogenous factors 

upon which the sensor relies, and examining system performance over the physiologic range of these 

parameters. One would then only move forward with designs that are robust to variations in these 

parameters, and principles could be gleaned from these efforts that would apply to the future design of 

robust systems. Other solutions include developing better methods for a broader range of cell lines, which 

is actively being explored by many groups and research supply companies. 

Moving towards translationally relevant strategies, another is choice is whether to use cells that are 

immortalized or primary. Though immortalized cells are cheaper, easier to work with, and may speed up 

the initial development phase of the research, it is again unclear how work done in these cells, that may or 

may not be physiologically representative of their primary counterparts, would map to primary cells, if those 

were ultimately to be used in a therapeutic. The solutions here are numerous: develop strategies for using 

immortalized cells in patients, develop strategies for faster, more high-throughput use of primary cells in 

laboratory research, develop immortalized cell lines that more closely mimic their primary cell counterparts, 

develop methods for translating work done in immortalized cells to the primary cell context, or develop 
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systems that are robust to the variations between these contexts. 

 

Lack of robustness to DNA delivery context 

The second important context is DNA delivery method. Frequently, transfection-based 

methodologies are employed for speed, practicality, and reliability. However, this methodology is often 

transient, not providing a therapeutically relevant strategy for most applications, the number of gene copies 

and thus the expression of each component is much higher than would be in a more relevant context, and 

there is no guarantee that the findings of studies of systems expressed from transiently transfected 

plasmids will map on to the behavior of these systems when they are expressed from a genomic locus. 

More therapeutically relevant alternatives to transfection include lentiviral integration, adenovirus or AAV 

transduction, HDR integration after Cas9 dsDNA breaks, or transposases. However, generating stable cell 

lines is a time-consuming process, and the heterogeneity arising from the random integration sites can be 

problematic. Solutions to this include developing systems that are robust to delivery methodology using the 

computational methods described above, elucidating rulesets by which behavior of transiently transfected 

components can be mapped into the genomic context, or developing methodologies for the more rapid 

generation of stable cell lines. Some of these efforts are well underway in our lab. For instance, elucidating 

the rules by which the quantitative framework in which COMET induces gene expression, as discovered by 

transient transfection, map to a framework in the genome is an active area of investigation. 

 

Silencing of gene expression 

Further complicating cell engineering is the fact that genomically integrated parts are prone to 

epigenetic silencing. This phenomena and strategies for mitigating it are active areas of research, as this 

is a pressing issue affecting not just system development but these systems when they are deployed as 

therapeutics. Solutions may include the use of parts (such as chromatin insulators) that mitigate the spread 

of these epigenetic marks, the use of chromatin-altering transcription factors to force the DNA to remain 

open, and others targeted at the root causes as indicated by the ongoing studies. While landing pads are 

a step in the right direction for this field and address many of the issues, they still are time consuming to 
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generate, require immortalized cell lines, and are not intrinsically immune to silencing. One finding from this 

work is that sorting for the top 10% of constitutive protein expressing cells, when the constructs are 

integrated into an LP, confers resistance to genetic silencing. As this phenomenon is heritable and stable, 

it is possible that there is some sort of mark made on the integration locus, which is the same locus for all 

cells in a population, at the time of integration that destines some cells for silencing and others for long-

term stable expression. Cells with the hypothesized mark can therefore be isolated with FACS and cultured 

to promote long-term, stable expression and activity of integrated biosensors. 

 

6.3 Next generation therapeutics for diseases beyond cancer 

While my thesis work focuses on cancer, cell-based therapies are an exciting new class of drugs 

with applications that span many diseases, as the paradigm I lay out in the Chapter 1 (sense, process, 

effect). Various pathologic states are marked by characteristic patterns of abnormal inflammation (i.e., 

sarcoidosis, atherosclerosis, psoriasis), abnormal local accumulation of metabolites (i.e., the crystalline 

arthropathies) or proteins (i.e., Alzheimers, Lewy Body dementia, and amyloidosis) or cells (i.e., 

Langerhans cell histiocytosis and cardiac fibrosis), abnormal levels of hormones or metabolites systemically 

(i.e., diseases of the hypothalamic pituitary axis, thyroid and parathyroid glands, and endocrine diseases 

of other organs), or other abnormal states that represent a departure from the tightly controlled homeostasis 

of the human body. Custom effector programs can be designed that counteract the abnormal inflammation, 

metabolize small molecule depositions, endocytose and degrade excess protein, kill infiltrative, pathologic 

cells, and supplement or counteract the dysregulation of the endocrine system. The technologies developed 

in Chapters 2-4 will, in combination with other cell engineering and biosensing technologies, serve as the 

building blocks for many of these novel therapeutics, as exemplified by MINK in Chapter 5.  
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A list of plasmids generated during this thesis work (approximately 1,400) will be deposited in our 

Leonard Lab Inventory electronic archive. Published plasmids have descriptions and maps published with 

the respective work and will be made available on Addgene. All published and otherwise useful plasmids 

will also be banked in DNA and bacterial stocks in the Leonard Lab Inventory.  

A list of mammalian cell lines generated during this thesis work (approximately 300) will be 

deposited in our Leonard Lab Inventory electronic archive. All published and otherwise useful mammalian 

cell lines will also be banked in duplicate in the Leonard Lab Inventory.   
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Appendix 2. Supplementary information for Chapter 2 

 

A version of this appendix was previously published as supplemental information for: 

Donahue, P.S., Draut, J.W., Muldoon, J.J., Edelstein, H.I., Bagheri, N., Leonard, J.N.. The COMET 

toolkit for composing customizable genetic programs in mammalian cells. Nat Commun 11, 779 

(2020). https://doi.org/10.1038/s41467-019-14147-5 

 

It has been reproduced here for completeness. 

The work in Supplementary Figures A2.3 and A2.8 was done by Joseph Muldoon. 

The work in Supplementary Figure A2.5 was done by Joseph Draut. 
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 Supplementary Fig. A2.1 Effects of the choice of ZF and the number and spacing of ZF binding 
sites. (a) Representative flow cytometry plots from Fig. 2.1b. The joint distribution shows that inducible 
EYFP expression is higher in more highly transfected cells (i.e., those with more EBFP2 expression). 
Constitutively expressed EBFP2 is the transfection control. (b) Representative flow cytometry plots from 
Fig. 2.1c. (c) Representative flow cytometry plots from Fig. 2.1e. Squelching is suggested in conditions 
with strong COMET promoters (i.e., higher EYFP expression), which exhibit lower EBPF2 fluorescence 
than do conditions with weaker COMET promoters. 
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Supplementary Fig. A2.2 Differences between spaced and compact promoters. (a) Fractional 
activation for dose response profiles in Fig. 2.2a. Fractional activation was determined by dividing each 
data point by the maximum reporter expression induced by the ZFa on a given reporter. In several 
conditions, notably ZF1x6-S, excess ZFa (above 50 ng plasmid) resulted in a decrease in reporter 
expression. In this case, we hypothesize that unbound ZFa competes with bound ZFa for endogenous 
cofactors required for transcription. (b) Representative flow cytometry histograms for experiments with 
spaced reporters in Fig. 2.2a. Data were gated on single, transfected cells (Supplementary Fig. A2.15). 
Reporter expression increases with ZFa dose and number of binding sites. (c) Representative flow 
cytometry histograms from experiments with compact reporters in Fig. 2.2a. Data were gated on single, 
transfected cells. Reporter expression increases with ZFa dose and number of binding sites. Compared to 
the case of spaced promoters (panel b), cases with compact promoters exhibit a greater fraction of cells 
that are distinguishably ON, i.e., expressing more EYFP than cells without ZFa. (d) Investigating different 
minimal promoters with COMET. ZF1a dose responses were conducted using ZF1x6-C promoters with 
either the YB_TATA, CMV, or SV40 minimal promoters. The SV40 minimal promoter produced low levels 
of gene expression, while the YB_TATA minimal promoter conferred a maximal gene expression level 
similar to that of the CMV minimal promoter. Although the CMV minimal promoter was more responsive at 
lower levels of ZFa expression, this promoter also had higher leaky gene expression (in the absence of 
ZFa) than did the YB_TATA minimal promoter (quantified in Supplementary Table A2.10 with fitted 
parameters). Thus, the YB_TATA minimal promoter resulted in higher fold inductions than did the CMV 
minimal promoter (approximately 220-fold for YB_TATA, as compared to 60-fold for CMV_min) without 
sacrificing maximal gene expression. (e) Investigating maximal inducible EYFP expression. Cells were 
transfected with ZF1a plasmid and with reporter plasmid containing a ZF1x6-S (left) or ZF1x6-C (right) 
promoter. The ZFa plasmid and reporter plasmid were maintained at a ratio of 1:2 (ZFa:reporter) as the 
doses were scaled. On the x-axis, a value of 1 denotes a condition with 100 ng of ZF1a plasmid and 200 
ng of reporter plasmid. In previous experiments, reporter expression typically plateaued at the level 
indicated by plasmid doses corresponding to 1 on the x-axis and could not be increased by the addition of 
more ZFa plasmid (Supplementary Fig. A2.2a). However, doubling the amount of both ZFa plasmid and 
reporter plasmid led to twice the reporter expression, which indicates the amount of plasmid was the limiting 
factor in gene expression as opposed to a downstream step such as translation. For the compact promoter, 
reporter expression scaled linearly with dose of these components (at a fixed ratio) (one-tailed permutation 
test p = 0.001), but no strong linear correlation was observed for the spaced promoter (p = 0.10). Error bars 
depict S.E.M. Source data are provided as a Source Data file. 
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Supplementary Fig. A2.3 A model for ZFa-regulated gene expression. (a) A statistical model for cell 
heterogeneity is presented. Accounting for variation in gene expression enables more accurate 
explanations and predictions for genetic programs. An in silico population was generated for 200 cells and 
multiple plasmids using a previously described method117. Properties of simulated cell populations are 
summarized here. Left: marginal distributions from the model show intercellular variation in the relative 
expression of a constitutive gene matching expected distributions for single, transfected cells. Each 
distribution is normalized to a mean value of 1 arbitrary unit (a.u.) at the vertical line. Right: pairwise 
correlations capture intracellular variation, shown for the relative expression of six constitutively expressed 
genes on separate plasmids. (b) Advantages of using a population model. Simulated dose responses are 
shown for hypothetical ZFa with varying m or w parameters (rows). Outcomes are shown for a single cell 
and for the mean of a heterogenous population (columns), where a single cell refers to a cell expressing 
the mean amount of each component. The comparison shows how, for the same model parameter values, 
the presence of population-level heterogeneity can lead to greater observed reporter expression. As a 
result, fitting models to experimental data (which include population-level heterogeneity) using a standard 
homogeneous approach (which corresponds to the single cell case) can lead to poor estimates of model 
parameters. Approaches that account for cell heterogeneity mitigate this problem. Y-axes are linearly 
scaled. (c) Experimental (flow cytometry) and simulated distributions of reporter expression for different 
ZF1a doses and numbers of binding sites. The model captures the observed bimodal log-Gaussian 
distributions, and the fact that at increasing ZFa doses, the probability density shifts from the lower mode 
to the upper mode. Simulated reporter expression is presented in internally consistent model-a.u. which 
are linearly scaled to align with experimental MEFLs. While MEFLs are absolute units, the magnitude of 
reporter induction varies between experiments, and this is why simulated distributions are scaled. (d) 
Effects of the number and spacing of binding sites and the ZFa dose. Cross-sections from experimental 
data (circles) and simulated landscapes in Fig. 2.2a were normalized to the maximum value within each 
cross-section. We observed that these normalized curves followed characteristic profiles. Lines show end-
point (long-time) mean reporter expression from dynamical population simulations. Upper: reporter 
expression varies sigmoidally with the number of binding sites (described in Methods). Spaced and 
compact promoters have distinct profiles. Middle: the scaled sigmoidal shape of the response to the number 
of binding sites holds across ZFa plasmid doses. Lower: the scaled concave shape of the response to ZFa 
dose holds across the number and spacing of binding sites. Error bars depict S.E.M. Source data are 
provided as a Source Data file. 
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Supplementary Fig. A2.4 Characterization of the panel of ZFa. (a) Representative flow cytometry plots 
for Fig. 2.3a. We note several observations. (1) ZFa-induced EFYP increases with the transfection control 
protein (EBFP2). (2) Reporter-ZFa pairs that induce similar gene expression in the presence of a ZFa can 
vary in ZFa-independent gene expression (e.g., ZF6a and ZF7a). Thus, a different b (background) term in 
the COMET model is used for each promoter. (3) For many conditions, some cells that would be considered 
“not transfected” based on EBFP2 expression do express EYFP (e.g., the ZF2a case), indicating that ZFa 
are potent even when cells receive low amounts of plasmid. (4) Squelching is suggested by the observed 
decrease in EBFP2 expression between the “reporter only” and “reporter + ZFa” conditions for ZFa that 
induce high reporter expression. 
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Supplementary Fig. A2.5 Characterization of the panel of ZFa. (a–c) Dose responses and model fits for 
the twelve strongest ZFa on x6-C promoters. Data are shown in MEFLs in (a) and normalized to the 
maximum of each reporter in (b). (c) Correlations in fitted parameters m and w for the twelve strongest ZFa 
on x6-C promoters. There is no significant correlation between m and w across the panel of ZFa (two-tailed 
permutation test p = 0.34). (d) ZFa induce transcription to varying extents depending on the flanking 
nucleotides. (Right) Comparison of compact promoters containing six binding sites with different 
nucleotides in the intervening base pairs between binding sites, including different flanking nucleotides. 
Blue denotes flanking nucleotides that were previously reported to confer strong ZF binding169. Green 
denotes flanking nucleotides with previously unreported effects. “BS” indicates the ZF binding site. (Left) 
For ZF2a and ZF3a, reporter expression varied with changes to spacer sequences. Reporter v1 constructs 
were not used elsewhere in this work, reporter v2 constructs were used in Fig. 2.3a and Fig. 2.3c, and 
reporter v3 constructs were used in Fig. 2.3b. Gene expression was significantly affected by the version of 
the ZF2 reporter used (ANOVA p < 0.001) and the version of the ZF3 reporter used (ANOVA p < 0.001). 
(E) Bar graph representation of the data in Fig. 2.3c; each series is plotted on the range from null reporter 
expression (0 MEFLs, horizonal line) to the value indicated. Error bars depict S.E.M. Source data are 
provided as a Source Data file.  
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Supplementary Fig. A2.6 Properties of ZFa with ZF mutants and AD variants. (a) Effect of DNA affinity 
mutations on ZFa-induced reporter expression, using 100 ng of ZFa plasmid. ZF mutations affected reporter 
expression (ANOVA p < 0.001). (b) Representative flow cytometry plots from (a); the “reporter only” sample 
is the same across panels. (c) Effects of ZF mutations on reporter expression using promoters with varying 
numbers of binding sites. The WT ZF1a and three mutant ZF1a variants were each transfected along with 
compact promoters containing different numbers of binding sites. (Left) Reporter expression is presented 
in absolute units. Each ZFa reaches essentially maximum reporter expression with promoters containing 
8–12 binding sites. Gene expression was affected by both the number of ZF binding sites (two-factor 
ANOVA p < 0.001) and the ZF mutations (p < 0.001). (Right) Reporter expression was normalized to the 
expression at each dose from the WT case. (d) VP16, VP64, and VPR activation domains (ADs) were fused 
to the panel of five ZF domains characterized in Fig. 2.1b and transfected into cells with a reporter plasmid 
containing a cognate x1 promoter driving an EYFP reporter. For each ZFa, VPR led to more reporter 
expression than VP16, and VP64 was similar to VP16. The ordering of reporter expression with VP16-ZF 
did not directly correspond to the ordering of reporter expression with VPR-ZF. Reporter expression was 
affected by both the choice of ZF (two-factor ANOVA p < 0.001) and the AD (p < 0.001), with an interaction 
between these two variables (p < 0.001). (e) Reporter expression data from Fig. 2.4f are shown with a 
linear x-axis, in absolute units (left) or normalized units (right). For each ZFa series, data were normalized 
to the maximum expression observed for the ZFa. The TFs vary in dose response profiles: WT ZF-VP16 
and mutant ZF-VPR both reached maximal reporter expression at relatively low doses, mutant ZF-VP64 
had a rare sigmoidal response, and mutant ZF-VP16 had a large linear range. The results show how the 
AD variant and ZF mutant can be chosen to customize response profiles. (f) Representative experimental 
datasets, corresponding to the summary schematic in Fig. 2.4g, were obtained from Figs. 2.2a, 2.3b, and 
2.4b. Error bars depict S.E.M. Source data are provided as a Source Data file. 
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Supplementary Fig. A2.7 Investigation of ZFi-mediated and ZFi-DsRed-mediated inhibition. (a) The 
cartoon depicts a hybrid promoter regulated by a ZFa and a ZFi. Shown are potential states that any one 
overlapping binding site could take. The promoters that were evaluated experimentally contain multiple 
hybrid binding sites. The last five nucleotides of the ZF1 binding site are the same as the first five of the 
ZF2 binding site, and this property was used to construct a hybrid reporter by arranging six sites for ZF1 
each separated by six base pairs, where the first four base pairs of this linker are the last four base pairs 
of the ZF2 site. (b) Representative flow cytometry plots from Fig. 2.5b.  
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Supplementary Fig. A2.8 Further investigation of ZFi-mediated and ZFi-DsRed-mediated inhibition 
and the COMET mechanism. (a, b) ZFi (a) and ZFi-DsRed (b) dose responses. In these experiments, the 
doses of ZFa plasmid and reporter plasmid were held constant while the dose of inhibitor plasmid was 
increased. Increasing the dose of ZFi led to decreased reporter expression (two-factor ANOVA p < 0.001), 
while the choice of ZF domain did not (p = 0.35). Increasing the dose of ZFi-DsRed also led to decreased 
reporter expression (two-factor ANOVA p < 0.001) and using the ZF2 domain resulted in more potent 
inhibition than using ZF3 (p < 0.001). (c) Dose responses of ZFi and ZFi-DsRed on the ZF1x6-C promoter 
with either the YB_TATA or CMV minimal promoters, as in (a) and (b). Both ZFi and ZFi-DsRed inhibited 
the YB_TATA and stronger CMV minimal promoters (two-factor ANOVAs p < 0.001). In both cases, the 
CMV minimal promoter was less inhibited than the YB_TATA promoter for a given dose of ZFi or ZFi-DsRed 
(p < 0.001), possibly due to the higher w value conferred on the ZFa response by the CMV minimal 
promoter. (d) A model for gene expression that uses more mechanistic detail than does the concise COMET 
model. The schematic on the left depicts reversible associations and dissociations (lines) between 
components (color-coded) as a network, and the corresponding biochemical reactions are listed on the 
right. The DNA variable represents a reporter gene with a promoter containing one binding site (x1). ZFi 
and free AD species can form non-productive complexes with DNA and RNAP, respectively. Here, the 
RNAP variable represents the ensemble of endogenous factors involved in transcription, and not 
specifically RNAPII (which does not directly physically interact with the AD). (e, f) Steady-state simulated 
values of DNA.TF.RNAP are a proxy for reporter expression here. Simulations were run for a single cell, 
i.e., homogeneously rather than for a heterogeneous population. (e) The abundance and properties of ZFa, 
ZFi, and free AD (not implemented experimentally) are expected to have the effects shown on reporter 
expression for a x1 promoter. The arrow in each panel indicates whether tuning affects the dose response 
trend vertically or diagonally. Although the simulated diagonal tuning of ZFa affinity agrees with experiments 
in Fig. 2.4, the effects of AD strength do not match those observed (denoted by an asterisk)—in that the 
x6-compact (multi-site) promoter experiments and associated transfer function model fits show diagonal 
tuning while the single-site promoter simulations show vertical tuning. This difference is consistent with the 
phenomenon of cooperativity through TF-mediated RNAPII recruitment at multi-site promoters (Fig. 2.2, 
Methods). That is, for a cooperative (multi-site) promoter, when a weak activator is present at a sufficiently 
high dose, it can disrupt the dual mechanism by which the inhibitor operates, thereby greatly increasing 
transcription. Conversely, when a weak inhibitor is present at such a promoter at a sufficiently high dose, 
the inhibitor can disrupt activator binding via the dual mechanism, thereby greatly decreasing transcription. 
In both cases, the TF plasmid doses over which these transitions occur differ based upon TF strength, and 
therefore TF plasmid dose responses at cooperative promoters are described by diagonal tuning rather 
than vertical tuning. We note that additionally, at a very high dose or affinity of ZFa, the mechanistic 
interaction model used here shows a non-monotonic dose response due to the formation of TF.RNAP and 
DNA.TF at the expense of DNA.TF.RNAP. Non-monotonicity is considered a non-ideal behavior (observed 
in a subset of ZFa plasmid dose response experiments in Supplementary Fig. A2.5a,b); this is not 
represented in the concise COMET model but can be captured in the mechanistic interaction model used 
here. The lower two rows show the simulated effects as DNA and RNAP are sequestered into non-
productive complexes. (f) Simulated effects of competition between an activator and inhibitor. With a x1 
promoter, the inhibitor mechanism is competitive without loss of cooperativity. Rows show simulated dose 
responses with respect to one TF (ZFa or ZFi) while the other TF is held constant. The arrow in each row 
indicates the diagonal tuning that results from altering both the ZFa and ZFi affinity for DNA. Error bars 
depict S.E.M. Source data are provided as a Source Data file. 
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Supplementary Fig. A2.9 Workflow for landing pad (LP) integration and stable cell line generation. 
(a) The pcDNA-based transcription unit positioning vector (TUPV) permits transfer of COMET 
components into the mMoClo system173 through restriction enzyme (RE) cloning. Notable features include 
the pcDNA multiple cloning site (MCS) for coding sequences and convenient RE sites placed at the 5’ 
side of the promoter. Barcodes unique to each TUPV, found 5’ of the promoter and 3’ of the terminator, 
enable sequencing of the TUPV contents after TUPVs are combined into an integration vector176. Two 
repeats of the CHS4 insulator were included to mitigate transcriptional readthrough174. Details of these 
TUPVs and their features are in Methods and Supplementary Tables A2.5, A2.6. (b) After COMET and 
other components are transferred into TUPVs by RE cloning, they can be combined into a single plasmid 
with one to nine transcription units through a BpiI-mediated golden gate reaction. The integration vector 
serves as the backbone for the reaction and contains an attB site (for downstream integration into the LP) 
5’ of a promoter-less puromycin resistance gene, dual CHS4 insulators, a crtRed operon for Red-White 
colony screening that is replaced by the inserts from the TUPVs and Linker Vector, and dual CHS4 
insulators to protect the 3’ end of the LP locus after integration. The end result is the integration vector 
with cargo comprising multiple transcription units. (c) Integration of the LP cargo into the LP by BxB1-
mediated recombination of the attB site on the IV and the genomic attP site integrates cargo into the 
AAVS1 safe harbor locus in the HEK293FT-LP cell line. Cells with successful integrations are no longer 
yellow (EYFP+) or hygromycin resistant; instead, they are blue (EBFP+) and resistant to puromycin and 
blasticidin. (d) After IV delivery by transient transfection and integration via BxB1, cells are expanded, 
selected with puromycin and blasticidin, and then sorted via FACS based upon EBFP2 expression (a 
typical gate used for this step is illustrated on the histogram). Additional details of this methodology and 
rationale are in Methods. 
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Supplementary Fig. A2.10 Characterization of genomically integrated COMET TFs. Representative 
histograms of reporter expression shown in Fig. 2.6 are presented here with truncation of the y-axis 
(frequency) to better visualize differences between populations in each expression context: (a) multiple 
plasmid transfection, (b) single plasmid transfection, and (c) stable integration. Most trends observed in the 
stable genomic integration context appear to follow the trends observed in the context of transient 
transfection; these trends include an increase in reporter expression with addition of binding sites, and an 
increase in reporter expression for compact versus spaced promoter architectures. (d) A genomically-
integrated promoter containing a single integrated ZF1 binding site induces low but significant reporter 
expression compared to background (one-tailed Welch’s t-test ****p < 0.0001). All cell lines except for the 
ZF1x0 +ZFa line were sorted by FACS (outlined in Methods) before expansion and assaying. Data in all 
panels reflect reporter expression for cells that express EBFP2—a constitutive fluorescent marker driven 
from a gene that is genomically integrated with the cargo. Error bars depict S.E.M. Source data are provided 
as a Source Data file. 
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Supplementary Fig. A2.11 Characterization and tuning of RaZFa activity. (a) Representative flow 
cytometry plots from Fig. 2.7b. Rapamycin induces gene expression via RaZFa from COMET promoters 
similar to how a ZFa induces gene expression from these promoters. The effects of AD strength, as first 
seen in Fig. 2.4, apply similarly to RaZFa. 
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Supplementary Fig. A2.12 Characterization and tuning of RaZFa activity. (a) Data from Fig. 2.7c are 
shown as a bar graph. (b–c) Effect of component doses on the performance of (b) VP64-based RaZFa and 
(c) VPR-based RaZFa. Unlike the case of VP16-based RaZFa (Fig. 7c), decreasing the FKBP-ZF dose 
and increasing the AD-FRB dose did not lead to an increase in fold induction for VPR-based RaZFa. For 
all RaZFa, reporter expression was significantly higher with rapamycin than with the DMSO vehicle (one-
tailed Welch’s t-test, all p < 0.01). (d) Investigation of rapamycin-independent RaZFa activity. With a ZF1x6-
C promoter, VPR-FRB was transfected alone or with FKBP-ZF, ZFi, or ZFi-DsRed, and cells were treated 
with rapamycin or DMSO vehicle. (e) Data from Fig. 7d are shown as a bar graph. (f) Western blot of RaZFa 
components with tags for subcellular localization (N: nuclear, NLS; C: cytoplasmic, NES). All components 
(upper bands) contain an N-terminal 3x-FLAG tag. Cells were co-transfected with a 3x-FLAG-tagged 
NanoLuciferase (lower band) as a loading and transfection control. VP64-FRB is expressed less than the 
other AD-FRB fusions, and VPR-FRB is expressed more. The NES tag increases protein expression level. 
(g) Increasing the dose of VP64-FRB above the doses tested in (b). To investigate whether the low 
expression of VP64-FRB limited the rapamycin-induced activation of reporter expression, VP64-FRB with 
a NES or NLS was transfected at increasing doses with FKBP-ZF (20 ng of FKBP-ZF; 100, 200, 400, 600, 
or 800 ng of VP64-FRB). While rapamycin-inducible reporter expression increased with VP64-FRB dose, 
so did rapamycin-independent reporter expression, resulting in lower fold induction at high VP64-FRB 
doses. At high doses, squelching (as evidenced by decreased rapamycin-inducible reporter expression) 
was also evident and was more pronounced for the NLS-tagged than the NES-tagged VP64-FRB. For all 
RaZFa, reporter expression was significantly higher in the presence of rapamycin compared to the DMSO 
vehicle cases (one-tailed Welch’s t-test, all p < 0.01). Error bars depict S.E.M. Source data are provided as 
a Source Data file. 
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Supplementary Fig. A2.13 Results of RaZFa tuning. (a) Comparison of initial RaZFa performance with 
performance after optimization. Cells were transfected with various doses of RaZFa components, with 
various subcellular localization tags. For VP16-based RaZFa, increasing the dose of the VP16-FRB 
component five-fold and removing the localization tag increased reporter fold induction from 11 to 38 
(~360% increase). For VP64-based RaZFa, localizing the VP64-FRB component to the cytoplasm rather 
than the nucleus increased fold induction from 25 to 40 (60% increase). For VPR-based RaZFa, localization 
of the VPR-FRB domain to the cytoplasm had a more modest effect on fold induction (17 to 20; 18% 
increase). Despite the substantial induced state, VPR-based RaZFa also exhibit high background. (b) 
Rapamycin dose response of VP64-based RaZFa. The range for inducibility spans approximately 1 nM to 
1 µM rapamycin. Error bars depict S.E.M. Source data are provided as a Source Data file. 
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Supplementary Fig. A2.14 Implementing Boolean logic with COMET. (a) Representative flow cytometry 
plots from Fig. 2.8b. The “reporter only” sample is the same across panels for a given promoter. (b) Data 
from Fig. 2.8c are presented as a bar graph and a heat map. (c) Model simulations corresponding to Fig. 
2.8d are displayed as heatmaps. These simulations depict different types of AND gates broadly (Methods) 
and are not parameterized to data. The hybrid model (i/ii) depicting a transition from x3-S along the 
perimeter to x6-C in the interior of the landscape captures COMET AND gate behavior better than standard 
non-hybrid models. As discussed in Supplementary Fig. A2.8, this compact model does not encompass 
mechanisms that could lead to squelching, which is why experimentally observed diminishment in reporter 
output at high ZFa doses is not captured. (d) Three-input promoter with one repeat of the three-site motif. 
Cells were transfected with the reporter (containing one site each for ZF1, ZF2, and ZF3) and combinations 
of the ZFa plasmids. The difference between any two ZFa and all three ZFa was modest; this promoter is 
not ideal for implementing Boolean logic, since the effective architecture switches only from x2-S or x2-C 
to x3-C (when both ZFa inputs are present, rather than one or the other). AND gate activation is considered 
statistically significant if reporter expression with all three ZFa present is greater than the sum of reporter 
expression with the three ZFa expressed individually, and greater than the sum of reporter expression with 
two ZFa co-expressed and the other expressed individually. This criterion was met for all conditions tested 
(one-tailed Welch’s t-test, p < 0.05) except for (ZF3a)+(ZF1a+ZF2a) vs. (ZF1a+ZF2a+ZF3a) (p = 0.17). (e, 
f) Inhibiting the three-repeat AND gate using ZFi-DsRed. The promoter has alternating sites for ZF2 and 
ZF3 and employs the strategy shown in Supplementary Fig. A2.7a, in which a ZF2 site overlaps with a 
ZF1 site. Plasmids for ZF2a, ZF3a, the reporter, and ZFi-DsRed (dose response) were transfected into 
cells. Although high doses of ZF1i-DsRed were necessary for inhibition, ZF2i-DsRed and ZF3i-DsRed had 
more potent effects, and ZF2i-DsRed and ZF3i-DsRed in combination conferred strong inhibition even at 
low plasmid doses. Results from this experiment informed the dose choices for the experiment in Fig. 2.8f, 
which uses 50 ng of each ZFa plasmid and 100 ng of each ZFi-DsRed plasmid. Error bars depict S.E.M. 
Source data are provided as a Source Data file. 
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Supplementary Fig. A2.15 Flow cytometry gating. The plots show a sample of cells transfected with the 
modified pcDNA vector used in this study without any coding sequence in the multiple cloning site. These 
cells were not transfected with an EBFP2 expression plasmid. In the gating procedure, HEK293FT cells 
were identified based on the FSC-A vs SSC-A profile. From this population, single cells were identified 
based on the FSC-A vs FSC-H profile. The transfected population was defined as all single cells with a 
greater EBFP2 signal than the sample of single cells that was transfected with vector-only DNA (EBFP2 
was used as a transfection control in this experiment and the vast majority of the experiments in this paper). 
This gate was drawn such that it did not encompass more than 1% of this non-fluorescent population of 
cells.  
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Supplementary Fig. A2.16 Profile of fluorescent calibration beads. Rainbow Calibration Particles 
(RCP; a, b) have six fluorescent bead populations, while UltraRainbow Calibration Particles (URCP; c, d) 
have nine fluorescent bead populations and are brighter than RCP. (a, c) Beads were identified based on 
the FSC-A vs. SSC-A profile. The beads are fluorescent in the majority of fluorescent channels on the flow 
cytometer. For each experiment, two channels were used to identify the bead populations. (b, d) The mean 
intensity of each population in the FITC (EYFP) channel in arbitrary units (FAU) was recorded and plotted 
against the manufacturer-supplied number of fluorophores on the beads for each population (MEFLs). To 
generate the calibration curve, a linear regression was performed with the constraint that the y-intercept 
equals zero. In each experiment, MFI are converted to MEFLs by using the multiplier on FAU obtained from 
the regression. The magnitude of the multiplier, along with corresponding uncertainty (+/- one standard 
error), is reported in parentheses on each plot (b, d). 
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Supplementary Table A2.1. ZFa and fitted parameters for x6-C promoters.  

Zinc 
finger1 

Reference 
number2 Binding site3 b5 m5 w5 

ZF1  43-8 a GAG TGA GGA c 0.08 33 0.036 
ZF2 37-12 t GAG GAC GTG t 0.25 54 0.018 
ZF3 158-2 t GTA GAT GGA g 

n.d. ZF4 97-4 a TTA TGG GAG a 
ZF5 92-1 a GAT GTA GCC t 
ZF6 150-4 g GTG TAG GGG t 0.02 58 0.043 
ZF7 172-5 a GGA GGG GCT c 0.11 46 0.025 
ZF84 173-3 a GAT GAA GCT g 0.07 43 0.041 
ZF94 42-10 a GAC GCT GCT c 0.46 33 0.096 
ZF10 13-6 a GAA GAT GGT g 0.01 31 0.037 
ZF11 36-4 c GAA GAC GCT g 0.08 32 0.025 
ZF124 62-1 g GCC GAA GAT a 0.15 33 0.065 
ZF13 21-16 a TTA GAA GTG a 0.04 41 0.012 
ZF144 14-3 g GAC GAC GGC a 0.20 30 0.069 
ZF154 129-3 c GGG GAC GTC a 0.18 33 0.007 
ZF16 54-8 a TGG GTG GCA t 

n.d. ZF17 55-1 c TGG GGT GCC c 
ZF18 93-10 c TTT GTT GGC a 
ZF19 151-1 t GCA GGA GGT g 

 
1All ZFa are WT (RRRR) with the VP16 AD. n.d. = no data. ZFa are numbered by order of appearance in 
this work. This is the nomenclature used in another study169; we provide this information to facilitate cross-
referencing.3 Each ZF binds one nucleotide triplet indicated by upper-case letters. Lower-case letters 
indicate nucleotides flanking the binding site; we observed that these flanking residues may influence 
binding affinity (Supplementary Fig. A2.5). The flanking nucleotides listed here are known to confer strong 
binding affinity169, however some constructs in this study contain other nucleotides (promoter sequences 
are provided in Supplementary Table A2.2).4 These ZFa exhibited squelching at high ZFa plasmid doses. 
5Supplementary Fig. A2.5 contains the response profiles that were used to fit these parameters. 
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Supplementary Table A2.2. Fitted parameters for modifications to promoter architecture and ZFa 
domains.  

Figure ZF AD Promoter b m w 

2a ZF1 VP16 

ZF1x1 

0.08 

1.0 

0.036 

ZF1x3-S 1.3 
ZF1x6-S 3 
ZF1x12-S 8.5 
ZF1x3-C 7.1 

ZF1x6-C v1 33 
ZF1x12-C 41 

S2d ZF1 VP16 

ZF1x6-C 
CMV_Min 0.26 33 0.058 

ZF1x6-C 
SV40_Min 0.43 7.5 0.046 

4b 

ZF1(RARR) 

VP16 ZF1x6-C v1 0.08 

26 0.018 
ZF1(ARRR) 19 0.010 
ZF1(AARR) 15 0.011 
ZF1(RAAR) 13 0.0043 
ZF1(RAAA) 13 0.0023 
ZF1(AAAR) 7 0.0040 
ZF1(AAAA) 7 0.0017 

4f ZF1(AAAA) VP64 ZF1x6-C v1 0.08 24 0.012 
VPR 78 0.020 
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Supplementary Table A2.3. Instrument specifications for analytical flow cytometry 

Instrument Fluorescent protein Parameter Excitation laser Filter set 
BD LSR II EBFP2, BFP DAPI Violet  

407 nm 
450/50 

BD LSR II EYFP FITC Blue  
488 nm 

505LP, 530/30 

BD LSR II DsRed Express2 PE-Texas Red Yellow Green  
561 nm 

600LP, 610/20 

BD LSR Fortessa EBFP2, BFP Pacific Blue Violet  
405 nm 

450/50 

BD LSR Fortessa EYFP FITC Blue  
488 nm 

505LP, 530/30 

BD LSR Fortessa DsRed Express2 PE-Texas Red Light Green  
552 nm 

600LP, 610/20 

BD LSR Fortessa mKate2 PE-Texas Red Light Green  
552 nm 

600LP, 610/20 

 

 

Supplementary Table A2.4. Instrument specifications for FACS 

Instrument Fluorescent protein Parameter Excitation laser Filter set 
BD FACS Aria EBFP2 Pacific Blue Violet 

407 nm 
450/50 

BD FACS Aria EYFP FITC Blue 
488 nm 

505LP, 525/30 

 

 

Supplementary Table A2.5. Parameters used for standard models of activation 

Model Landscape b or α0 m or α w n ρ 
i Upper 0 1 0.005 1 0 

Lower 1 1 
ii Upper 2 0 

Lower 2 1 
iii Upper spaced 0.036 1 1 

Lower compact 1 1 
iv Upper spaced 2 1 

Lower compact 2 1 
ZF-TF Upper 0.08 spaced n/a (1) n/a 

Lower compact n/a (1) n/a 
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Supplementary Table A2.6. Parameters for the removal of cooperativity by COMET inhibitors 

Inhibitor Promoter l u 
ZFi x6-compact n/a n/a 

x6-spaced 0 1.5 
ZFi-DsRed x6-compact 0.5 2 

x6-spaced 0 1 
 

 

Supplementary Table A2.7. Parameters used for standard models of AND gates 

Model a1 and a2 a12 w1 and w2 ρ 
i 0.2 1 0.004 0 
ii 1 1 0 
iii 0.2 1 5 
iv 1 1 5 

 

 

Supplementary Table A2.8. Promoter states for the COMET four-input gate 

ZF2a – + – + 
ZF3a – – + + 
ZF2i-DsRed – + – + – + – + – + – + – + – + 
ZF3i-DsRed – + – + – + – + 
Effective # 
of sites x0 x0 x0 x0 x3 x1 x3 x1 x3 x3 x1 x1 x6 x3 x3 x1 

Effective 
spacing n/a n/a n/a n/a S n/a S n/a S S n/a n/a C S S n/a 

Competitive 
inhibition n/a n/a n/a n/a N Y N Y N N Y Y N Y/N N/Y Y/Y 
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Supplementary Note A2.1. Nomenclature used in this manuscript. 

The ZF sequences used here were previously described by Khalil and colleagues169. We refer to ZF 
domains as ZF1, ZF2, etc. by order of appearance in this work for clarity. Supplementary Table A2.1 
provides a summary to facilitate cross-referencing of this nomenclature with that which was previously used 
by Khalil and colleagues. Addgene pages associated with our plasmids refer to ZFs by the original 
nomenclature.169  
 
For ZF fusion proteins (e.g., ZFi-DsRed or VP16-ZF), the order of domains in the name does not indicate 
whether the protein is an N-terminal or C-terminal fusion. DsRed-Express2, FKBP, and all ADs fused to a 
ZF domain were fused to the N-terminus of the ZF domain. For AD-FRB, the AD is fused to the N-terminus 
of the FRB domain. Unless explicitly stated otherwise, all ZF proteins and ZF fusion proteins begin with a 
3X-FLAG tag and SV40 NLS. More detailed information on the sequence of these constructs is provided in 
Supplementary Tables A2.3, A2.4, A2.8. Throughout, we refer to DsRed-Express2 as “DsRed” for brevity; 
this abbreviation always refers to DsRed-Express2 and never to either the original DsRed or DsRed2. 
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Appendix 3. Supplementary information for Chapter 3 

 

A version of this appendix was previously published as Supplementary Information for: 

Hailey I Edelstein, Patrick S Donahue, Joseph J Muldoon, Anthony K Kang, Taylor B Dolberg, 

Lauren M Battaglia, Everett R Allchin, Mihe Hong, Joshua N Leonard, Elucidation And Refinement 

Of Synthetic Receptor Mechanisms, Synthetic Biology, https://doi.org/10.1093/synbio/ysaa017 

 

This is an abbreviated version of the SI, containing only the Supplementary Figures that I contributed to. 

The complete SI can be found online at the journal website above. 
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Supplementary Tables A3.1–A3.5 

Supplementary Notes A3.1–A3.3 
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Supplementary Fig. A3.1. Comparisons across MESA assays. (a) Comparison between rapalog and 
rapamycin ligands. The rapalog AP21967 is a synthetic rapamycin analog that binds only to FRB containing 
the T2098L mutation (which are contained in all reported rapamycin-sensing MESA receptors). Rapalog is 
less immunosuppressive than rapamycin, due to diminished interference with the endogenous mTOR 
pathway 295. Rapalog produces higher ligand-induced reporter expression than does rapamycin. We noted 
some cytotoxicity by microscopy for cells treated with rapamycin, which is consistent with this outcome. 
The vehicle for rapamycin is 50% DMSO/50% water. The vehicle for rapalog is 100% EtOH. Stock and final 
working ligand concentrations used in cell culture are listed in Supplementary Table A3.1. (b,c) To 
increase the sensitivity of detection on Western blots and via flow cytometry, we replaced the 1x-FLAG 
epitope tag on the N-terminus of each MESA chain with a 3x-FLAG tag. The use of 100 ng of plasmid 
encoding each MESA chain led to higher levels of background and ligand-induced signaling for the 3x-
FLAG constructs than for the 1x-FLAG constructs. As this phenomenon is similar to what has been 
observed when MESA receptors are overexpressed, we performed a combinatorial dose scanning 
experiment, reducing the plasmid doses of TC and PC (labels show the PC dose relative to the TC dose, 
where a value of unity denotes equal amounts of each plasmid). The use of 25 ng of 3x-FLAG tagged TC 
plasmid yielded similar fold differences compared to 1x-FLAG tagged constructs (c), though both the 
background and ligand-induced signaling remained higher with the 3x-FLAG constructs. Abbreviation: NE, 
not evaluated. Bars are the means of three biological replicates, and error bars depict S.E.M. 
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Supplementary Fig. A3.2. Investigating the role of PCIL on PC stability. (a) Based on a prior 
observation that many native juxtamembrane domains are positively charged, we substituted the PCIL with 
linkers comprising varying numbers of arginine residues or sequences from native receptors (EN is the 
original PCIL; EN* contains the original PCIL and the D81N mutation in the TEVp; the parenthetical R in 
the fourth lane indicates that this R replaces the first amino acid TEVp coding sequence). While in many 
cases a diminishment of the originally observed cleavage product (N1) was observed, we also observed 
new cleavage products (N2) with many of the constructs. (b,c) In a functional assay, with 25 ng of each 3x-
FLAG tagged MESA chain plasmid, PCIL substitution led to decreased receptor performance through 
increased background. As this outcome was consistent with what would be expected if the number of intact 
PCs per cell were increased (far left condition), we decreased the PC plasmid dose by 5-fold (to 5 ng) while 
holding the TC plasmid dose constant (at 25 ng). Though this change did result in lower background and 
ligand-induced signaling, only one case (RRLI) exhibited fold differences greater than that of the original 
construct (EN); however, the new outcome was not ideal as it came at a cost of decreased ligand-induced 
signaling. The data shown here include the data reported in Fig. 3.1f in addition to samples with adjusted 
DNA doses. Bars are the means of three biological replicates, and error bars depict S.E.M. Abbreviation: 
NE, not evaluated. (d) Surface staining profiles of cells expressing 1x-FLAG tagged MESA PCs with various 
PCIL sequences. All PCIL sequences investigated led to decreased expression relative to the original 
construct (EN). Percentages indicate PC expression relative to TC expression (the left plot). A stained, 
vector-only (no MESA chain) sample is shown in each plot as a black-lined histogram.  
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Supplementary Fig. A3.3. Normalization of protein expression for MESA containing various TMDs. 
(a) Western blot of MESA containing various TMDs, using the same plasmid dose for each construct. 
Successive rounds of normalization were performed by quantifying the expression of each chain 
(normalizing first to the intensity from the co-transfected 3x-FLAG tagged NanoLuciferase in each sample 
to control for loading and transfection efficiency, and then normalizing to the normalized intensity from the 
CD28-TMD TC as an internal control) and varying the plasmid dose in each successive round. Details are 
provided in Methods. Anticipated sizes for applicable bands are indicated by the colored arrows, as 
described by the legend, which also applies to b–d. Western blots after (b) one round, (c) two rounds, and 
(d) three rounds of normalization. The Western blot in d is the same as in Fig. 3.2b. Plasmid doses in d 
were used in Fig. 3.2c,d. (e) The sequential normalization procedure resulted in more similar protein 
expression levels across with each round of quantification. Each chain’s relative expression level is 
represented by a grey dot. The mean relative expression level of all chains is depicted by the purple square. 
Error bars represent the S.D. The vertical dotted grey line at 1 relative unit corresponds to the expression 
level of the CD28-TMD TC base case. (f) Ratio of TC:PC expression for each chain, using the final plasmid 
doses. All constructs were expressed within a 1:2 and 2:1 TC:PC ratio. 
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Supplementary Fig. A3.4. Surface stain and background signal of MESA containing various TMDs. 
(a) Surface stain of MESA chains containing various TMDs, using the plasmid doses that yielded 
approximately equal whole-cell protein expression in Supplementary Fig. A3.3d. Percentages are the 
receptor surface expression relative to the CD28-TMD TC. The control sample in all plots is a stained, 
vector-only (no MESA) sample. (b) Reporter expression for the samples treated with vehicle (EtOH) shown 
in Fig. 2c. Data are reproduced here with a y-axis scaled to highlight differences between background 
reporter expression conferred by pairs of receptors with different matched TMDs. Comparing all vehicle-
treated TMDs, only FGFR1 exhibits significantly greater background signal than the others (one-way 
ANOVA, *** p < 0.001). Statistical analysis is in Supplementary Note A3.1. Bars are the means of three 
biological replicates, and error bars depict S.E.M. 
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Supplementary Fig. A3.5. Evaluating TCs that showed low ligand-induced signaling with TMD-
matched PC. (a) TCs that produced little or no ligand-induced signaling in Fig. 3.2c were tested with PCs 
containing matched or mixed TMDs. CD28-TMD TC was used as a positive control, as this chain cleaved 
well with the matched CD28-TMD PC. Most combinations produced little or no ligand-induced signaling, 
expect for those with the VEGFR1-TMD containing TC. However, even in these cases, ligand-induced 
signaling remained below those seen with the CD28-TMD. (b) Corresponding ligand-induced fold difference 
values are shown for conditions that yielded a significant difference between the vehicle and ligand-treated 
conditions. Statistical analysis is in Supplementary Note A3.3. (c) Reporter expression for the samples 
treated with vehicle (EtOH) shown in Fig. 3.2d. Data are reproduced here with a y-axis scaled to highlight 
differences between background reporter expression conferred by pairs of receptors with different mixed 
TMDs. Background signal varies with choice of TC TMD and PC TMD and the interaction between these 
variables, but TC choice explains most of this variance. Statistical analysis (two-way ANOVA) is in 
Supplementary Note A3.2. Throughout all panels, bars are the means of three biological replicates, and 
error bars depict S.E.M. 
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Supplementary Fig. A3.6. Investigating ligand-induced accumulation of MESA receptors containing 
synthetic TMDs. (a) Western blots of individual MESA chains containing synthetic TMDs show a range of 
expression, with higher expression for cases in which dimerizing motifs are located near the outer leaflet of 
the membrane. (b) Some co-transfected MESA chains containing matched, synthetic TMDs and a 
catalytically inactive TEVp on the PC (D81N mutation296) show modestly higher expression with rapalog 
treatment (+) than with vehicle-only treatment (-). The expression level trends observed across the vehicle-
only conditions are similar to the expression level trends observed across the rapalog conditions. Therefore, 
we conclude that chain expression alone does not explain the trends in Fig. 3.5b. 
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Supplementary Table A3.1. Ligand concentrations for small molecule-sensing MESA systems 
 

MESA Ligand Vehicle 
(% in stock) 

Stock 
concentration 

Vehicle 
(% in culture) 

Working 
concentration 

Rapamycin 

Rapamycin  
(Santa Cruz 
Biotechnology  
sc-3504) 

50% DMSO, 
50% H2O 0.1 mM 0.05% DMSO 0.1 µM 

Rapalog  
(Takara 
AP21967) 

100% EtOH 0.1 mM 0.1% EtOH 0.1 µM 

Gibberellin GA3-AM  
(Tocris 5407) 100% DMSO 10 mM 0.1% DMSO 10 µM 

Abscisic 
acid 

ABA  
(GoldBio A-050) 100% EtOH 100 mM 0.1% EtOH 100 µM 
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Supplementary Table A3.2. Rapamycin-sensing MESA expression normalization doses1 

 

Plasmid # MESA 
components 

Initial  
(S6a) 

Round 1  
(S6b) 

Round 2  
(S6c) 

Round 3/Final 
(S6d, 2b) 

pPD801 PC CD28-TMD 25 18 32.3 21.9 
pPD802 PC GpA-TMD 25 1 1.9 3.7 
pPD803 PC FGFR1-TMD 25 750 75.0 88.22 
pPD804 PC FGFR2-TMD 25 2 9.2 9.6 
pPD805 PC FGFR3-TMD 25 2 14.6 8.7 
pPD806 PC FGFR4-TMD 25 9 7.9 16.3 
pPD807 PC FGFR-S-TMD 25 3 6.9 6.5 
pPD808 PC VEGFR1-TMD 25 1 1.6 2.0 
pPD809 PC EphA4-TMD 25 4 9.2 9.6 
pPD810 TC CD28-TMD 25 25 14.8 28.5 
pPD811 TC GpA-TMD 25 9 25.0 25.0 
pPD812 TC FGFR1-TMD 25 50 19.1 13.6 
pPD813 TC FGFR2-TMD 25 15 34.7 37.6 
pPD814 TC FGFR3-TMD 25 24 16.2 22.0 
pPD815 TC FGFR4-TMD 25 181 13.5 24.9 
pPD816 TC FGFR-S-TMD 25 16 36.2 78.9 
pPD817 TC VEGFR1-TMD 25 12 38.5 20.5 
pPD818 TC EphA4-TMD 25 2 13.9 14.2 
pPD819 PC Valine-TMD 25 12 18.5 8.2 
pPD832 TC Valine-TMD 25 750 211.4 85.8 

 
1Plasmid doses in this table are those used in a single well of a 24-well plate. As transfection doses scale 
with the volume of media, for the western blots shown in these figures (Fig 3.2b, Supplementary Fig. 
A3.3), a mass four times the doses shown in this table were used (i.e., 100 ng of pPD810 TC CD28-TMD).  
 
288.2 ng of plasmid (used per well of a 24-well plate) was used to calculate the plasmid dose for Fig. 3.2b. 
This resulted in multiple full-length PC bands (49 kDa and approx. 55 kDa, the latter of which we speculate 
is glycosylated). The 49 kDa band had a similar intensity as the other 49 kDa PC bands from MESA with 
other TMDs. To keep the total amount of full-length PC in the cells constant, we normalized the sum of the 
49 and 55 kDa bands to the intensities of the other 49 kDa bands. This resulted in a dose of 33.5 ng (per 
well of a 24-well plate) of FGFR1-TMD PC used in functional assays (Fig. 3.2c and 3.2d).  
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Supplementary Table A3.3. Instrument specifications for analytical flow cytometry to quantify 
reporter expression 
 

Instrument Fluorescent protein Parameter/ 
Channel name 

Excitation laser Filter set 

BD LSR Fortessa 
 

EBFP2 Pacific Blue Violet, 405 nm 450/50 
EYFP FITC Blue, 488 nm 505LP, 530/30 
DsRed2 PE-Texas Red Light Green, 552 nm 600LP, 610/20 

 
 
Supplementary Table A3.4. Instrument specifications for analytical flow cytometry to quantify 
surface expression 
 

Instrument Fluorescent protein Parameter/ 
Channel name 

Excitation laser Filter set 

BD LSR Fortessa 
 
 

EBFP2 Pacific Blue Violet, 405 nm 450/50 
Phycoerythrin PE Light Green, 552 nm 575/26 
miRFP670 APC Red, 640 nm 670/30 
Allophycocyanin APC Red, 640 nm 670/30 

 
 
Supplementary Table A3.5. Instrument specifications for confocal microscopy to quantify FRET 
 

Instrument Fluorescent 
protein Excitation laser Beam splitter Sensor Acquisition 

band-pass filter 
Leica SP5 II Laser 
Scanning Confocal 
Microscope 

mCerulean (D) Argon 458 nm 458/514 double 
dichroic 

HyD* 465–500 nm 
mVenus (A) Argon 514 nm HyD* 520–560 nm 
FRET Argon 458 nm HyD* 520–560 nm 

 
*Abbreviation: HyD, hybrid detector 
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Supplementary Note A3.1 
 
Below are the outcomes from one-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that there 
existed no effects of PC C-terminal peptide on the measured reporter expression, evaluated separately for 
vehicle-and ligand-treated conditions. 
 

Functional signaling assay in Fig. 3.1c, 
      Vehicle treatment 

• PC C-terminal peptide p = 3.9×10–13 
o All differences were significant (all p < 0.05) except for: 

 Comparisons between PCs that each contain a PRS-based peptide 
 PCs that contain the AIPY or AIPA peptide and all of the PRS-based peptides 
 PC-AIP and PC-AIPK or PC-AIPM  
 PC-AIPA and PC-AIPY 
 PC-AIPM and PC-AIPK  

o Notably, included within the comparisons that are significantly different (all p << 0.01) 
are comparisons between each PC variant with a C-terminal peptide and the PC 
without a C-terminal peptide. 

      Ligand treatment 
• PC C-terminal peptide p = 7.8×10–19 

o All differences were significant (all p < 0.05) except for: 
 Comparisons between PCs that each contain a PRS-based peptide  
 PC-AIP and PC-AIPK 

 
Below are the outcomes from one-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that there 
existed no effects of TMD on the measured reporter expression, evaluated separately for vehicle- and 
ligand-treated conditions. 
 

Functional signaling assay in Fig. 3.2c, Supplementary Fig. A3.4b 
      Vehicle treatment 

• TMD p = 2.0×10–9 
o All differences were not significant (all p > 0.05) except for comparisons between 

each TMD and the FGFR1 TMD (p << 0.001). 
Ligand treatment 
• TMD p = 2.4×10–18 

o All differences were significant (all p < 0.05) except for: 
 CD28 and Valine 
 Comparisons between EphA4 and FGFR2, FGFR3, FGFRS, and VEGFR1 
 Comparisons between FGFRS and FGFR2, FGFR3, and VEGFR1 
 Comparisons between FGFR2, FGFR3 and VEGFR1 

o Notably, included within the comparisons that are significantly different (all p << 0.001) 
are comparisons between each TMD and CD28, excluding Valine. 
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Supplementary Note A3.2 
 
Below are the outcomes from two-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that there 
existed no effects of PC C-terminal peptide or PC inner linker (PCIL), ligand treatment, or their interaction 
on the measured reporter expression. 
 

Functional signaling assay in Fig. 3.1c 
• PC C-terminal peptide p = 1.6×10–33 

o All differences were significant (all p << 0.01) except for AIP vs AIPK and all comparisons 
between PRS-containing samples (all p > 0.9). 

• Treatment p = 1.4×10–37 
o The samples with no PC C-terminal peptide and with any AIP PC C-terminal peptide 

show a significant increase in reporter expression upon ligand treatment (all p << 0.01). 
o The samples with any PRS PC C-terminal peptide show no significant increase in 

reporter expression upon ligand treatment (all p = 1).  
• Interaction between TMD and ligand treatment p = 3.6×10–31 

 
Functional signaling assay in Fig. 3.1f 

• PCIL p = 1.3×10–29 
• Receptors with EN performed similarly to receptors with RKMK, RN, RR, and RRLI but 

significantly differently than all other receptors (p < 0.05). Treatment p = 2.5×10–34 
o All PCILs produced significant increases in reporter expression upon ligand treatment (all 

p << 0.01) 
o Compared to the base case EN PCIL: 

 RR(R), RN, and RRLI show no significant change to background signal (p > 0.05) 
and either no change (p > 0.05) or a significant decrease (p < 0.05) in ligand-
induced signal. 

 RRR, RRRR, RKMK, and KMKS show a significant increase to background 
signal (p << 0.01) and either no change (p > 0.05) or a significant increase to 
ligand-induced signal (p < 0.01). 

 RR shows a significant increase to background signal (p << 0.01) and a 
significant decrease to ligand-induced signal (p < 0.01). 

• Interaction between TMD and ligand treatment p = 3.5×10–11 
 
 
Below are the outcomes from two-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that there 
existed no effects of TMD, ligand treatment, or their interaction on the measured reporter expression. 
 

Functional signaling assay in Fig. 3.2c 
• TMD p = 1.7×10–32 

o The following TMDs performed significantly differently than the CD28 TMD: FGFR1, 
FGFR2, FGFR3, FGFR4, FGFR-S, VEGFR1 (all p << 0.01). 

o The GpA (p = 0.13) and Valine (p = 0.93) TMDs did not perform significantly differently 
than the CD28 TMD. 

o No vehicle-only conditions were different than the CD28-TMD vehicle-only condition  
(all p > 0.3). 

o Of the ligand-treated conditions, only the Valine-TMD ligand (p = 0.6) condition was not 
significantly different from the CD28-TMD ligand-treated condition (p << 0.01 for all 
conditions except GpA-TMD where p = 0.015). 

• Treatment p = 1.8×10–31 
o The following TMDs did show significantly different reporter expression upon ligand 

treatment: CD28, GpA, FGFR1, FGFR4, Valine (all p << 0.01). 



269 
 

o The following TMDs did not show significantly different reporter expression upon ligand 
treatment: FGFR2, FGFR3, EphA4, VEGFR1 (all p = 1). 

• Interaction between TMD and ligand treatment p = 1.5×10–30 
 
 
Below are the outcomes from two-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that there 
existed no effects of TMD, ligand treatment, or their interaction on the measured NFRET values. 
 

NFRET assay in Fig. 3.4a 
• TMD p = 5.2×10–10 

o All differences were significant (all p << 0.01). 
• Treatment p = 1.6×10–20 

o Vehicle vs. ligand was significant (all p << 0.01). 
• Interaction between TMD and ligand treatment p = 8.9×10–6 

 
NFRET assay in Fig. 3.4b 

• TMD p = 1.6×10–32 
o All differences were significant (all p << 0.01). 

• Ligand treatment dose p = 3.3×10–66 
o All differences were significant except for 50 vs. 100 (p = 0.15), 50 vs. 1000 (p = 

0.06), 100 vs. 500 (p = 0.99), 100 vs. 1000 (p = 1), and 500 vs. 1000 (p = 1).  
• Interaction between TMD and ligand treatment p = 7.0×10–12 

 
 
Below are the outcomes from two-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that there 
existed no effects of position of the first dimerizing residue (from the inner linker) in the synthetic TMDs, 
ligand treatment, or their interaction on the measured reporter expression. 
 

Functional signaling assay in Fig. 3.5b 
• Position of first dimerizing residue p = 1.9×10–14 

o All differences were significant (all p < 0.05) except for: 
 Comparisons between positions 10-15 
 Positions 4 and 6 
 Positions 8 and 9 

• Treatment p = 2.3×10–5 
o Only TMDs with the first dimerizing residue in positions 4-9 produced significant 

increases in reporter expression upon ligand treatment (all p << 0.01) 
o Moving the TMD from positions 4-5, 5-6, 6-7, 7-8, 9-10 resulted in significant differences 

in ligand-induced reporter expression (all p << 0.01) 
• Interaction between TMD and ligand treatment p = 1.0×10–4 

 
 
Below are the outcomes from two-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that there 
existed no effects of TC TMD, PC TMD, or their interaction on the measured reporter expression, evaluated 
separately for vehicle- and ligand-treated conditions. 
 

Functional signaling assay in Fig. 3.2d, Supplementary Fig. 3.5c 
Vehicle treatment 
• TC TMD p = 1.6×10–37 

o All differences were significant (all p << 0.01) except for comparisons between 
FGFR4, Valine, and CD28. 

• PC TMD p = 3.8×10–17 
o All differences were significant (all p << 0.01) except for: 
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 Comparisons between FGFR1, Valine, and CD28 
 FGFR4 vs. CD28 

• Interaction between TC TMD and PC TMD p = 3.0×10–20  
• Variance explained by TC TMD ω2 = 0.64 
• Variance explained by PC TMD ω2 = 0.10 
• Variance explained by the interaction ω2 = 0.22 
Ligand treatment 
• TC TMD p = 9.8×10–53 

o All differences were significant (all p << 0.01). 
• PC TMD p = 1.9×10–44 

o All differences were significant (all p << 0.01). 
• Interaction between TC TMD and PC TMD p = 6.9×10–33  
• Variance explained by TC TMD ω2 = 0.58 
• Variance explained by PC TMD ω2 = 0.27 
• Variance explained by the interaction ω2 = 0.14 

 
Functional signaling assays in Fig. 3.6a 
      Vehicle treatment 

• TC TMD p = 1.7×10–33 
o All differences were significant (all p << 0.01) except for Valine vs. FGFR4 (p = 0.97). 

• PC TMD p = 7.3×10–29 
o All differences were significant (all p << 0.01) except for Valine vs. FGFR1 (p = 0.99). 

• Interaction between TC TMD and PC TMD p = 2.1×10–22 
• Variance explained by TC TMD ω2 = 0.45 
• Variance explained by PC TMD ω2 = 0.28 
• Variance explained by the interaction ω2 = 0.24 

      Ligand treatment 
• TC TMD p = 8.8×10–30 

o All differences were significant (all p << 0.01). 
• PC TMD p = 2.1×10–19 

o All differences were significant (FGFR1 vs. CD28 p = 0.04, all other p << 0.01) 
except for GpA vs. FGFR4 (p = 0.16). 

• Interaction between TC TMD and PC TMD p = 2.7×10–9 
• Variance explained by TC TMD ω2 = 0.63 
• Variance explained by PC TMD ω2 = 0.21 
• Variance explained by the interaction ω2 = 0.10 
 

Functional signaling assays in Fig. 3.6b 
      Vehicle treatment 

• TC TMD p = 6.2×10–47 
o All differences were significant (all p << 0.01) except for Valine vs. FGFR4 (p = 0.61). 

• PC TMD p = 2.7×10–44 
o All differences were significant (Valine vs. FGFR1 p = 0.02, all other p << 0.01) 

except for FGFR4 vs. CD28 (p = 0.26). 
• Interaction between TC TMD and PC TMD p = 6.2×10–33 
• Variance explained by TC TMD ω2 = 0.45 
• Variance explained by PC TMD ω2 = 0.35 
• Variance explained by the interaction ω2 = 0.19 

      Ligand treatment 
• TC TMD p = 2.6×10–51 

o All differences were significant (Valine vs. FGFR4 p = 0.03, all other p << 0.01). 
• PC TMD p = 5.9×10–39 
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o All differences were significant (all p << 0.01). 
• Interaction between TC TMD and PC TMD p = 7.0×10–23 
• Variance explained by TC TMD ω2 = 0.70 
• Variance explained by PC TMD ω2 = 0.22 
• Variance explained by the interaction ω2 = 0.07 

 
Functional signaling assays in Fig. 3.6c 
      Vehicle treatment 

• TC TMD p = 7.9×10–55 
o All differences were significant (all p << 0.01) except for Valine vs. FGFR4 (p = 1). 

• PC TMD p = 5.6×10–46 
o All differences were significant (all p << 0.01) except for Valine vs. FGFR1 (p = 0.41). 

• Interaction between TC TMD and PC TMD p = 8.5×10–33 
• Variance explained by TC TMD ω2 = 0.61 
• Variance explained by PC TMD ω2 = 0.27 
• Variance explained by the interaction ω2 = 0.12 

      Ligand treatment 
• TC TMD p = 2.1×10–50 

o All differences were significant (all p << 0.01) except for Valine vs. FGFR4 (p = 0.97). 
• PC TMD p = 3.3×10–51 

o All differences were significant (all p << 0.01).    
• Interaction between TC TMD and PC TMD p = 3.8×10–26 
• Variance explained by TC TMD ω2 = 0.44 
• Variance explained by PC TMD ω2 = 0.48 
• Variance explained by the interaction ω2 = 0.07 

 
Functional signaling assays in Fig. 3.6d 
      Vehicle treatment 

• TC TMD p = 7.2×10–36 
o All differences were significant (all p << 0.01) except for GpA vs. FGFR1 (p = 0.99). 

• PC TMD p = 1.2×10–39 
o All differences were significant (all p << 0.01) except for GpA vs. FGFR4 (p = 0.78). 

• Interaction between TC TMD and PC TMD p = 6.3×10–23 
• Variance explained by TC TMD ω2 = 0.34 
• Variance explained by PC TMD ω2 = 0.49 
• Variance explained by the interaction ω2 = 0.15 

      Ligand treatment 
• TC TMD p = 4.7×10–39 

o All differences were significant (all p << 0.01) except for Valine vs. FGFR4 (p = 0.14) 
and FGFR1 vs. CD28 (p = 1). 

• PC TMD p = 7.1×10–41 
o All differences were significant (all p < 0.05) except for GpA vs. FGFR4 (p = 0.19) 

and FGFR1 vs. CD28 (p = 0.71). 
• Interaction between TC TMD and PC TMD p = 8.7×10–21 
• Variance explained by TC TMD ω2 = 0.40 
• Variance explained by PC TMD ω2 = 0.48 
• Variance explained by the interaction ω2 = 0.11 

 
 
Below are the outcomes from two-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that there 
existed no effects of CTEVp TMD, NTEVp TMC, or their interaction on the measured reporter expression 
in the presence of either ligand or vehicle. 
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Functional signaling assays in Fig. 3.6e 
      Vehicle treatment 

• CTEVp TMD p = 7.1×10–9 
o All differences were significant (all p << 0.01) except for GpA vs. FGFR4 (p = 0.08). 

• NTEVp TMD p = 4.6×10–11 
o All differences were significant except for GpA vs. FGFR1 (p = 0.36) and FGFR4 vs. 

FGFR1 (p = 0.31). 
• Interaction between CTEVp TMD and NTEVp TMD p = 1.8×10–22 
• Variance explained by CTEVp TMD ω2 = 0.06 
• Variance explained by NTEVp TMD ω2 = 0.09 
• Variance explained by the interaction ω2 = 0.82 

      Ligand treatment 
• CTEVp TMD p = 9.3×10–8 

o All differences were significant (all p << 0.01) except for GpA vs. CD28 (p = 0.86), 
GpA vs. FGFR4 (p = 0.24), andFGFR4 vs. CD28 (p = 0.051). 

• NTEVp TMD p = 4.1×10–6 
o All differences were significant (all p << 0.01)  except for GpA vs. FGFR4 (p = 0.54), 

GpA vs. FGFR1 (p = 1), and FGFR4 vs. FGFR1 (p = 0.56). 
• Interaction between CTEVp TMD and NTEVp TMD p = 3.5×10–3 
• Variance explained by CTEVp TMD ω2 = 0.35 
• Variance explained by NTEVp TMD ω2 = 0.23 
• Variance explained by the interaction ω2 = 0.13 

 
Functional signaling assays in Fig. 3.6f 
      Vehicle treatment 

• CTEVp TMD p = 3.0×10–24 
o All differences were significant (all p << 0.01) except for GpA vs. FGFR4 (p = 0.75) 

and FGFR4 vs. FGFR1 (p = 0.06). 
• NTEVp TMD p = 8.1×10–22 

o All differences were significant (all p << 0.01) except for FGFR4 vs. FGFR1 (p = 
0.98). 

• Interaction between CTEVp TMD and NTEVp TMD p = 1.4×10–29 
• Variance explained by CTEVp TMD ω2 = 0.20 
• Variance explained by NTEVp TMD ω2 = 0.14 
• Variance explained by the interaction ω2 = 0.65 

      Ligand treatment 
• CTEVp TMD p = 9.5×10–23  
o All differences were significant (all p << 0.01) except for GpA vs. FGFR4 (p = 0.08) 
• NTEVp TMD p = 7.5×10–18  
o All differences were significant (all p << 0.01) except for FGFR4 vs. FGFR1 (p = 0.30) 

and GpA vs. FGFR1 (p = 0.36). 
• Interaction between CTEVp TMD and NTEVp TMD p = 4.7×10–13 
• Variance explained by CTEVp TMD ω2 = 0.54 
• Variance explained by NTEVp TMD ω2 = 0.25 
• Variance explained by the interaction ω2 = 0.17 
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Supplementary Note A3.3 
 
Below are the outcomes from three-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that there 
existed no effects of TC TMD, PC TMD, ligand treatment, or their pairwise interactions on the measured 
NFRET values or reporter expression. 
 

Functional signaling assays in Fig. 3.2d 
• TC TMD p = 2.5×10–92 

o All differences were significant (all p << 0.01) except for Valine vs. FGFR4 (p = 0.21). 
• PC TMD p = 2.8×10–75 

o All differences were significant (all p << 0.01) except for FGFR1 vs. CD28 (p = 0.06), 
FGFR4 vs. FGFR1 (p = 0.83), and Valine vs. GpA (p = 0.10). 

• Ligand treatment p = 2.6×10–124 
o Vehicle vs. ligand was significant for all TMD pairs (all p << 0.01). 

• Interaction between TC TMD and PC TMD p = 8.9×10–56 
• Interaction between TC TMD and ligand treatment p = 8.6×10–89 
• Interaction between PC TMD and ligand treatment p = 5.0×10–73 
• Interaction between TC TMD, PC TMD, and ligand treatment p = 4.2×10–54 

 
Functional assays in Supplementary Fig. A3.5 

• TC TMD p = 2.3×10–169 
• PC TMD p = 1.9×10–93 
• Ligand p = 2.1×10–137 

o Significant ligand-induced signaling was observed for all receptor pairs that included 
a CD28-TMD on the TC (all p << 0.01). 

o Significant ligand-induced signaling was not observed for any receptor pairs that 
included an EphA4, FGFR2, or FGFR3-TMD on the TC (all p > 0.15). 

o Significant ligand-induced signaling was observed for receptor pairs that included a 
VEGFR1-TMD on the TC and a either a CD28, GpA, FGFR1, FGFR3, FGFR4, or 
Valine-TMD on the PC (all p << 0.02). 

o Significant ligand-induced signaling was not observed for all receptor pairs that 
included a VEGFR1-TMD on the TC and either a FGFR2, EphA4, or VEGFR1-TMD 
on the PC (all p > 0.5). 

• Interaction between TC TMD and PC TMD p = 3.2×10–115 
• Interaction between TC TMD and ligand treatment p = 1.7×10–167 
• Interaction between PC TMD and ligand treatment p = 6.6×10–92 
• Interaction between TC TMD, PC TMD, and ligand treatment p = 6.5×10–114 

 
NFRET assays in Fig. 3.4c 

• FRB chain TMD p = 1.0×10–12 
o All differences were significant (all p << 0.01). 

• FKBP chain TMD p = 3.9×10–15 
o All differences were significant (all p << 0.01). 

• Ligand treatment p = 6.0×10–59 
o Vehicle vs. ligand was significant for all TMD pairs (all p << 0.01). 

• Interaction between FRB chain TMD and FKBP chain TMD p = 5.2×10–29 
• Interaction between FRB chain TMD and ligand treatment p = 5.5×10–11 
• Interaction between FKBP chain TMD and ligand treatment p = 9.4×10–11 
• Interaction between FRB chain TMD, FKBP chain TMD, and ligand treatment p = 1.1×10–10 

 
Functional signaling assays in Fig. 3.6a 

• TC TMD p = 2.1×10–50 
o All differences were significant (all p << 0.01). 
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• PC TMD p = 3.4×10–31 

o All differences were significant (all p << 0.01) except for FGFR1 vs. CD28 (p = 0.14). 
and GpA vs. FGFR4 (p = 0.83). 

• Ligand treatment p = 2.2×10–74 
o Vehicle vs. ligand was significant for all pairs (TC CD28-TMD with PC-CD28 TMD p = 

0.03, all other p << 0.01) except for TC FGFR4-TMD with PC CD28-TMD (p = 0.17), 
TC Valine-TMD with PC FGFR1-TMD (p = 1), TC CD28-TMD with PC Valine-TMD (p 
= 0.73), TC FGFR4-TMD with PC Valine-TMD (p = 0.96), TC Valine-TMD with PC 
Valine-TMD (p = 1). 

• Interaction between TC TMD and PC TMD p = 2.0×10–13 
• Interaction between TC TMD and ligand treatment p = 3.3×10–41 
• Interaction between PC TMD and ligand treatment p = 2.0×10–23 
• Interaction between TC TMD, PC TMD, and ligand treatment p = 2.0×10–12 

 
Functional signaling assays in Fig. 3.6b 

• TC TMD p = 9.5×10–99 
o All differences were significant (all p << 0.01). 

• PC TMD p = 6.5×10–81 
o All differences were significant (all p << 0.01). 

• Ligand treatment p = 3.8×10–66 
o Vehicle vs. ligand was significant for all pairs (all p << 0.01) except for TC FGFR4-

TMD with PC CD28-TMD (p = 0.97), TC Valine-TMD with PC CD28-TMD (p = 1), TC 
CD28-TMD with PC FGFR1-TMD (p = 0.84), TC FGFR4-TMD with PC FGFR1-TMD 
(p = 1), TC GpA-TMD with PC FGFR1-TMD (p = 0.68), TC Valine-TMD with PC 
FGFR1-TMD (p = 1), TC Valine-TMD with PC FGFR4-TMD (p = 1), TC CD28-TMD 
with PC Valine-TMD (p = 1), TC FGFR4-TMD with PC Valine-TMD (p = 1), TC 
Valine-TMD with PC Valine-TMD (p = 1). 

• Interaction between TC TMD and PC TMD p = 4.3×10–53 
• Interaction between TC TMD and ligand treatment p = 5.4×10–50 
• Interaction between PC TMD and ligand treatment p = 1.3×10–25 
• Interaction between TC TMD, PC TMD, and ligand treatment p = 2.3×10–27 

 
Functional signaling assays in Fig. 3.6c 

• TC TMD p = 1.5×10–102 
o All differences were significant (all p << 0.01) except for Val vs. FGFR4 (p = 0.99). 

• PC TMD p = 1.6×10–97 
o All differences were significant (all p << 0.01) except for Val vs. FGFR1 (p = 0.16). 

• Ligand treatment p = 7.2×10–79 
o Vehicle vs. ligand was significant for all pairs (all p << 0.01) except for TC FGFR4-

TMD with PC CD28-TMD (p = 1), TC Valine-TMD with PC CD28-TMD (p = 0.75), TC 
CD28-TMD with PC FGFR1-TMD (p = 0.10), TC FGFR4-TMD with PC FGFR1-TMD 
(p = 1), TC GpA-TMD with PC FGFR1-TMD (p = 0.98), TC Valine-TMD with PC 
FGFR1-TMD (p = 1), TC Valine-TMD with PC FGFR4-TMD (p = 0.08), TC CD28-
TMD with PC Valine-TMD (p = 0.95), TC FGFR4-TMD with PC Valine-TMD (p = 1), 
TC Valine-TMD with PC Valine-TMD (p = 1). 

• Interaction between TC TMD and PC TMD p = 4.7×10–56 
• Interaction between TC TMD and ligand treatment p = 3.3×10–41 
• Interaction between PC TMD and ligand treatment p = 2.4×10–59 
• Interaction between TC TMD, PC TMD, and ligand treatment p = 9.2×10–27 

 
Functional signaling assays in Fig. 3.6d 

• TC TMD p = 4.2×10–72 
o All differences were significant (all p << 0.01) except for FGFR1 vs. CD28 (p = 0.12). 
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• PC TMD p = 1.0×10–75 

o All differences were significant (all p << 0.01) except for FGFR4 vs. CD28 (p = 0.49) 
and GpA vs. FGFR4 (p = 0.10). 

• Ligand treatment p = 2.2×10–98 
o Vehicle vs. ligand was significant for all pairs (all p << 0.01) except for TC CD28-TMD 

with PC Valine-TMD (p = 0.31), TC FGFR4-TMD with PC Valine-TMD (p = 1), TC Valine-
TMD with PC Valine-TMD (p = 1) 

• Interaction between TC TMD and PC TMD p = 1.7×10–39 
• Interaction between TC TMD and ligand treatment p = 7.3×10–49 
• Interaction between PC TMD and ligand treatment p = 1.7×10–53 
• Interaction between TC TMD, PC TMD, and ligand treatment p = 9.1×10–23 
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Below are the outcomes from three-way ANOVAs and Tukey’s HSD tests. Null hypotheses were that 
there existed no effects of NTEVp TMD, CTEVp TMD, ligand treatment, or their pairwise interactions on 
the measured reporter expression. 
 

Functional signaling assays in Fig. 3.6e 
• CTEVp TMD p = 3.0×10–10 

o All differences were significant (all p << 0.01) except for FGFR4 vs. CD28 (p = 0.20), 
GpA vs. CD28 (p = 1), and GpA vs. FGFR4 (p = 0.20). 

• NTEVp TMD p = 1.2×10–5 
o All differences were significant (all p << 0.01) except for FGFR4 vs. FGFR1 (p = 

0.91), GpA vs. FGFR1 (p = 1), GpA vs. FGFR4 (p = 0.97). 
• Ligand treatment p = 1.2×10–66 

o Vehicle vs. ligand was significant for all TMD pairs (all p << 0.01). 
• Interaction between CTEVp TMD and NTEVp TMD p = 2.1×10–7 
• Interaction between CTEVp TMD and ligand treatment p = 4.2×10–9 
• Interaction between NTEVp TMD and ligand treatment p = 5.7×10–9 
• Interaction between CTEVp TMD, NTEVp TMD, and ligand treatment p = 1.0×10–2 

 
Functional signaling assays in Fig. 3.6f 

• CTEVp TMD p = 1.8×10–44 
o All differences were significant (all p << 0.01) except for GpA vs. FGFR4 (p = 0.27). 

• NTEVp TMD p = 3.3×10–17 
o All differences were significant (all p << 0.01) except for FGFR4 vs. FGFR1 (p = 

0.31). 
• Ligand treatment p = 3.9×10–83 

o Vehicle vs. ligand was significant for all TMD pairs (all p << 0.01). 
• Interaction between CTEVp TMD and NTEVp TMD p = 7.9×10–40 
• Interaction between CTEVp TMD and ligand treatment p = 1.0×10–17 
• Interaction between NTEVp TMD and ligand treatment p = 9.8×10–35 
• Interaction between CTEVp TMD, NTEVp TMD, and ligand treatment p = 2.6×10–17 
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Appendix 4. Supplementary information for Chapter 4 
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Supplementary Table A4.1 Filters for microscopy 
 

Name Product# Filter 1 Filter 2  Filter3 
ET- 
EBFP2/Coumarin/ 
Attenuated DAPI 

49021 ET405/20x ET460/50m T425lpxr-UF1 

ET - EYFP 49003 ET500/20x ET535/30m T515lp-UF1 
ET - DSRed 
(TRITC/Cy3) 

49005 ET545/30x ET620/60m T570lp-UF1 

ET Cy5.5 49022 ET650/45x ET720/60m T685lpxr-UF1 
 
 
 
Supplementary Table A4.2 Filters for flow cytometry analysis 
 

Instrument Fluorescent protein Parameter/ 
Channel 

name 

Excitation laser Filter set 

BD LSR Fortessa 
 

EBFP2, mTagBFP2 Pacific Blue Violet, 405 nm 450/50 
EYFP, mNeonGreen FITC Blue, 488 nm 505LP, 530/30 
DsRed-Express2, 
LumiScarlet 

PE-Texas Red Light Green, 552 nm 600LP, 610/20 

 
 
 
Supplementary Table A4.3 Filters for flow cytometry sorting 
 

Instrument Fluorescent protein Parameter Excitation laser Filter set 
BD FACS Aria 

 
EBFP2, mTagBFP2 Pacific Blue Violet 

407 nm 
450/50 

EYFP FITC Blue 
488 nm 

505LP, 525/30 
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Appendix 5. Supplementary information for Chapter 5 
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Supplementary Table A5.1 Filters for flow cytometry sorting 

Instrument Fluorescent protein 
or dye 

Parameter Excitation laser Filter set 

BD FACS Aria 
 

miRFP720 ACP-Cy7 Red 
633 nm 

690 LP, 730/45 

DAPI DAPI UV  
355 nm 

450/50 

 
 
 
Supplementary Table A5.2 Filters for flow cytometry analysis 
 

Fluorophore Parameter 
name 

Excitation laser Emission filters 

DAPI DAPI UV 
355 nm 

450/50 

mTagBFP2 Pacific Blue Violet, 405 nm 450/50 
mNeonGreen, EYFP FITC Blue, 488 nm 505LP, 530/30 
cyOFP1 (in Antares2) PerCP Blue, 488 nm 550LP, 585/42 
mScarlet-I (in 
LumiScarlet), DsRed-
Express2 

PE-Texas Red Light green, 552 nm 600LP, 610/20 

miRFP670 APC Red, 640 nm 670/30 
miRFP720 Alexa 750 Far Red, 685 nm 690LP, 730/45 
Tested, not used Alexa 700 Red, 640 nm 685,LP 740/35 
7-AAD PE-Cy7 Light green, 552 nm 750LP, 760/80 
Propidium Iodide PE-Texas Red Light green, 552 nm 600LP, 610/20 
Cell Trace Violet Pacific Blue Violet, 405 nm 450/50 
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Supplementary Fig. A5.1 Comparison of performance of NK-92 HBS lines with various minimal 
promoters by Imaging on IVIS Spectrum. Cells were imaged after 3-4 days of hypoxic or normoxic 
culture for a) fluorescence signal from miRFP720 b) signal from firefly luciferase after D-luciferin addition 
c) signal from LumiScarlet BRET reporter after 8pyDTZ addition. The right column in a-c contains a 
K562 line transduced with LumiScarlet to control for slight difference in the timing of substrate addition 
to each well.  
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Supplementary Fig. A5.2 Imaging of HBS activation through biologic tissue. Samples from Fig. 
A.5.1 were separated into wells on a new 96-well plate and substrate added. Plate was imaged under 
an increasing number of ham slices. Under 4 slices of ham, the reponse of the NK-92 cells to hypoxia 
was visible with a 30s exposure time. Radiance was normalized within each image and is not comprable 
actross images. 
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