
NORTHWESTERN UNIVERSITY

Harnessing Nonlinearity and Asymmetry for Built-in Control in Mechanical

and Fluid Systems

A DISSERTATION

SUBMITTED TO THE GRADUATE SCHOOL

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS

for the degree

DOCTOR OF PHILOSOPHY

Field of Physics

By

Daniel J. Case

EVANSTON, ILLINOIS

September 2019



2

© Copyright by Daniel J. Case 2019

All Rights Reserved



3

ABSTRACT

Harnessing Nonlinearity and Asymmetry for Built-in Control in Mechanical and Fluid Systems

Daniel J. Case

Nonlinear systems with many interacting components often exhibit behaviors that cannot

be anticipated, even in principle, by only knowing the properties of the constituent parts and

thereby emerge as a result of interactions between the parts. Examples of such systems range

from power grids and financial markets to food networks and physical materials. Beyond merely

understanding the emergent properties of these systems lie the dual goals of developing strate-

gies to control them as well as designing new systems that manifest pre-specified behaviors.

In this thesis, we focus on both of these goals. First, we develop an approach for designing

microfluidic networks that exhibit an array of programmable flow behaviors. Flows through

microfluidic systems typically respond linearly to pressure changes, which hinders the ability

to implement built-in flow control mechanisms and results in their dependence on external con-

trol devices (e.g., computer-operated pumps). We design microfluidic networks that exhibit

a nonlinear relation between the flow rate and applied driving pressure and demonstrate how

an array of useful dynamics, such as flow rate oscillations, switching, bistability, and signal

amplification may be systematically implemented into larger networks. In another context of
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harnessing nonlinear effects in a fluid system, we present a new form of dynamical levitation of

heavy particles. In this scenario, particles much denser than the fluid can be captured by inter-

acting vortices and, remarkably, be carried against the direction of both the flow and gravity.

As a second part of this thesis, we propose new roles for introducing asymmetry into a

system. We show new instantiations of the general phenomenon asymmetry-induced symmetry,

whereby the stability of the symmetric state(s) of a system is reliant on an asymmetric structure

of the system. Specifically, we demonstrate how instabilities that arise in classic mechanical

and fluid systems by way of spontaneous symmetry breaking events may be avoided through

the systematic introduction of physical system asymmetries. The two particular contexts we

consider are optimizing the shape of a column to increase its maximum supported load and

suppressing the formation of waves on the surface of a vibrated fluid (i.e., Faraday waves).

The results of this thesis present a framework in which systems are designed to exhibit

targeted dynamics that arise as emergent phenomena and, thus, provide a new approach for the

design of built-in control mechanisms.
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CHAPTER 1

Introduction

Systems that are composed of many individual parts and exhibit behavior that depends crit-

ically on the nature of the interactions between the parts are generally referred to as complex

systems. Research that falls under the umbrella of complex systems spans the disciplines of

sociology and economics to biology and physics. Such research is not necessarily connected

through the shared study of the same systems or even a common set of analytic tools. Rather,

there exists a mutual appreciation for emergent phenomena across systems of different origin

and scale. Classes of systems that have traditionally garnered attention from complex systems

researchers include social networks, ecosystems, urban infrastructure, and physical or biolog-

ical materials [1, 2]. While it may seem from this description that almost all topics of study

could be classified as complex systems, the field was not generally recognized until the mid to

late 20th century. Its emergence marked a transition from the reductionist approach to science

(or thinking) to an approach in which it is recognized that entirely new, unanticipated behaviors

emerge when elementary units are aggregated.

The stable structures of large biomolecules [3], cascading failures in financial markets or

electric power grids [4], synchronization among coupled oscillators [5], and pattern formation

in uniformly driven homogenous system [6] are all examples of emergent properties that arise in

complex systems. A common source of these properties is nonlinear effects in the systems. The

dynamics of individual units of a system may be nonlinear as well as the interactions between

units. The presence of nonlinearity has the dual effect of greatly increasing the possible states
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of a system and amplifying perturbations to a system. Indeed, much work has been done in

understanding the impactful dynamics and state transitions in critical systems, such as cascading

failures [7, 8], which often arise from relatively small initial perturbations. Another surprising

effect of nonlinearity is spontaneous ordering or self-organization, as observed, for example,

through emergent patterns or synchronization in the dynamics of individual units throughout a

system [9, 10].

The research ideas and results in this thesis were both conceived and developed within the

framework of complex systems. A major theme of this work is exploiting emergent behaviors as

a mechanism of built-in control in a system. We focus not only on understanding the behavior

of a system, but also on how systems may be designed to exhibit desired behaviors. Rather than

designing the control input to stimulate a system to behave in a specific way, as done in classical

control approaches, the targeted behavior instead arises inherently. The first class of systems

for which we develop this approach is microfluidic networks.

Microfluidics typically encompasses the study of fluid behavior when the working volume

of the fluid is on the order of nanoliters and the characteristic length scale is ten to one-hundred

microns [11]. Microfluidics is distinguished from the study of fluids at the macroscopic scale

primarily because fluids behave very differently when confined to small volumes than what our

intuition leads us to expect from our everyday experiences, such as water coming from a faucet.

This behavioral change results from a scaling effect and is predicted from the Navier-Stokes

equations, which generally describe fluid motion [12]. In practice, microfluidics typically refers

to miniaturized networks of channels that transport and process fluids. The channels generally

have a width on the order of 10-1000 microns and the entire network is embedded within a

polymer chip a few centimeters in width. Ever since the invention of microfluidic systems,
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the potential of the technology has been recognized, and yet, a major theme of contemporary

microfluidics literature is that this potential has still not been fully realized [13, 14, 15]. Mi-

crofluidics have promising applications across the fields of physics, chemistry, biology, and

medicine – given that they can be used to isolate systems within a microenvironment with the

added benefit of being able to actively manipulate that environment. Examples of such applica-

tions include trapping single cells within different media, precisely combining small quantities

of chemical reagents, investigating the effects of drug candidates on different cell types, and

performing point-of-care diagnostic testing [16].

A common property of microfluidic systems is that the flows through the channels are lam-

inar — viscous damping typically dominates fluid inertia effects. Therefore, many of the non-

linear behaviors commonly associated with fluids, like turbulence, are not present in microflu-

idics. The advantage of this simplified behavior is that flows through microfluidic networks

are predictable and easily modeled in similar fashion to currents in electronic circuits [17, 18].

However, the lack of nonlinear effects leads to the reliance of microfluidics on external con-

trol devices in order to produce complex flow patterns in the network. For example, simple

control capabilities, such as switching the direction of flow through specific channels or ampli-

fying changes in flow rates, generally require actuation from multiple external pumps, which

are themselves operated by computers. This dependence on external devices much larger than

the microfluidic network itself, thus, inhibits the potential scalability and portability of the tech-

nology [19, 15].

Efforts to develop built-in flow control mechanisms in microfluidics have been on-going

over the past 20 years. The most common approach is to construct microfluidic networks from

flexible materials that deform under pressure [20, 21, 22, 23]. Then, nonlinear fluid-structure
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interactions are utilized as flow control mechanisms. Generally, two partially over-lapping net-

works separated by a thin membrane are used. One network transports the working fluid, while

the other is pressurized with air, which deflects the membrane and manipulates the working

fluid flow. Nonetheless, these networks still rely on external actuation of the control layer net-

work and have other drawbacks originating from the flexible materials used. These materials:

i) have high variability in their stiffness, and thus networks are difficult to replicate; ii) cannot

withstand high driving pressures; and iii) may not be chemically compatible with the desired

working fluid [13]. For these reasons, microfluidic systems are still primarily restricted to use in

a laboratory setting, which contrasts with the original vision of the ‘lab-on-a-chip’ technology.

In this thesis, we first demonstrate a new way of designing microfluidic networks with built-

in flow control mechanisms that do not rely on external actuation nor on flexible components.

By recognizing the critical role of nonlinearity in existing control approaches (e.g., nonlinear

pump actuation or elastic effects), we develop strategies to enhance nonlinear fluid dynamical

effects in laminar flows. We do so by designing the geometry of the network so as to amplify

fluid inertia effects, which are the general source of nonlinear behavior in incompressible fluids.

We then demonstrate how these nonlinear effects can be harnessed so as to manipulate flows

throughout the network. For example, we show how the direction of flow through a pre-specified

internal channel in a network can be switched solely by changing the single driving pressure

and provide a systematic approach to scaling this behavior to large, complex networks. We

also design networks in which bistable flow states emerge and give rise to spontaneous flow

rate oscillations, hysteresis, signal amplification, and negative conductance transitions. All of

these behaviors directly result from nonlinear fluid mechanical phenomena, which themselves

manifest from interactions between flows through different channel segments of the network. In
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contrast to the modular design of microfluidics (which is the approach used for microelectronic

circuits), our work illustrates how desired behaviors can emerge in the dynamics of the system

as a whole.

We also establish a fluid analog of Braess’s paradox in microfluidic networks. Braess’s

paradox is an apparent paradox first discovered in the context of traffic networks, in which

Dietrich Braess found that under certain conditions traffic flow through a network of roads can

be increased by, counter-intuitively, removing specific roads in the network [24, 25]. Since

then, this phenomenon has been realized in real traffic grids, and analogs of it have been found

in economic, electronic, and mechanical systems [26, 27, 28, 29]. Here, we show that the

flow rate driven through a microfluidic network by a fixed pressure difference can be increased

by removing a channel from the network. This behavior arises as a direct consequence of

the nonlinear fluid mechanical effects mentioned above. Although instantiations of Braess’s

paradox in fluid networks have been previously suggested [30, 31], we show the first realization

supported by the combination of theory, simulations, and direct experiments.

In another context of harnessing nonlinear dynamics in a fluid system, we present a new

form of particle levitation. Generally speaking, particles that are denser than a fluid move in

the direction gravity or in the general direction of the fluid flow. We discover a system in which

heavy particles that are 10–1000 times denser than the fluid may be levitated against both the

force of gravity and the direction of the flow. In this new form of fluid dynamical levitation,

the dynamics of interacting vortices can trap particles within the fluid and transport them in any

direction. This behavior arises as a result of the nonlinear interaction between the vortices as

well as the nonlinear motion of the particles in the flow. The particles have finite size and mass

and therefore behave as inertial particles in that they do not necessarily follow the streamlines of
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the flow [32], which facilitates the capture of the particles by the vortices. Indeed, increasing the

gravitational force on the particle has the counter-intuitive effect of increasing the probability of

the particle being captured and levitated by the vortices. The discovery of this phenomena may

be used to understand the transport of ocean sediment and sea sprays as well as have potential

application in industrial filtering processes.

The research topics discussed thus far have focused on exploiting nonlinear effects to de-

sign systems that exhibit specific behaviors. As another part of this thesis, we investigate how

the symmetry of a system can also be manipulated to induce desired properties. This work is

inspired by the phenomenon of asymmetry-induced symmetry (AIS), which was first character-

ized in the Motter research group in 2016 [33]. A system is said to exhibit AIS if the structure of

the system that stabilizes the system state (i.e., dynamics), must have less symmetry than that of

the state. In other words, the symmetric state of a system is only stable if the system structure is

asymmetric. The context AIS was first formulated in was coupled oscillator networks, in which

the synchronized state of the system (i.e., symmetric dynamics of all oscillators) of symmet-

rically coupled oscillators was only stable if each oscillator had different internal parameters

[34, 35, 36].

Another way to view AIS is as the converse of spontaneous symmetry breaking. Sponta-

neous symmetry breaking events underlie a vast array of phenomena across physics and occur

when a system suddenly transitions to a new state that no longer possesses the symmetries of

the laws governing the system [37, 38, 39]. In other words, the stable solution to the dynamical

equations of a system are less symmetric than the equations themselves. Here, we present new

scenarios of AIS in continuous systems by demonstrating how spontaneous symmetry breaking

events may be avoided (or delayed) by introducing physical system asymmetries. We consider
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two classical classes of instabilities: the formation of waves on the surface of a vibrated fluid

and the buckling transition of a loaded column.

The formation of waves on the surface of a fluid that undergoes vertical oscillatory driving

is a classic example of parametric resonance. Although the fluid system is uniformly driven, at

critical amplitude and frequency combinations, the symmetric (i.e., flat surface) state becomes

unstable and standing waves with a characteristic wavelength form on the surface of the fluid

[40, 41]. This is one example of spontaneous symmetry breaking. We show how this instability

can be suppressed by altering the substrate of the fluid container. By making the substrate peri-

odic (or random) instead of flat, regions of the driving frequency-amplitude parameter space that

were previously unstable become stable. That is, by breaking the symmetric system structure

(i.e., using a non-flat substrate) the symmetric flat surface state is stabilized.

A second system that exhibits a classic example of spontaneous symmetry breaking is a

loaded column. Columns are structures made to support externally applied loads as well as

their own weight. From everyday experience we know that applying too large of a load on

a column can cause it to buckle. A cylindrical column is a system with infinite rotational

symmetry that experiences uniform compression from external loading. When it buckles, the

column transitions to a new state that does not reflect either its initial symmetry or the symmetry

of the loading. Thus, buckling is another manifestation of spontaneous symmetry breaking. The

maximum load a column can withstand before buckling is the so-called critical buckling load,

which is a function of the geometry and material properties of the column. Previous research

has shown that for a column of fixed length and volume, the optimal distribution of mass along

the column axis is not uniform [42, 43]. For example, columns that have clamped endpoints

can support larger loads if they are thicker in the center and tapered towards the ends. Here we
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explore how reducing the symmetry of the shape of the column cross section can increase the

critical buckling load. Under certain constrained conditions, the optimal cross-sectional shape

does not possess any rotational symmetries. Therefore, we demonstrate how the symmetric,

unbuckled state of the column can be stabilized for previously unstable loads by systematically

introducing asymmetry into the column structure. Finally, we show how this mechanism of AIS

may be exploited in natural structures in the context of botanical morphologies.

The structure of this thesis follows that of the introduction. Chapters 2 through 4 focus

on microfluidic networks, Chapter 5 presents our results on dynamical particle levitation, and

Chapters 6 and 7 describe new findings of AIS in continuous systems. We conclude the thesis in

Chapter 8 with an outlook on potential future lines of research inspired by the results presented

here.
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CHAPTER 2

Braess’s paradox and programmable behavior in microfluidic networks

Microfluidic systems are now being designed with precision to execute increasingly com-

plex tasks. However, their operation often requires numerous external control devices due to the

typically linear nature of microscale flows, which has hampered the development of integrated

control mechanisms. We address this difficulty by designing microfluidic networks that exhibit

a nonlinear relation between applied pressure and flow rate, which can be harnessed to switch

the direction of internal flows solely by manipulating input/output pressures. We show that

these networks exhibit an experimentally-supported fluid analog of Braess’s paradox, in which

closing an intermediate channel results in a higher, rather than lower, total flow rate. The har-

nessed behavior is scalable and can be used to implement flow routing with multiple switches.

These findings have the potential to advance development of built-in control mechanisms in

microfluidic networks, thereby facilitating the creation of portable systems that may one day be

as controllable as microelectronic circuits. This research was conducted in collaboration with

Yifan Liu, Jean-Régis Angilella, István Kiss, and Adilson E. Motter [44].

2.1. Motivation

Microfluidics’ promise to operate as autonomous microscale networks where fluids can be

transported, mixed, reacted, separated, and processed is no longer limited by experimental fab-

rication challenges but instead by difficulties to create built-in controls [45, 19, 18]. The devel-

opment of the modern microelectronics that form the basis of computer microprocessors was
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ultimately determined by the creation of integrated circuits, with all components fabricated on

the same substrate. Microfluidics have already reached a level of integration in which networks

with thousands of components, including control devices, are built on a single compact chip.

However, in contrast with electronic integrated circuits, existing on-chip fluid control devices

still need to be actuated externally. For example, microfluidic circuits fabricated from flexible

polydimethylsiloxane (PDMS) can now incorporate a large number of control valves, which

nevertheless have to be operated using a control fluid through a control layer that lays on top of

the working fluid network [21, 46]. As a result, microfluidics are still predominantly controlled

by external hardware despite significant efforts over the past twenty years to develop systems

with new control schemes [23, 47, 48, 49, 50]. The construction of systems that forgo the cur-

rent reliance on external hardware is crucial to further the development of portable microfluidic

systems for pressing applications, ranging from point-of-care diagnostics and health monitoring

wearables to analysis kits for field research [51, 52, 53, 16]. To achieve this goal, we need to

develop next-generation integrated circuits in which not only the control devices but also the

operation of those devices is integrated on-chip. The development of such a level of integration

has been fundamentally limited by the fact that, at the microscale, fluid flows tend to respond

linearly to pressure changes and thus cannot be easily amplified or switched.

Here, we explore new physics that emerges by combining network theory and fluid mechan-

ics to induce nonlinear behavior in microfluidics and effectively create a passive two-terminal

flow-switch device that is entirely operated on-chip, directly by the working fluid. Previous

work that has achieved built-in control capabilities (often externally actuated), including os-

cillatory flows [22, 14, 54, 55] and flow rate regulation [56, 57], generally relied on flexible

membranes and surfaces. Microfluidics with such flexible components require flows with very
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low Reynolds numbers—a regime in which the fluid inertia, and thus the only nonlinear term

of the Navier-Stokes equation for incompressible fluids, becomes negligible. This has led re-

searchers to often discount the potential effects of fluid inertia on the flows (as reviewed, for

example, in Refs. [58, 11]). Recent work has shown, however, that inertial forces can serve as a

powerful on-chip tool to manipulate microfluidic dynamics locally [59, 60], including shaping

streamlines [61, 62], mixing fluids [63], and directing particles [64, 65]. Here, we present a

built-in mechanism to direct flows that: i) does not require any flexible components, and is thus

suitable for flows at moderate Reynolds numbers (at which fluid inertia is non-negligible); ii)

is designed to amplify inertial effects by incorporating properties of porous media; iii) can be

used for non-local fluid routing and manipulation of output patterns. Our construction is suit-

able for implementation using rigid materials because the system-level response to input/output

pressures can be programmed into the network structure by combining fluid inertia effects with

network design.

Figure 2.1a shows a schematic representation of a microfluidic system with the fundamental

network structure we consider. It consists of five segments arranged as two parallel channels

connected by a linking channel, where the inlets are kept at a common pressure Pin and the out-

lets are held at a common lower pressure Pout. One of the outlet channels is modified to generate

a nonlinear pressure-flow relationship, which is achieved by introducing an array of cylindrical

obstacles. Our principal results are supported by theory, simulations, and experiments, and they

show that we can: 1) induce a flow direction switch through the linking channel solely by vary-

ing the pressure difference between the inlets and outlets; 2) identify a pressure difference above

which the total flow between the inlets and outlets increases upon closing the linking channel;

3) predict a negative conductance transition in the system when the linking channel is equipped
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Figure 2.1. Microfluidic system schematics. a, Microfluidic network consist-
ing of two parallel channels, joined by a linking channel, that connect high- and
low-pressure fluid reservoirs. Solid gray circles represent stationary cylindrical
obstacles. The labels denote pressures (P ), channel lengths (L), and flow rates
(Q), with arrows indicating the positive flow direction. b, Generic multiswitch
microfluidic network consisting of an array of parallel channels interconnected
by multiple linking channels. A subset of channel segments contain cylindrical
obstacles. Flow is driven through the network by a single pressure difference
(Pin − Pout).

with an offset fluidic diode. For the behavior described in (3), an increase (decrease) in pres-

sure leads to a discontinuous decrease (increase) in the flow rate between terminals, which is a

property that has been sought using flexible diaphragm valves [66] and is analogous to negative

compressibility transitions previously observed in certain classes of engineered materials [28].

The counter-intuitive behavior described in (2), on the other hand, is formally equivalent to the

so-called Braess paradox originally established for traffic networks [24, 25], where closing a

shortcut road has the possible effect of increasing net traffic flow. Our system can be interpreted
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as a passive device, in which the flow switch described in (1) is controlled through pressures

on the working fluid itself, thereby facilitating integration. We demonstrate such integration by

considering larger microfluidic networks, as illustrated in Fig. 2.1b, which incorporate multiple

linking channels and are thus capable of exhibiting multiple flow switches. Flows through these

networks are driven by a single pressure difference and yet can be designed to exhibit a variety

of flow states by programming the pressure at which each flow switch occurs. We consider

a network with multiple flow switches to be programmable if the channel dimensions can be

chosen so that each individual flow switch occurs at a predefined driving pressure.

2.2. System design and nonlinearity

We consider conditions under which all channel segments have the same width w, the work-

ing fluid is water, and all surfaces (including obstacles) have no-slip boundaries. We assume,

without loss of generality, that the pressure Pout at the outlets is zero, and consider two con-

ditions for the driving pressure Pin at the system inlets. Under one condition, total pressure

is controlled and the two inlets open directly into the high-pressure reservoir. Under the other

condition, static pressure is controlled and the inlets are connected to the reservoir by pressure

regulators. Total pressure is the sum of static pressure and dynamic pressure, where dynamic

pressure is defined as 1
2
ρv2 for a fluid with density ρ and velocity v. The distinction between

these boundary conditions is often neglected in the microfluidics literature when the Reynolds

number is less than one [17], but it can become important for larger Reynolds numbers (even

though the flow remains laminar) [67]. We examine two network configurations of the system

in Fig. 2.1a: the connected configuration, in which the two parallel channels are allowed to

exchange fluid through the linking channel; and the disconnected configuration, in which the
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linking channel is closed or removed. In our theoretical analysis and simulations, the flows are

assumed to be two dimensional, yet the main results carry over to three dimensions, as verified

in our experiments.

For a straight microfluidic channel, with no obstacles, of length L � w, a plane Poiseuille

flow is an excellent approximation to the steady-state solution of the Navier-Stokes equations in

two dimensions. The Poiseuille flow yields a linear relation between the total volumetric flow

rate per unit depth Q and the pressure drop ∆P along the channel,

(2.1) −∆P =
12µL

w3
Q,

where µ is the dynamic viscosity of the fluid. To induce deviations from this linear regime, we

consider the effect of introducing multiple stationary obstacles in the channel. Figure 2.2a,b

shows simulations of the Navier-Stokes equations for a channel with ten cylindrical obstacles

of radius r = w/5 placed non-uniformly and separated by a distance of approximately 6r

(Appendix A). We observe recirculation regions forming near the obstacles for sufficiently large

Reynolds number Re ≡ 2ρQ/µ. No unsteady flow due to vortex shedding is observed for Re

of up to 400, as expected for systems with highly confined obstacles [68]. The recirculation

regions first appear forRe of order 10 and their number and size depend onRe. These localized

structures are hallmarks of fluid inertia effects (and thereby of nonlinearity). We investigate

how fluid inertia effects compound to impact the total flow rate by performing simulations

across moderate values of Re when different numbers of obstacles are present. We find that a

nonlinear relation between the pressure drop ∆P and flow rate Q = µRe/2ρ emerges as soon

as obstacles are introduced and that the nonlinearity becomes more pronounced as the number

of obstacles is increased (further details provided in section 3.4 and Fig. 3.6a).
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Figure 2.2. Development of nonlinear flow. a, b, Simulated flow in a channel
with obstacles (white circles), showing no recirculation for low Re (a) and sig-
nificant recirculation near the obstacles for larger Re (b). c, d, Experimentally
observed flows around the obstacles (grey circles), visualized using pictures of
fluorescent particles (shown in pink). The particle tracks trace the underlying
flow structure, confirming the development of recirculation regions (white ar-
eas) as Re is increased from low (c) to moderate values (d). e, f, Experimentally
measured relation between pressure loss andRe for a channel with (e, red curve)
and without (f, blue curve) obstacles. The dashed line in e is a reference to guide
the eye and indicates an approximately quadratic relation between pressure loss
and flow rate.

The nonlinearity we observe in the relation between ∆P andQ conforms to the well-known

Forchheimer effect in porous media, which characterizes flow through many interconnected

microchannels where local inertial effects at the points of interconnection are non-negligible,

even for creeping flow [69, 70, 71]. This relation takes the form −∆P = αµLV + βρLV 2,

where α is the reciprocal permeability and β is the non-Darcy flow coefficient, both depending

solely on the system geometry, and V is the average fluid velocity. In two dimensions, V =
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Q/w and the Forchheimer equation can be written as

(2.2) −∆P =
αµ2L

2ρw
Re+

βµ2L

4ρw2
Re2.

Porous-like structures have been used both to study non-inertial effects in microfluidics, such as

droplet formation [72] and viscous fingering [73], and to study inertial effects in larger systems

[74]. It is interesting that, in our system, inertial effects arise at the microfluidic scale even for a

much smaller number of obstacles than the typical number in porous-like materials. Indeed, in

agreement with the nonlinear relation in equation (2.2), we find an excellent linear fit between

−∆P/Re and Re for a channel with ten obstacles, and we validate the fit by predicting flows

through the same channel for a fluid with a different viscosity (further details provided in section

3.4 and Fig. 3.6b).

The physical mechanism giving rise to this nonlinearity is the increase in flow recirculation

and velocity gradients for larger Re, as evidenced in Fig. 2.2a,b for Re = 1 and 220. To test the

impact of the inertial effects in realistic systems, we perform experiments using microchannels

fabricated from stiff PDMS (hardened by curing), which were designed to have approximately

square cross-sections to minimize deformation (Appendix A). Figure 2.2c,d shows experimen-

tal evidence of the increase in the number and size of the recirculation regions with Re, in

agreement with our simulations. An approximately linear relation between −∆P/Re and Re

and thus an approximately quadratic relation between −∆P and Q for a channel containing

twenty obstacles is shown in Fig. 2.2e, which contrasts with the constant relation measured for

a channel without obstacles in Fig. 2.2f. Through additional experiments we confirmed that
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similar relations hold for channels constructed from materials with both higher rigidity (SU-

8 photoresist) and lower rigidity (Flexdym) than the stiff PDMS (further details provided in

section 3.6 and Fig. 3.8).

2.3. Switching and Braess’s paradox

We incorporate the channel segment with obstacles characterized above into a network by

considering the microfluidic system presented in Fig. 2.1a. We take the common static pressure

Pin at the inlets to be the controlled variable in the system. The total flow rate through the

network is now simply the sum of the flows at the outlets (Q4 + Q5). In Fig. 2.3, we present

results for this system from direct simulations of the steady-state solutions of the Navier-Stokes

equations. As Pin is increased from zero, the flow rate through the linking channelQ3 is initially

positive before changing direction and becoming negative once a critical pressure, defined as

P ∗in, is reached (Fig. 2.3a). This flow switch results from the nonlinear change in pressure

loss along the channel segment containing obstacles, which causes a change in the sign of the

pressure difference along the linking channel ∆P21 (approximately P2 − P1) as the flow rate

through the system increases with Pin. We define QC to be the total flow rate for the connected

system configuration andQD to be the total flow rate for the disconnected system configuration,

where both are regarded as functions of Pin. All data in Fig. 2.3a is expressed as a percentage

of QC .

Figure 2.3a shows ∆Q ≡ QC − QD for a range of applied pressures Pin. Intuition may

suggest that ∆Q is positive for all values of Pin because the linking channel in the disconnected

system can be considered to have an infinite fluidic resistance, while for the connected system

configuration the resistance of the linking channel is finite. Hence, reducing the resistance of
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Figure 2.3. Braess’s paradox, flow switch, and negative conductance transi-
tions. a, Simulation results for the connected and disconnected configurations
of the system for a range of inlet pressures Pin. The flow rates are presented as
a percentage of the total flow rate through the connected system, QC , where we
adopt the sign convention for the flow directions as defined in Fig. 2.1a. The flow
through the linking channel switches direction at the critical pressure Pin = P ∗in,
which coincides with the onset of negative ∆Q that marks the occurrence of
Braess’s paradox. b, c, Simulation results for the system with an offset fluidic
diode incorporated into the linking channel, where the polarity of the diode is
indicated in the inset network schematics. As the pressure ∆P21 passes a thresh-
old value (positive in b and negative in c), the system passively transitions from
the connected to the disconnected configuration. For one polarity of the diode,
this results in a negative conductance transition for Pin > P ∗in (b), whereas for
the opposite polarity it results in a positive and a negative conductance transition
for Pin < P ∗in (c).

any component of the system may seem to imply that the total flow rate should increase for

fixed Pin. We observe, however, that ∆Q becomes negative for Pin above the critical pressure

that marks the flow switch, P ∗in, meaning that an open linking channel between the parallel

channels results in a lower total flow rate. Figure 2.3a also shows that the flow rate through the

channel segment with obstacles,Q4, remains largely unchanged between the two configurations.

Therefore, the difference in the total flow rate exists primarily in the difference in Q5, and Q3

acts as a controlling variable of Q5.
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The observation of a lower total flow rate for the connected configuration compared to

the disconnected configuration for fixed Pin is a manifestation of a fluid analog of Braess’s

paradox. Indeed, if we consider the disconnected system driven by an inlet pressure Pin > P ∗in,

the addition of the linking channel can result in a significant decrease in the total steady-state

flow rate (as large as 10% in our simulations). The value of the critical pressure P ∗in depends,

of course, on the dimensions of the channels, but we find that the onset of Braess’s paradox and

the flow switch always occur at the same pressure for the range of parameters investigated. We

obtain similar results for Braess’s paradox and flow switching when instead the total pressure is

controlled at the inlets (further details provided in section 3.3).

Our observation of Braess’s paradox and flow switching has the potential to lead to addi-

tional control features when existing microfluidic components are integrated into our system.

For example, consider an offset fluidic diode [75], which can be idealized as closed for pressure

differences below a predefined threshold and open above the threshold. Figure 2.3b,c shows

results from simulations that incorporate one such diode with each of the two polarizations

into the linking channel, where the state of the diode (open/closed) is governed by the pressure

difference ∆P21. In both cases, controlling the driving pressure can induce negative fluidic

conductance transitions, where an increase in Pin leads to an abrupt decrease in the total flow

rate (and a decrease in Pin leads to an abrupt increase in flow rate). A negative conductance

transition is predicted for any positive diode threshold (Fig. 2.3b) and another one is predicted

for a negative diode threshold between zero and the observed minimum of ∆P21 (Fig. 2.3c).

In the latter case, a small positive conductance transition is also predicted, which follows from

the non-monotonic behavior of the flow rate Q3 (and thus of ∆P21); the flow rate Q3 initially

increases and then decreases (i.e., ∆P21 passes through a minimum) as Pin is increased from
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0 to P ∗in (Fig. 3.3). Note that the pressure difference ∆P21, and thus the opening and closing

of the diode, is indirectly controlled by varying Pin. These transitions can be seen as a conse-

quence of flow switching and Braess’s paradox, in which the transition from the connected to

the disconnected configuration is passive.

2.4. Experimental results

We performed experiments to validate our predictions of flow switching and Braess’s para-

dox in a network with dimensions typical of microfluidics. A schematic of the experimental

apparatus is presented in Fig. 2.4a, where an open/close valve is used to implement the ad-

dition/removal of the linking channel (Appendix A). To visualize the switch in flow direction

through the linking channel, we drive red- and blue-dyed water into the two inlets using a com-

mon pressure source. With the valve open, a flow switch is observed at a critical driving pressure

P ∗in in the range of 5–10 kPa, as demonstrated in Fig. 2.4a by images of the flows through the

channel junctions at the end points of this pressure range. (The switching behavior has no re-

liance on the valve, as explicitly shown in Fig. 3.9, but this setup is convenient for allowing us

to study flow switching and Braess’s paradox using the same chip.)

A confirmation of Braess’s paradox in this system is shown in Fig. 2.4b for driving pres-

sures above P ∗in, as observed in our simulations. The measured total flow rate is higher when the

linking channel valve is closed than when it is open, thus demonstrating the paradox, and the

magnitude of the paradox is observed to be larger for higher driving pressures. A break down

of how the flow rate changes in channel segments 4 and 5 individually is shown in Fig. 2.4c,d.

Closing the valve causes the flow rates through both channels to increase, which is in agreement

with direct simulations and is yet another striking aspect of Braess’s paradox in this system,
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Figure 2.4. Experimental observation of flow switch and Braess’s paradox.
a, Experimental setup of the system presented in Fig. 2.1a and flow tracking im-
ages at the junctions. An air-pressure pump is used to equally pressurize two
vials containing red and blue dyed water, respectively, where each vial is con-
nected to one of the system inlets. The linking channel is equipped with an
open/close valve and channel 4 contains 20 obstacles. Images of the dyed flows
through the junctions are shown for Pin below (5 kPa) and above (10 kPa) the
flow switching pressure P ∗in, where the flow directions are indicated by the ar-
rows. b, Total flow rate (Q4 +Q5) when the linking channel valve is “Open” and
“Closed” for two different driving pressures above P ∗in. c, d, Break down of the
total flow rate into Q4 (c) and Q5 (d) for the two states of the valve. The plotted
flow rates are averages derived from time series data, and the error bars indicate
one standard deviation. The observed increase in the total flow rate when the
valve is closed is direct evidence of Braess’s paradox.

since it is at first intuitive to expect that Q5 would decrease when the in-flow from the linking

channel is switched off. Time series of the flow rates measured as the linking channel is se-

quentially opened and closed further illustrate the transitions underlying the paradox (as shown

in Fig. 3.10).

Our experiments correspond to scenarios in which the total pressure is controlled at the

inlets. The experimental results are in full qualitative agreement with simulations performed

under the same pressure boundary conditions (further details provided in section 3.3). This il-

lustrates the robustness of the phenomenon, given that our simulations are in two dimensions
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and three-dimensional effects are expected to be significant in the experiments. Thus, our report

of Braess’s paradox in microfluidic networks is consistently supported by both simulations of

the Navier-Stokes equations and direct experiments. We note that different aspects of the para-

dox have been considered in fluid networks, but only for macroscopic (i.e., non-microfluidic)

systems and while modeled by ad hoc flow equations [30, 76, 31]. Analogs of the paradox

have also been studied in several other areas, including electrical, mechanical, biological, and

contemporary traffic networks [26, 27, 29, 77]. These examples show that Braess’s paradox

is a potentially general network phenomenon, which has remained unexplored in microfluidic

networks.

2.5. Network model

We now characterize the microfluidic system in Fig. 2.1a with an analytic model that cap-

tures the flow properties observed in our simulations and experiments. The model is constructed

as follows: (i) we consider the pressure at the inlets Pin to be in the vicinity of P ∗in; (ii) we ap-

proximate the pressure-flow relation through the linking channel as Q3 = κ(γP1 − P2), where

κ is the channel conductivity and γ is a free parameter allowing for an effective pressure differ-

ence; (iii) the flow equation for each other channel segment without obstacles is written as in

equation (2.1), where−∆P is the pressure drop along the segment and L is the segment length;

(iv) for the channel segment with obstacles, we take the flow equation to be in the form of equa-

tion (2.2) (with Re expressed as 2ρQ/µ); (v) we include the most dominant term resulting from

minor pressure losses at the channel junctions [78, 79]. We model the contribution of the latter

as an additive term K(Q3/Q1)f(Q5) to the equation of channel segment 5, where the scaling

factor f and the coefficient K are increasing functions for Pin ≥ 0 such that f(0) = K(0) = 0.
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Therefore, the model consists of five pressure-flow relations, in addition to two flow conser-

vation equations at the junctions: Q3 + Q2 −Q4 = 0 and Q3 + Q5 −Q1 = 0. When the static

pressure is controlled at the inlets, the only nonlinearity that exists in the model comes from

the Forchheimer term due to the presence of obstacles and the minor loss term. The model can

also be adapted for when total pressure is controlled by taking the static pressure at each inlet

to be Pin − ρQ2/2w2, where Pin now denotes total pressure. However, the dynamic pressure

term ρQ2/2w2 is often negligible in real microfluidic systems because of the high pressures

needed to drive fluid though the channels. Indeed, in our experiments, the dynamic pressure

near P ∗in was smaller than the static pressure by two orders of magnitude and smaller than the

pressure loss due to the Forchheimer effect by one order of magnitude. This can also be seen in

Fig. 2.2f, where a constant relation between Re and ∆P/Re is measured. Details of the model

are presented in section 3.1.

Several results are obtained from this model for Pin> 0, as assumed here. First, if β = 0

(i.e., the quadratic term is zero in equation (2.2)) when the static pressure is controlled or the

dynamic pressure is negligible, then flow switching does not occur, in agreement with direct

simulations (further details provided in section 3.5). Second, when β > 0, a steady-state so-

lution can be found satisfying Q3 = 0 provided a geometric condition is satisfied, which for

γ = 1 simplifies to

(2.3) L1 <
12L2L5

αw2L4

= L∗.

This solution identifies the critical pressure P ∗in. Third, for flow rates in the linking channel, the

model predicts that a variation δQ3 is negatively related to a variation δPin around P ∗in. This

indicates that Pin above (below) P ∗in results in a negative (positive) flow rate through the linking
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channel. The first result implies that, in our experiments, the Forchheimer effect is necessary

to achieve a flow switch. The second and third results, which hold even for when dynamic

pressure is non-negligible, show that this model captures the flow switching behavior observed

in the simulations and experiments.

Figure 2.5 shows the model prediction in equation (2.3) validated against direct simula-

tions of the Navier-Stokes equations. The pressure at which the flow switch occurs tends to

0 as L1/L
∗ approaches 1 from below, and Q3 is negative for any positive inlet pressure when

L1/L
∗ > 1. This result is found both when the static (Fig. 2.5a) and when the total (Fig. 2.5b)

pressure is controlled and shows that the analytic model agrees quantitatively with our findings

above. In predicting the precise pressure at which the flow switch occurs, the conductivity of

the linking channel, κ, is inconsequential. However, the prediction is sensitive to the parameter

γ. Thus, we treat γ as a fitting parameter to predict the pressure at which the flow switch occurs,

as indicated by vertical lines in the figure. The resulting predictions are in excellent agreement

with simulations when static pressure is controlled (Fig. 2.5a). The predictions when total pres-

sure is controlled are less accurate (Fig. 2.5b), likely as a result of not including entrance length

effects in the model, which would account for the development of the parabolic velocity profile

characteristic of a Poiseuille flow.

The model also predicts Braess’s paradox as observed in our experiments and simulations.

Specifically, under the condition that equation (2.3) is satisfied and dynamic pressure is small

(or static pressure is controlled), the model predicts the paradox to occur for δPin > 0 if and

only if

(2.4) K ′(0)βf

(
a

β

)
> c,
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Figure 2.5. Model prediction of flow switching. a, b, Simulated flow rate
through the linking channel (symbols) for different values of L1 when control-
ling static pressure (a) and total pressure (b). In agreement with the prediction in
equation (2.3), a flow switch occurs only when L1/L

∗ < 1. The vertical lines in-
dicate the model prediction of P ∗in for the curves with corresponding color. The
values of the free parameter γ used for the static and total pressure controlled
cases are 1.02 and 0.99, respectively.

where a and c are positive parameters and prime denotes derivative. If total pressure is con-

trolled and dynamic pressure terms are included, the paradox is also predicted for δPin > 0

provided that a relation similar to equation (2.4) is satisfied (details for both cases are presented

in section 3.2). The dependence of condition (2.4) on β and K ′(0) underlines the crucial role of

nonlinearity and minor losses in giving rise to Braess’s paradox in our experiments, and shows

in particular that minor losses have to be sufficiently large. Indeed, if the effect of minor losses

is neglected, a form of Braess’s paradox is still predicted to occur, but only for δPin < 0, which

is inconsistent with our simulations and experiments; moreover, the predicted relative magni-

tude of the effect would then be two orders of magnitude smaller than the one we observe in

our experiments and simulations (further details provided in section 3.2).

The result in equation (2.4) also highlights a fundamental difference between microfluidic

and electronic circuits, namely that minor losses (i.e., significant energy losses associated with
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interactions between circuit components) do not have direct analogs in common electronics.

Given the central role played by such losses in equation (2.4), we posit that this difference might

be the reason why no equivalent of the Braess paradox effect we present has been observed

in electronic networks, even though aspects of it have [26]. Motivated by this realization, we

further investigated the impact of interactions between channel segments by varying the junction

angles to show that the paradox can be further enhanced by manipulating the minor losses

(further details provided in section 3.3).

2.6. Networks with multiple programmed switches

The system considered thus far can be generalized to create larger microfluidic networks

with multiple flow switches. That is, networks with multiple disjoint channel segments in which

the flow initially in one direction can be individually “switched” to move in the opposite direc-

tion through the manipulation of one driving pressure alone. In our design, the linking channel

plays the role of a switch (and can be referred to as such). Figure 2.1b shows the multiswitch

generalization of the network in Fig. 2.1a, which incorporates multiple linking channels and a

subset of channel segments with obstacles. We experimentally demonstrate an instantiation of

a six-switch network that exhibits flow switching in all linking channels (as presented in sec-

tion 3.8). Multiswitch networks can be designed by extending the network model presented

above.

One such network with ten linking channels is presented in Fig. 2.6a. By marking each

inlet flow with a different color, we show that a variety of patterns can form in the outlet flows

(colored circles in Fig. 2.6). The specific pattern at an outlet depends on the order in which

the flow switches occur as Pin is varied. The network model for larger systems is constructed



39

by combining pressure-flow relations for each channel segment with flow rate conservation

equations for each junction. For a given set of channel dimensions, the value of Pin for which a

specific flow switch occurs can be determined through the addition of a constraint to the model

that enforces the flow through the corresponding linking channel to be zero. Then, the design

of a network for which each flow switch occurs near a target value of Pin can be achieved

through optimization of a chosen subset of channel segment dimensions. Depending on which

dimensions are allowed to be adjusted in the optimization procedure, the desired relative order

of the switches can be achieved exactly, and the final set of switching pressures can be very close

to the target ones (often< 5% difference), where the former is expected to be more important in

applications. Further details on the design of multiswitch networks are presented in section 3.7.

As illustrated in Fig. 2.6, eleven different internal flow states and seventeen unique color

combinations at the outlets are possible for the switching sequence realized in Fig. 2.6b. Fig-

ure 2.6c,d shows the agreement between the model predictions of these internal flow states

(and thus the corresponding output patterns) and results from direct simulations of the Navier-

Stokes equations for the flow rates through the linking channels as Pin is varied. This variety

of states and outputs is achieved with only three channel segments containing obstacles and is

parameterized by a single control variable—the driving pressure Pin. Moreover, the switching

is implemented solely through the working fluid, which differs from existing approaches that

rely on flexible valves and additional control flows [22]. Thus, multiswitch networks exhibit

several properties exploitable in the design of new controllable microfluidic systems.

More generally, for a multiswitch network with nc horizontal channels interconnected by

nl linking channels, the number of possible internal flow states is nl + 1 if each linking chan-

nel exhibits a flow switch. In addition, the possible number of unique color combinations in
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the outlet flows is nc(nc + 1)/2 if each inlet flow is marked with a different color. All color

combinations can be realized over the set of all switching sequences, provided that there exists

flow paths allowing mixing of every set of k adjacent colors for k ranging from 1 to nc. The

myriad of states possible in such multiswitch networks underlies their ability to process inputs

into multiple outputs and thus to support various applications.

These applications may include implementing different mixing orders of chemical reagents

and devising schemes for the parallel generation of mixtures with tunable concentrations. We

also expect other functionalities to arise when time-dependent flows are considered in the net-

works we present. While dynamic flows were not explored here, previous work has demon-

strated how other nonlinear interactions can be harnessed in microfluidic networks to produce

oscillatory flows and perform on-chip processing [54, 55]. In particular, multiswitch networks

could be coupled in series with oscillatory pressure and/or flow sources and used, for example,

to synthesize complex time-dependent output flow compositions.

2.7. Discussion

The flow switch, negative conductance, and Braess paradox established in this study are

all emergent behaviors of common origin resulting from interactions between different parts of

the system. The most important interaction takes place between the nonlinear channel and the

linking channel. Here, the nonlinearity is directly determined by the fluid inertia effects that

give rise to velocity gradients in the obstacle wakes. This nonlinearity, which we model as a

Forchheimer effect in a porous media, can be enhanced and manipulated through the placement

of obstacles and has the advantage of not being reliant on flexible components, fluid compress-

ibility, or dedicated control flows. However, nonlinearity arising though other physical means,
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such as flow-induced deformation of flexible channels [80, 81], may also be potentially used to

achieve (or enhance) the above phenomena and can be explored using our network model by

incorporating alternative nonlinear equations. The onset of Braess’s paradox is marked by the

flow switching pressure, above which the increased resistance of the nonlinear channel causes

the flow to be routed in the negative direction through the linking channel. The negative con-

ductance transition is also determined by (and always possible in the presence of) a continuous

switch of flow directions. Thus, these fluid dynamical effects can be harnessed to build flow

control mechanisms that are coded into the network structure.

Here, we considered the scenario in which the inlets and the outlets are (separately) held

at the same pressure, rendering the network a two-terminal system in all cases, since this is

the most stringent scenario for flow manipulation. If a multi-terminal system is configured by

allowing the pressures at each of the inlets (and/or outlets) to be varied independently, then

the effects we presented may be further enhanced. In this work, we showed how nonlinear

channels can be positioned in microfluidic networks to program a series of flow switches that

generate multiple flow states. Our results demonstrate an approach for routing and switching in

microfluidic networks that only relies on fluid dynamical mechanisms, thus responding to the

call for design strategies that allow diverse microfluidic systems to be assembled from a small

set of core components [19, 82].

Finally, while we focused on boundary conditions in which the inlet pressures are controlled,

it would be natural to explore in future research the scenario in which the controlled variables

are the inlet flow rates. We anticipate, for example, that the negative conductance transitions

are then converted into pressure amplification (pressure release) transitions in which the inlet-

outlet pressure difference increases (decreases) abruptly at the transition point; in particular, an
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increase in the driving flow rate can result in abrupt reduction in pressure loss. Accordingly,

the Braess paradox is also expected to take a complementary form in which closing the linking

channel causes the inlet-outlet pressure difference to drop. Incidentally, it is this complementary

form of Braess’s paradox that has been previously established for electric circuits [26], thus

suggesting a new correspondence between electronic and microfluidic circuits.
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Figure 2.6. Flow patterns in a multiswitch network. a, Schematic of ten-
switch network. Fluids of different colors are driven to each inlet by a common
static pressure source, Pin. The outlets are labeled by O1–O6 and the linking
channels by 1–10. The arrows indicate the flow direction through each link-
ing channel and multicolored circles schematically indicate the fluid composi-
tion at each outlet for an initially low Pin. The segment lengths are denoted by
ai, bi, ci, d, e, and f , where the segments with obstacles are marked with gray
circles. b, Patterns of outlet flows for the network programmed with a chosen
switching sequence as Pin is increased. Each column of colored circles denotes
the outlet flows after the corresponding flow switch occurs, where mixing be-
tween different colored fluids is assumed to occur when passing through the
same channel segment. c,d, Model predictions (c) and simulation results of the
Navier-Stokes equations (d) for the flow rate through each linking channel for a
network designed to exhibit the switching sequence in b. The flow rates are la-
beled according to the channels in a and are divided into two sets (top and bottom
panels) for clarity. Positive flow rates correspond to flow in the upward direction
in a, and each flow switch occurs when the corresponding curve crosses the hor-
izontal axis. The segment dimensions that give rise to the particular switching
order in b-d are reported in Table 3.1. All twenty-one possible outlet flow color
combinations are realized between the switching sequence presented here and
those in Fig. 3.11.



44

CHAPTER 3

Theory and experiments for microfluidic networks

Here, we present the details of the theoretical model used in the previous chapter to predict

Braess’s paradox and switching in microfluidic networks. We also show additional experimental

demonstrations of nonlinear flow behavior, Braess’s paradox, and multiswitch networks. This

research was conducted in collaboration with Yifan Liu, Jean-Régis Angilella, István Kiss, and

Adilson E. Motter [44].

3.1. Model of fluid system

A network schematic of the system in Fig. 2.1a is shown in Fig. 3.1. The inlets are driven by

a pressure Pin relative to a constant static pressure Pout at the outlets, which is taken to be zero

without loss of generality. The system includes two internal channel junctions, corresponding

to pressures P1 and P2. All channels have width w, and the length of each segment is denoted

by L. The pressure loss along the linking channel is considered below (minor pressure losses

due to the internal junctions are considered in section 3.2). For all other obstacle-free channels,

the pressure loss will be approximated by the Poiseuille law in two-dimensions:

(3.1)
−∆P

L
=

12µ

w3
Q,
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where µ is the dynamic viscosity. For the channel segment with obstacles, we make use of the

Forchheimer equation:

(3.2)
P2 − Pout

L4

=
αµ

w
Q4 +

βρ

w2
Q2

4,

where ρ is the fluid density, and α and β are parameters determined using direct numerical

simulations.

L2

L5L1

L3

Q2 P2

Q1

Q3

Q5P1

Pin

Pin Pout

Pout

L4

Q4

Figure 3.1. Network representation of the system in Fig. 2.1a. The flow rate
through each segment is indicated by Q, the channel lengths by L, the pressures
by P , and the positive flow directions by arrows.

In order to simplify the equations used to describe this system, we first define the non-

dimensional pressure P , flow rate Q, and channel length L as

(3.3) P =
P

ρν2/w2
, Q =

Q

ν
, L = 12

L

w
,

where ν = µ/ρ is the kinematic viscosity. Here, we used that Q has the dimensions of ν in

two-dimensional flows. The pressure loss equations then take the simpler form

(3.4) −∆P = L Q
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in obstacle-free channels, and the form

(3.5) P 2 − P out =
1

12
L4(αQ4 + β Q

2

4)

for α = αw2 and β = βw in the channel with obstacles.

Going forward, all variables are considered to be non-dimensional, unless stated otherwise.

The bars over the non-dimensional variables will be omitted for brevity. We use index i to

indicate 1, 2, 3, 4, 5 and, in the case of P , to also indicate in and out. Moreover, we focus on

solutions for with Pin > 0 (for both the static and the total pressure at the inlets).

Flow switching under controlled static pressure. When the static pressure is the controlled

variable at the inlets, all Pi are taken to be static pressure values. The non-dimensional model

is composed of the pressure loss equations for the five channel segments together with the flow

rate conservation equations at the two internal junctions. The resulting set of equations reads

Pin − P1 − L1Q1 = 0,(3.6)

Pin − P2 − L2Q2 = 0,(3.7)

P1 − Pout − L5Q5 = 0,(3.8)

P2 − Pout −
1

12
L4(αQ4 + βQ2

4) = 0,(3.9)

Q3 − κ(γP1 − P2) = 0,(3.10)

Q3 +Q2 −Q4 = 0,(3.11)

Q3 +Q5 −Q1 = 0,(3.12)
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where the parameter κ in equation (3.10) is the hydraulic conductivity of the linking channel

and the parameter γ allows for an effective pressure difference that governs Q3. Given the

comparatively short length and wide width of the linking channel, κ may deviate from 1/L3

and will generally depend on the dimensions of the linking channel. Similarly, γ may deviate

from 1 because the magnitude and direction of the flow through the linking channel may be

offset from those predicted by the point pressures (P1 and P2) due to the finite size of the

junctions. As shown in Fig. 3.1, we consider the static pressure at the inlets Pin to be equal

(and assumed to be tunable). Similarly, the outlets are connected to a common low-pressure

reservoir (Pout = 0, as noted above).

By setting X = (P1, P2, Q1, Q2, Q3, Q4, Q5)T , equations (3.6)-(3.12) take the form

(3.13) G(X, Pin) = 0,

where G : R7×R→ R7. By adding the constraint γP1 = P2 (equivalent to setting Q3 = 0) to

the system G, we can determine the critical value Pin = P ∗in at which the flow switch through

the linking channel occurs. In Fig. 2.5, we used γ to fit the model prediction of P ∗in to simulation

results. For all discussion that follows, we take γ = 1 to simplify the analysis. In solving for the

flow switching point, we note that zero for all variables is always a solution, but this solution is

trivial in that it corresponds to no flows through the system. A solution for P ∗in > 0, and thus

Xj > 0 for all j 6= 5 (X5 = Q3 = 0), can be found only if

(3.14) L1 <
12L2L5

αL4

.

Equation (3.14) is the non-dimensional counterpart to equation (2.3) and provides a geometric

restriction on the system that must be satisfied in order to observe a switch in the flow direction
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through the linking channel for a strictly positive driving pressure Pin. Otherwise, the flow rate

Q3 is negative for all Pin > 0. When the condition in equation (3.14) is satisfied, the expression

for P ∗in takes the form

(3.15) P ∗in =
F1(α)

β
,

and the total flow rate at P ∗in is

(3.16) Q1 +Q2 = Q4 +Q5 =
F2(α)

β
,

where F1(α) and F2(α) are polynomial functions of α with coefficients that depend on the

channel segment lengths, and β is a property of the channel segment containing obstacles. This

dependence on β highlights the importance of the Forchheimer effect for flow switching in the

linking channel (see the coefficient of the quadratic term in equation (3.9)).

To analyze the flows through the system near the flow switching point, we consider a small

deviation from the critical pressure by setting Pin = P ∗in +δPin. We then linearize the system by

writing X = X∗+δX, where X∗ is the solution of G(X∗, P ∗in) = 0 and δX is a small deviation.

This leads to

(3.17) DG∗ · δX +
∂G

∂Pin

∣∣∣∣
(X∗,P ∗

in)

δPin = 0,

where the quadratic terms in δX and δPin have been removed and DG∗ is the Jacobian matrix

of G evaluated at (X∗, P ∗in). The derivative of G with respect to pressure Pin is simply given

by ∂G
∂Pin

= e1 + e2, where ej is the j-th coordinate unit vector. To verify that the flow through

the linking channel indeed switches directions at (X∗, P ∗in), we solve equation (3.17) for the



49

variation in Q3:

(3.18) δQ3 = −eT5 DG∗−1(e1 + e2) δPin,

where DG∗ is verified to be invertible for the parameters we simulate. Explicit calculation of

equation (3.18) yields

(3.19) δQ3 = − A(α)κ

B(α)κ+ C(α)
δPin,

where A(α), B(α), and C(α) are polynomial functions of α with coefficients that only depend

on the lengths of the channel segments. It can be shown that A, B, and C are strictly positive

if equation (3.14) is satisfied. We therefore observe that increasing the inlet pressure above

the critical point P ∗in forces the fluid to flow in the negative direction (δQ3 < 0), whereas for

Pin < P ∗in, the flow rate through the linking channel is positive, which indicates a switch in the

direction of flow through the linking channel at P ∗in.

Flow switching under controlled total pressure. When the total pressure is controlled at the

inlets, we can consider the inlets of the system in Fig. 3.1 to be directly connected to a common

pressurized reservoir. We now take Pin to be the pressure of the reservoir and thus the total

pressure at the inlets. Then, the non-dimensional static pressure at the inlet of channel segment

1 can be expressed as Pin − 1
2
Q2

1 and the static pressure at the inlet of channel segment 2 as
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Pin − 1
2
Q2

2. Now, the model near the flow switching point can be written as in equations (3.6)-

(3.12), but with equations (3.6)-(3.7) replaced by

Pin −
1

2
Q2

1 − P1 − L1Q1 = 0,(3.20)

Pin −
1

2
Q2

2 − P2 − L2Q2 = 0.(3.21)

We perform analysis similar to that done above and recover the same condition established

in equation (3.14) for the existence of a (physical) solution for P ∗in > 0, which is now the total

pressure at which a flow switch occurs. We also find the variation in Q3 around P ∗in to be

(3.22) δQ3 = − κ

Ã κ+ B̃
δPin,

where Ã and B̃ are functions that depend on α, β, and the channel segment lengths, but are both

positive for the range of parameters we use. Therefore, we see that the flow through the linking

channel changes direction at the critical point (X∗, P ∗in), which is analogous to the result from

equation (3.19) for the static pressure controlled case.

3.2. Accounting for minor losses

The Reynolds number of the flows through the microfluidic system in Fig. 3.1 can be of

the order of 100 to 1000 under the conditions of our study. Fluid inertia effects are therefore

expected to be present, and additional pressure losses at channel junctions, also called minor

losses, should be considered. The flow rates through channel segments 1 and 5 are an order of

magnitude higher than flow rates through the other channels and an extra loss term should be

added to equation (3.8) to account for minor losses in segment 5 due to the junction with the

linking channel. This minor loss is expected to scale linearly with the average flow velocity
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(Q5/w in dimensional values) at low Re and quadratically at high Re. Here, we use a general

formulation to model the minor losses in segment 5, where the coefficient of the scaling factor

(usually found empirically) depends on the ratio of the combining or diverging flows[78]. The

pressure loss equation for channel segment 5, now including a minor loss term, is

(3.23)
P1 − Pout

L5

= Q5 −K
(
Q3

Q1

)
f(Q5),

where the scaling factor f(Q5) and the coefficientK(Q3/Q1) are increasing functions for Pin ≥

0 such that f(0) = K(0) = 0. The latter is consistent with the physical condition of having

no minor losses when there is no flow through the linking channel. The inclusion of this minor

loss term in equation (3.8) does not alter the condition in equation (3.14) for P ∗in > 0 and

the associated flow switch. But minor losses are determinant for the emergence of Braess’s

paradox, as shown next, both when the static pressure and when the total pressure is controlled

at the inlets.

Condition for Braess’s paradox under controlled static pressure. We modify our model for

the static pressure controlled case by replacing equation (3.8) with equation (3.23). Now, the

function G used to define our model in equation (3.13) takes the form

(3.24) G(X, Pin) = AX + B− 1

12
L4βX

2
6 e4 + L5K

(
X5

X3

)
f(X7) e3,

where A is the matrix containing the coefficients of the linear terms in equations (3.6)-(3.7),

equation (3.23), and equations (3.9)-(3.12), and B = (Pin, Pin,−Pout,−Pout, 0, 0, 0)T is a

vector containing the imposed static pressures at the inlets and outlets.
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The Jacobian of G at any point X, with quadratic terms removed, reads

DG = A− 1

6
L4βX6 e4 ⊗ e6 + L5K

(
X5

X3

)
f ′(X7) e3 ⊗ e7

−L5
X5

X2
3

K ′
(
X5

X3

)
f(X7) e3 ⊗ e3 +

L5

X3

K ′
(
X5

X3

)
f(X7) e3 ⊗ e5,

(3.25)

where v ⊗ u ≡ vuT indicates the outer product of v and u, and primes denote derivatives. At

the critical point (X∗, P ∗in), by construction, Q3 = X5 = 0 and K(0) = 0, and thus the Jacobian

reads

(3.26) DG∗ = A− 1

6
L4βX

∗
6 e4 ⊗ e6 +

L5

X∗3
K ′(0)f(X∗7 ) e3 ⊗ e5.

We have checked that this matrix is non-singular for the range of parameters used here.

We use ∆Q = QC −QD to denote the difference between the total flow rates (Q4 +Q5) for

the connected (QC) and disconnected (QD) system configurations. Similarly, we designate the

difference in individual channel flow rates between the two configurations by ∆Qi = Qi,C −

Qi,D. Under a small variation δPin around the flow switching point P ∗in, at which QC = QD and

Qi,C = Qi,D, we have

(3.27) ∆Q = δQC − δQD,

(3.28) ∆Qi = δQi,C − δQi,D.

To find ∆Q, we use the fact that δQC = δQ4,C+δQ5,C and that δQD can be calculated by taking

the limit of δQC when κ→ 0 (i.e., the limit of infinite resistance for the linking channel). After
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explicit calculation using equation (3.26), we find

(3.29) ∆Q = κδPin

b1(α)− b2(α)K ′(0)βf(a1(α)
β

)

a2(α) + a3(α)κ+ a4(α)κK ′(0)βf(a1(α)
β

)
,

where the ai(α) and bi(α) are polynomials of αwith coefficients that only depend on the channel

segment lengths and are positive when equation (3.14) is satisfied. We therefore conclude that,

when equation (3.14) is satisfied, Braess’s paradox occurs for δPin > 0, as observed in our

Navier-Stokes simulations and experiments, if and only if

(3.30) K ′(0)βf

(
a1

β

)
>
b1

b2

,

where the presence of β and K ′(0) highlight the crucial role of nonlinearity and minor losses.

Equation (3.30) indicates that if Q5 is sensitive enough to the flow through the linking channel

(i.e., K ′(0) is large enough), then the paradox will manifest itself. The compound interaction

between the nonlinearity arising from the obstacles and minor losses is further illustrated by the

relative magnitude of ∆Q/QC near P ∗in, where QC = F2(α)/β from equation (3.16).

The difference in the total flow rate, ∆Q, can also be broken down into the differences in

Q4 and Q5. We find

(3.31) ∆Q4 = −κδPin
c1(α)

c2(α) + c3(α)κ+ c4(α)κK ′(0)βf(a1(α)
β

)
,

(3.32) ∆Q5 = κδPin

g1(α)− g2(α)K ′(0)βf(a1(α)
β

)

g3(α) + g4(α)κ+ g5(α)κK ′(0)βf(a1(α)
β

)
,
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where, similarly, the ci(α) and gi(α) are polynomials of α with coefficients that only depend on

the channel segment lengths and are positive when equation (3.14) is satisfied. Equations (3.31)-

(3.32) show how minor losses impact the flow rates at each of system outlets (as discussed in

section 3.2).

Condition for Braess’s paradox under controlled total pressure. For the scenario in which

total pressure is controlled at the inlets, we again substitute equation (3.23) for equation (3.8)

to define our model in equation (3.13) with G now in the form

(3.33) G(X, Pin) = ÃX + B̃− 1

12
L4βX

2
6 e4 −

1

2
X2

3 e1 −
1

2
X2

4 e2 + L5K

(
X5

X3

)
f(X7) e3,

where matrix Ã = A includes the coefficients of the linear terms in equations (3.20)-(3.21),

equation (3.23), and equations (3.9)-(3.12), and vector B̃ = (Pin, Pin,−Pout,−Pout, 0, 0, 0)T

accounts for the total pressure at the inlets and static pressure at the outlets.

At the critical point (X∗, P ∗in), again K(0) = 0, and the Jacobian reads

(3.34) DG∗ = Ã− 1

6
L4βX

∗
6 e4 ⊗ e6 −X∗3 e1 ⊗ e3 −X∗4 e2 ⊗ e4 +

L5

X∗3
K ′(0)f(X∗7 ) e3 ⊗ e5.

Performing similar analysis to that done above, we find

(3.35) ∆Q = κδPin
b̃1 − b̃2K

′(0)f(ã1)

ã2 + ã3κ+ ã4κK ′(0)f(ã1)
,

where ãi and b̃i are functions that can depend on channel lengths Li, parameter α, and parameter

β, and they are positive for the range of parameters we consider. We therefore conclude that
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Braess’s paradox occurs for δPin > 0 if

(3.36) K ′(0)f(ã1) >
b̃1

b̃2

,

similarly to the case when static pressure is controlled.

Prediction of Braess’s paradox in model without minor losses. We now elaborate on the need

to account for minor losses in order to predict Braess’s paradox as observed in our experiments

and simulations. The model prediction of Braess’s paradox near P ∗in, while neglecting minor

losses and under static pressure control, can be found directly from equation (3.29) by removing

the minor loss terms. Specifically, we have

(3.37) ∆Q = κδPin
b1(α)

a2(α) + a3(α)κ
.

Therefore, the paradox is predicted to exist for δPin < 0. We show in Fig. 3.2a the predictions of

Q3 and ∆Q for the network used in Fig. 2.3a when minor losses are not included in the model

by numerically solving equations (3.6)-(3.12). Braess’s paradox is predicted to occur at Pin

below P ∗in with a relative magnitude of less than 0.1%. We also show in Fig. 3.2b the predicted

difference in each Q4 and Q5 between the connected and disconnected systems. Above P ∗in,

removing the linking channel results in a small increase in Q4 and a slightly larger decrease

in Q5, thus resulting in a small net decrease in the total flow rate (Q4 + Q5). This directly

contrasts with the simulation results in Fig. 2.3a, where the paradox is observed for Pin above

P ∗in in which the removal of the linking channel results in a significant increase in Q5.

To further determine how the inclusion of minor losses in the model alters the prediction of

the paradox occurring above or below P ∗in, we consider the difference inQ4 andQ5, individually,

between the connected and disconnected system configurations near P ∗in. By removing minor
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a b

Figure 3.2. Model prediction of Braess’s paradox without minor losses. a,
Flow rate through the linking channel Q3 and difference in total flow rate ∆Q =
QC − QD between the connected and disconnected system configurations as a
percentage of QC . Braess’s paradox is only predicted for a range of Pin below
P ∗in (specifically, the range where ∆Q is negative). b, Differences in Q4 and Q5

between the connected and disconnected configurations. Positive values indicate
that the quantity is larger for the connected system configuration. Above P ∗in,
removing the linking channel causes Q4 to increase by a small amount and Q5 to
decrease by a slightly larger amount. Hence, Braess’s paradox is not predicted
for Pin > P ∗in. The dimensions of the channels used here are the same as those
used in Fig. 2.3. For the linking channel, we estimate the hydraulic resistance as
12µL3/w

3 and take γ = 1.03.

loss terms from equations (3.31)-(3.32), we find

(3.38) ∆Q4 = −κδPin
c1(α)

c2(α) + c3(α)κ
,

(3.39) ∆Q5 = κδPin
g1(α)

g3(α) + g4(α)κ
.

Several conclusions follow immediately from equations (3.38)-(3.39). First, for a small increase

in the driving pressure above P ∗in (i.e., δPin > 0), we predict ∆Q4 to be negative whether minor

losses are accounted for or not. This implies that removing the linking channel at Pin slightly

above P ∗in, leads to an increase in Q4. Second, with minor loss terms neglected, we expect



57

∆Q5 to be positive for δPin > 0. This is in accordance with Fig. 3.2b, in which removing

the linking channel at Pin > P ∗in results in a decrease in Q5. However, this contrasts with the

result in equation (3.32), where we see that ∆Q5 is negative for δPin > 0 if K ′(0)βf(a1(α)
β

) >

g1(α)/g2(α). That is, if minor losses are large enough, removing the linking channel (and thus

removing the minor losses themselves) can result in an increase in bothQ4 andQ5 for Pin > P ∗in,

which is consistent with our simulation and experimental results.

3.3. Supplemental simulation results for Braess’s paradox

Flows under controlled static pressure. In analyzing the extent of Braess’s paradox as a

function of Pin, two representations of the data are natural. One is the representation adopted

in Fig. 2.3a, in which the flow rates are shown as percentages of the total flow rate for the

connected system configuration, QC . This accommodates the fact that the total flow rate varies

significantly with pressure, and therefore expresses the relative magnitude of the paradox. In

Fig. 3.3, we visualize the same data in dimensional values of the flow rates. This representation

is useful, for example, for confirming that Q3 initially increases as a function of Pin, which is

not directly evident from Fig. 2.3a.

We also consider how the geometry of the linking channel may influence the extent of

Braess’s paradox in the system presented in Fig. 2.1a. In Fig. 3.4, we show the difference in the

total flow rate through the connected and disconnected system configurations for networks in

which the linking channel joins the parallel channels at different angles. This geometric change

to the system slightly shifts the critical switching pressure P ∗in (which may be accounted for in

the model by adjusting the value of γ in equation (3.10)), but does not alter the emergence of
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L

Figure 3.3. Braess’s paradox under controlled static pressure. Simulation
results for the connected and disconnected system configurations in dimensional
form. This figure corresponds to Fig. 2.3a, which shows the same data plotted
as a percentage of the total flow rate QC .

the paradox near P ∗in. Moreover, at higher pressures, the magnitude of the paradox may even be

enhanced when the junctions with the linking channel deviate from a straight T-junction.

Flows under controlled total pressure. In the previous chapter, the discussion on the simu-

lation results focuses mainly on the scenario in which a common static pressure is controlled

at the inlets. This is physically achievable by connecting a pressure regulator to each inlet and

then connecting the system to a pressurized reservoir. In our experiments, the system channels

directly connect to the pressurized reservoir without intermediate pressure regulators. In this

case, the total pressure at the inlets is being controlled and is indeed equal to the pressure of

the reservoir. Our simulations show that the results carry over, as shown in Fig. 2.5 for the

occurrence of flow switching both when static pressure is controlled and when total pressure is
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Figure 3.4. Braess’s paradox for different linking channel geometries. Com-
parison of flows between the connected and disconnected system configurations
for controlled static pressure when the linking channel connects the two par-
allel channels at different angles. The inset schematic illustrates the network
structure and defines the angle θ. Crossing points on the x-axis were verified to
correspond to the critical switching pressure for flow through the linking channel
(not shown). The case θ = 0 is the same system as in Fig. 2.3a, and the lengths
of the channel segments L1, L2, L4, and L5 are the same for each θ. The length
of the linking channel is (0.1/ cos θ) cm.

controlled. We performed additional simulations to verify that the same holds true for Braess’s

paradox itself. Figure 3.5 confirms that the paradox persists in the total pressure controlled case

and that the onset of the paradox occurs at the flow switching point P ∗in, just as was seen in the

static pressure controlled case. In addition, there do exist some specific differences between the

static and total pressure controlled scenarios. When static pressure is controlled, there is little

difference in the flow rate through the channel with obstacles, Q4, between the cases in which

the linking channel is open and closed. However, when total pressure is controlled, Q4 and Q5

increase in approximately equal magnitude when the linking channel is closed for Pin > P ∗in,
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as was observed in our experiments (Fig. 2.4c,d). Also, as a percentage of QC , the flow rate

through the linking channel is significantly larger and the magnitude of the paradox is smaller

when total pressure is controlled than when static pressure is controlled (Fig. 3.5a). The lat-

ter point makes our conclusions stronger, since our experiments verified the predicted Braess

paradox effect for the pressure boundary conditions under which the effect is weaker.
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Figure 3.5. Braess’s paradox under controlled total pressure. Comparison
of flow rates through the connected and disconnected configurations when the
total pressure is controlled at the inlets. a, Flow rates plotted as a percentage
of the total flow rate QC . b, Dimensional values of the flow rates shown in a.
Panels a and b are the counterparts of Fig. 2.3a and Fig. 3.3, respectively, where
static pressure is controlled. The dimensions of the channels are the same as for
Fig. 2.5 with L1 = 0.25 cm.

3.4. Simulation results for channel with obstacles

In Fig. 3.6a, we show how the relation between ∆P and Re for a straight channel changes

when obstacles are present. The nonlinearity of the relation increases with the number of ob-

stacles and we relate this observed nonlinearity to the Forchheimer effect commonly found in

porous media. One of the properties of the Forchheimer relation in equation (2.2) is that the

coefficients α and β only depend on the geometric structure of the system and not on properties
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of the working fluid. We verify that this property also carries over to our system in Fig. 3.6b.

First, we fit the relation between Re and −∆P/Re to determine α and β for a channel with

ten obstacles. Then, we use these coefficients to predict the same relation for the same channel

when a working fluid with a different viscosity is used. The excellent agreement between the

prediction and the simulations confirms that α and β are not dependent on the fluid properties.

We also observe that as the flow rate is reduced to an Re below O(1), inertial effects become

negligible and the relation between Re and −∆P/Re plateaus to a constant value (Fig. 3.6c).
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Figure 3.6. Nonlinearty in flow through a channel with obstacles. a, Simu-
lation results of the relation between Reynolds number and pressure loss for a
channel with varying numbers of cylindrical obstacles (indicated next to each
curve). The simulations are performed with a water-like fluid (kinematic vis-
cosity ν = 10−6 m2/s). b, Relation between Re and −∆P/Re for the channel
with ten obstacles (same data shown in a) is fit with a straight line (dashed line).
Simulation results are indicated by symbols. The fitted parameters, α and β,
are used to predict the same relation for flow through the same channel but for
a fluid with ν = 5 × 10−7 m2/s (continuous line). c, Relation between Re and
−∆P/Re for the ten-obstacle channel in a at lower values of Re. The flattening
of the relation as Re approaches zero shows that the pressure-flow relation is
approximately linear for Re ≤ O(1). In all panels, the lengths of the channels
are 1.25 cm, and the fitted parameters in b are α = 1.62 × 108 m−2 and β =
570 m−1.
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3.5. Simulation results for linking channel in the absence of obstacles

An important model prediction for the static pressure controlled case is that when all pres-

sure loss equations are linear (i.e., β = 0), there is no strictly positive pressure Pin at which

the flow rate through the linking channel is zero (i.e., Q3 = 0, which would indicate a flow

switching point). This implies that nonlinearity is necessary for the observed flow switching

effect. We test this prediction using simulations of the connected system configuration but with

the obstacles removed from channel segment 4 in Fig. 3.1. Figure 3.7a,b shows the flow rate

through the linking channel both when static pressure and when total pressure is controlled at

the inlets. We see that, indeed, no switch in the direction of flow through the linking channel is

observed.

0 500 1000 1500 2000
Inlet static pressure, P in (Pa)

0.00

0.01

0.02

0.03

0.04

0.05

0.06

Li
n
k 

fl
o
w

 r
a
te

,
Q
3

Pin

0 500 1000 1500 2000
Inlet total pressure, (Pa)

0.00

0.01

0.02

0.03

0.04

0.05

0.06a b

Li
n
k 

fl
o
w

 r
a
te

,
Q
3

LL

Figure 3.7. Flow through linking channel for system without obstacles. a,
b, Simulation results for flow rate through the linking channel in the absence
of obstacles in channel segment 4 when the controlled variable Pin is the static
pressure (a) and total pressure (b). We observe no change in flow direction for
either case for the range of pressures considered. Following the labels in Fig. 3.1,
the dimensions of the channels used in a are L1 = 0.17, L2 = 0.85, L3 = 0.1,
L4 = 1.25, and L5 = 1.0; in b the dimensions used are L1 = 0.25, L2 = 3.0,
L3 = 0.1, L4 = 1.25, and L5 = 1.4 (all in units of cm).
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3.6. Supplemental experimental results for channel with obstacles, flow switching, and

Braess’s paradox

The observed nonlinear pressure-flow relation for a channel containing obstacles is essential

for programming a flow switch in the linking channel. To confirm inertial effects in the flow

around the obstacles as the source of the nonlinearity, we experimentally measure the pressure-

flow relation for channels constructed from materials with higher and lower rigidity than the

PDMS composition used in the experiments presented in Fig. 2.2e,f. In Fig. 3.8, we show the

resulting relations between Re and −∆P/Re for channels fabricated from Flexdym and SU-8

photoresist (both with and without obstacles), as well as extended data from the PDMS channels

presented in Fig. 2.2e,f. The Flexdym and SU-8 photoresist channels both have approximately

the same geometry and dimensions as the PDMS channels. The SU-8 photoresist has a Young’s

modulus three orders of magnitude larger than that of the PDMS and is thus highly rigid, while

Flexdym has a Young’s modulus three times smaller than that of the PDMS. In agreement with

the results for the PDMS channel, the measurements for both Flexdym and SU-8 photoresist

channels show linear dependence of −∆P/Re on Re for channels with obstacles and no de-

pendence on Re for channels without obstacles. These results provide additional support for

the conclusion that the approximately quadratic relation between −∆P and Re for a channel

with obstacles arises from inertial effects in the flow around the obstacles.

We also note that the flow switching behavior has no reliance on the manual valve used in

the setup of Fig. 2.4. We experimentally demonstrate the flow switch explicitly using a system

with a linking channel without a valve in Fig. 3.9.

Finally, in Fig. 3.10 we show further characterization of Braess’s paradox through experi-

mentally collected time series data forQ4,Q5, andQ4+Q5 as the linking channel is sequentially



64

a b

c d

e f

Figure 3.8. Nonlinear flow in Flexdym, PDMS, and SU-8 photoresist chan-
nels. a-f Experimental measurements of flow rate for Flexdym (a, b), hardened
PDMS (c, d), and SU-8 photoresist (e, f) channels with (a, c, e) and without
(b, d, f) obstacles. The range of Re shown in all panels corresponds to approxi-
mately the same range of driving pressure, where the higher values ofRe in b, d,
and f result from the lower hydraulic resistance in the absence of obstacles. The
channel dimensions are the same as those used in Fig. 2.2e-f, within the limits
of experimental realization.

opened and closed for a driving pressure above P ∗in. This supplements the results presented in

Fig 2.4b-d, where we present an experimental demonstration of the paradox as evidenced by

the increase in the average flow rates Q4 and Q5 when the linking channel valve is closed.

Figure 3.10a,b shows clear, consistent transitions from higher to lower flow rates through both

channel 4 and channel 5 each time the linking channel is opened.
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Figure 3.9. Experimental demonstration of flow switching. a, Schematic of
microfluidic network used in Fig. 2.4 without linking channel valve. b, c, Exper-
imental images of flow through the linking channel for Pin below (b) and above
(c) P ∗in for a camera view corresponding to the red-shaded portion in a, where ar-
rows indicate flow directions. All dimensions are the same as in Fig. 2.4, except
for the linking channel, which has length 0.6 cm.

3.7. Designing multiswitch networks

Here, we expand on the details of how larger networks, such as those depicted in Fig. 2.1b,

can be systematically designed to exhibit multiple switches at desired pressures. The model for

a multiswitch network is constructed in the same manner as equations (3.6)-(3.12), whereby a

pressure-flow relation is associated to each channel segment along with conservation equations
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a b c

Figure 3.10. Experimental observation of flow rate impact of linking chan-
nel. a-c, Time series of the measured flow rate through channel 4 (a), through
channel 5 (b), and through the combination of channels 4 and 5 (c). The linking
channel is sequentially opened (white shade) and closed (gray shade) in 30 sec-
ond intervals for Pin maintained at 80 kPa. All channel segment lengths are the
same as in Fig. 2.4, except for the linking channel, which has length 0.6 cm. All
channels have a height of 220µm and a width of 195µm, and the obstacles have
a diameter of 99µm.

for each of the channel junctions. For the purpose of designing multiswitch networks, we con-

sider the pressure-flow relations for all channel segments without obstacles (including linking

channels) to be of the form of equation (2.1). For the segments with obstacles, relations of

the form of equation (3.5) are used. For the ten-switch network in Fig. 2.6a, this amounts to

56 equations, including three nonlinear equations corresponding to the channel segments with

obstacles. For given channel dimensions, the critical switching pressure for a specific linking

channel can be determined by including an additional constraint into the model that enforces

the flow rate through the corresponding linking channel to be zero. The resulting set of 57 equa-

tions can then be solved for the critical switching pressure of the linking channel. This process

is repeated for each linking channel to yield the set of ten driving pressure values for which the

switches occur.
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The design challenge is then to determine the channel segment dimensions such that the

values of Pin at which the flow switches occur correspond to the predefined set of target pres-

sures. If all channel dimensions are specified, the system of equations for large networks can

be solved numerically using a root finding method or least-squares approach. Therefore, to de-

termine the channel dimensions that achieve the set of target pressures, we define a nonlinear

optimization problem whereby the adjustable parameters are a subset of the channel segment

dimensions. The objective function to be minimized is a measure of the distance of the set of

switching pressures from the set of target pressures. This approach can be effective in ordering

the switches over the working pressure range even if the objective function cannot be brought to

zero, which is of relevance since the set of tunable channels in a network can be limited in spe-

cific applications. The approach is suitable for use in general applications, especially given that

achieving the exact predefined switching pressures is expected to be less important in practice

than having the switches occur in the specified order.

In Table 3.1, we present the dimensions of all channel segments and the switching pres-

sures of each linking channel prior to optimization for the ten-switch network in Fig. 2.6. In

addition, we show three sets of targeted pressures (corresponding to the switching sequences

in Figs. 2.6b and 3.11) and the corresponding switching pressures and channel segment lengths

found through optimization. The same initial network structure was used for all optimization

runs. The specific objective function used during optimization is the sum of relative differences

between the actual and target switching pressures for all linking channels in the network. Op-

timization was performed using a Nelder-Mead optimization algorithm and was implemented

through the Python SciPy Optimize library.
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Figure 3.11. Alternative switching sequences for multiswitch network. a,b
Patterns of outlet flows achieved through optimization of the ten-switch network
presented in Fig. 2.6 for two targeted switching sequences. The channel segment
dimensions that give rise to each sequence are presented in Table 3.1.

In designing the multiswitch networks presented in this study, we considered network lay-

outs in which obstacles were placed in the most downstream segment of every-other parallel

channel. Each of the channel segments with obstacles were of the same length and contained

the same number of obstacles, so that α and β did not vary between them. In choosing the tar-

get pressures, we chose higher pressures for all upstream linking channels than all downstream

linking channels, but considered any order otherwise. The resulting number of possible switch-

ing orders is still extremely large: [(nl/m)!]m for a network consisting of nl linking channels

distributed over m layers. In the specific case of Fig. 2.6, we have nl = 10 and m = 2 (one

upstream layer of five linking channels and one downstream layer of five linking channels), thus

yielding 14, 400 distinct switching orders, each corresponding to a different internal flow state.

We note, however, that the optimization method outlined above is applicable to more gen-

eral networks. They can include, for example, designs in which segments with obstacles are

interspersed throughout the network or the coefficients of the Forchheimer nonlinearity are also

considered to be adjustable. While our results demonstrate that the inclusion of obstacles in

only a small subset of channels can result in a very large number of flow states, an even larger
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number of flow switches, and thus flow states, are achievable by simply adding more linking

channels to the network.

Table 3.1. Optimized design of ten-switch network. Top left columns: initial
channel dimensions and switching pressures of the network, where the switch
numbers and parameters are as marked in Fig. 2.6a. Top right columns: tar-
get switching pressures, optimized switching pressures, and optimized channel
dimensions corresponding to the switching order in Fig. 2.6b-d. Bottom left
columns: same as in the top right columns for the target pressures correspond-
ing to the switching order in Fig. 3.11a. Bottom right columns: same as in the
top right columns for the target pressures corresponding to the switching or-
der in Fig. 3.11b. The other (fixed) channel segment lengths are d = 0.475 cm,
e = 0.3 cm, and f = 1.25 cm. In addition, the width of the five upstream and five
downstream linking channels is 2.39×10−2cm and 1.11×10−2cm, respectively;
the width of all other channels is w = 5× 10−2cm.
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3.8. Experimental demonstration and simulation of multiswitch network

In the previous chapter, we discuss the design of microfluidic networks with multiple linking

channels. We have experimentally verified the switching behavior in one such network using

the setup in Fig. 3.12a, which includes six linking channels and two channel segments each

containing twenty obstacles. In this experiment, dyed water is driven into each inlet by the same

pressure source. Images of the flow through all channels are depicted at low (Fig. 3.12b) and

high (Fig. 3.12c) values of the source pressure. At low driving pressure, the flows through the

linking channels are oriented towards the channels containing obstacles. As Pin is increased, the

flow direction through each linking channel switches, resulting in a pattern of flows diverging

from the channels with obstacles.

In Fig. 3.13, we show the internal flow patterns obtained through two-dimensional simula-

tions of a six-switch network, similar to the one used in the three-dimensional experiments. The

same switching behavior is again observed as in the experiments: at low pressures, flows enter

the channels with obstacles through the linking channels, and at high pressures, flows diverge

from the channels with obstacles. This behavior is evident in both the experiments and simula-

tions by observing the difference in the flow compositions of each outlet at low and high driving

pressures. In particular, the flows (at the outlets) with pure blue compositions at low pressure

transition to mixed red/blue compositions at high pressure. Similarly, the flows with mixed

red/blue compositions at low pressure transition to pure red compositions at high pressure.
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Figure 3.12. Experimental demonstration of six-switch network. a,
Schematic of experimental setup, where red- and blue-dyed water is driven into
individual inlets by a common pressure Pin. The shaded rectangle depicts the
camera view. b, c, Images of flows through the network for low (b) and high
(c) driving pressure Pin, where the arrows indicate flow direction. The pie charts
show the flow composition at each outlet, as determined through the proportion
of red and blue pixels extracted from the image along a line perpendicular to the
flow direction (and upstream from the obstacles) for each outlet channel. The
dimensions of the channel segments are a1 = a2 = 0.738, b1 = b2 = 0.515, c1 =
c2 = 4.117, d = 0.195, e = 0.6, and f = 1.25 (all in units of cm). Two chan-
nel segments each contain twenty obstacles (indicated by grey circles in a) with
diameters of 112µm. All channels have a height of 219µm and width of 194µm.
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a
Low pressure

b
High pressure

Figure 3.13. Simulation of six-switch network. a, b, Simulation results of the
Navier-Stokes equations for flow through the network presented in Fig. 3.12a.
Red and blue streamlines show the flows originating from the inlets with the
corresponding colored fluid at low (a, Pin = 1 kPa) and high (b, Pin = 30 kPa)
driving pressures, where the total pressure was controlled at the inlets. The
view of the network corresponds to the shaded rectangle in Fig. 3.12a and the
arrows indicate the direction of flow. The pie charts show the flow compo-
sition at each outlet, as determined through the proportion of the sample of
red and blue streamlines that intersect the cross-section of each outlet channel
(upstream from the obstacles). The dimensions of the channel segments are
a1 = a2 = 0.738, b1 = 0.390, b2 = 0.515, c1 = c2 = 4.117, d = 0.195, e = 0.6,
and f = 1.05 (all in units of cm). Two channel segments each contain twenty
obstacles (indicated by grey circles in Fig. 3.12a) with diameters of 100µm. All
linking channels have a width of 100µm and all other channels have a width of
of 200µm.
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CHAPTER 4

Spontaneous oscillations and negative conductance transitions in

microfluidic networks

The tendency for flows in microfluidic systems to behave linearly poses a challenge for

designing integrated flow control schemes to carry out complex fluid processing tasks. This

hindrance has led to the use of numerous external control devices to manipulate flows, thereby

thwarting the potential scalability and portability of lab-on-a-chip technology. Here, we devise

a microfluidic network exhibiting nonlinear flow dynamics that enable new mechanisms for

on-chip flow control. This network is shown to exhibit oscillatory output patterns, bistable

flow states, hysteresis, signal amplification, and negative conductance transitions, all without

reliance on external hardware, movable parts, flexible components, or oscillatory inputs. These

dynamics arise from nonlinear fluid inertia effects in laminar flows that we amplify and harness

through the design of the network geometry. We suggest that these results, which are supported

by fluid dynamical simulations and theoretical modeling, will inspire development of new built-

in control mechanisms for applications ranging from on-chip clocks and integrated memory to

synchronization. This research was conducted in collaboration with Jean-Régis Angilella and

Adilson E. Motter.

4.1. Motivation

Microfluidic systems—networks of miniature flow channels capable of processing fluids—

are now commonly used in applications ranging from chemical analysis [46] and flow cytometry
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[83] to computing [84] and point-of-care diagnostics [16]. The value of microfluidic networks

is manifest in their utility for manipulating fluid motion with precision. However, such ma-

nipulation is often controlled through the use of external hardware [45, 16, 15]. For instance,

microscopic valves generally need to be actuated by macroscopic, computer-operated pumps

[20], which has impeded development of portable microfluidic systems [16, 15]. The need for

active control stems from the low Reynolds numbers typical of microfluidic flows, whereby

fluid inertia forces are small relative to viscous dissipation, causing flow rate changes to be

linearly related to pressure changes [11]. Thus, it remains challenging to design integrated con-

trol mechanisms that are capable of inducing responsive flow dynamics, such as oscillations,

switching, and amplification, without relying on external actuation.

Nonetheless, significant progress has been made in the development of built-in microflu-

idic controls. State-of-the-art approaches for incorporating passive valves for flow rate regula-

tion generally take advantage of flexible membranes and surfaces to generate nonlinear fluid-

structure interactions [23, 56, 47, 14]. Complex flow patterns and logic operations have been

implemented in such networks, but flexible components can hinder integration, yield to high

driving pressures, and may require polymer materials that are not chemically compatible with

the working fluid [13, 15, 16]. On the other hand, recent appreciation has emerged for the

impact and utility of fluid inertia effects on manipulating local flow dynamics in microfluidics

[59, 60, 85]. It has been shown that even for moderate Reynolds numbers, the formation of

vortices and secondary flows can be exploited for particle segregation [64, 86, 65, 87], mixing

fluids [63, 88, 89], and diverting flow streams [61, 62].

Here, we present a microfluidic network construction that demonstrates new dynamics re-

sulting from fluid inertia, which, importantly, can serve as novel flow control mechanisms and
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facilitate the design of fully integrated microfluidic systems. Our network exhibits: (i) sponta-

neous emergence of persistent flow-rate oscillations for fixed driving pressures; (ii) hysteretic

flow behavior in which more than one set of stable flow rates exist for the same driving pres-

sures; and (iii) negative conductance transitions, whereby an increase (decrease) in the driving

pressure leads to a discontinuous decrease (increase) in the flow rate. These behaviors are inter-

esting in their own right, and are analogous to phenomena found in electronic circuits (although

the mechanisms giving rise to them are fluid-specific and crucially different, as we demonstrate

here). Moreover, the behaviors in (i) and (ii) are paramount for establishing microfluidic logic

systems [90, 47, 84] and timing mechanisms [14, 54], for which they have been generated via

external hardware or through use of elastic components. The counter-intuitive behavior in (iii),

sought previously using flexible diaphragm valves [91, 92], could be used for signal amplifi-

cation and flow switching. Our network does not include flexible components nor relies on

external control devices. Instead, these behaviors arise by structuring the network so that dy-

namic vortices are generated in the flow and nonlinear fluid inertia effects are amplified. The

results presented in this work are derived from simulations of the Navier-Stokes equations and

an analytical dynamical model developed to capture the diverse flow properties of the network.

4.2. Microfluidic network description and simulation results

A circuit schematic of our microfluidic network is shown in Fig. 4.1. The network consists

of five channel segments that are constructed into two parallel paths connected by a transversal

path. Generally, the steady-state relation between the flow rateQ through a microfluidic channel

and the pressure loss ∆P along the channel takes the form ∆P = RQ, whereR is the (absolute)

fluidic resistance of the channel. When R is constant, this relation is analogous to Ohm’s law
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Figure 4.1. Microfluidic network structure. (A) Circuit schematic of the net-
work, where the labels denote pressures (Pi), channel resistances (Ri), and flow
rates (Qi). The inlet and outlet pressures are identified by the superscripts “in”
and “out”, respectively, and the positive flow directions are indicated by arrows.
Two channels exhibit variable (flow-dependent) resistance due to the presence of
obstacles. (B-C) Geometric structure of the chicane (B) and obstacle-laden (C)
channels. The blue curves mark example streamlines and specify flow direction.
The closed streamlines in (B) represent vortices that form near the barriers and
r marks the linear size of the left vortex. (D) Network topology of the circuit in
(A), where the length of each channel segment is labeled by Li.

for electronic resistors [17, 18]. Therefore, we represent the three (straight) channels in the

network that exhibit constant fluidic resistance as linear resistors in the schematic (Fig. 4.1A).

The two remaining channels include either a chicane of blade-like barriers (Fig. 4.1B) or an

array of six cylindrical obstacles (Fig. 4.1C) that induce nonlinear pressure-flow relations and

are represented as nonlinear resistors. As we show below, the obstacle-laden channel serves to

amplify inertial effects and the chicane channel gives rise to oscillations. The lengths of the

channels vary (Fig. 4.1D) but all share a common width w of 500µm. The cylindrical obstacles

have a radius of w/5 and the two barriers, which extend to the center of the chicane channel, are

of thickness w/10. No-slip boundary conditions are assumed at all surfaces, and we consider

the static pressure at the outlets of the system P out to be held at a fixed common value, taken

to be zero. At the inlets, we control either the pressures (P in
1 and P in

2 ) or the flow rates (Q1 and

Q2).
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For the network presented in Fig. 4.1, the individual channel segment lengths, as labeled

in Fig. 4.1D, are: L1 = 0.1, L2 = 0.6, L3 = 0.1, L4 = 1.0, and L5 = 0.5, all in cm. The

cylindrical obstacles in the obstacle-laden channel (Fig. 4.1C) are separated by a distance of

approximately 6w/5. The blade-like barriers in the chicane channel (Fig. 4.1B) are each placed

a distance w/2 from the midpoint of the axis along the channel.

We present the outstanding properties of this microfluidic network through fluid dynam-

ics simulations of incompressible flow in two-dimensions. We consider a water-like working

fluid with density ρ = 1000 kg/m3 and dynamic viscosity µ = 10−3 Pa·s. In microfluidics,

pressure-driven flow is used across a variety of applications [45], whereby the system inlets

are connected to a pressurized fluid reservoir, the outlets are open to atmosphere (or a lower

pressure reservoir), and flow is driven by the resulting pressure gradient. Here, we investigate

the case in which a common static pressure is applied at the inlets, that is P in
1 = P in

2 = P in,

which corresponds to the physical scenario in which the inlets are connected to a high pressure

reservoir through intermediate passive pressure regulators.

Our simulations of the Navier-Stokes equations for incompressible fluid were performed

using OpenFOAM-version 4.1. Meshes of the system geometry were generated using Gmsh-

version 2.9.3, with average cell area ranging from 10 to 70µm2. The pisoFoam and simpleFoam

solvers in OpenFOAM were used for time-dependent and steady-state simulations, respectively.

For simulations where a Dirichlet static pressure boundary condition was used at an inlet/outlet,

a Neumann boundary condition was used to set the gradient of the velocity field to zero in the

direction normal to the inlet/outlet. This combination of boundary conditions results in a fully-

developed velocity profile at the inlet/outlet, and corresponds to the physical situation in which

the channels extend upstream and downstream of the computational domain. Similarly, when
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instead the flow rate was controlled at an inlet, a parabolic velocity profile was specified and a

zero-gradient boundary condition was used for the pressure.

In Fig. 4.2A, we show simulation results of the total flow rate QT = Q1 + Q2 through the

network in Fig. 4.1 over a range of driving pressures, P in, from which we observe two striking

properties. First, for P in within two disjoint ranges, two stable solutions for the total flow rate

exist. Second, a subset of solutions are unsteady and exhibit oscillating flow rates (further de-

tails provided in section 4.4 and Fig. 4.11), despite P in being fixed. In particular, we find that at

a critical value of P in, solutions along the high-flow branch (red symbols in Fig. 4.2A) become

small-amplitude limit cycles. The corresponding amplitudes and periods grow with P in (the

frequency of the oscillations range from 4-20 Hz; see Fig. 4.10), and at a higher critical P in

the limit cycle collides with the unstable branch, thereby destabilizing the high-flow solution

branch. An important property of the oscillating solutions is that the proportions of the flow

rates through different channel segments also become time-dependent (Fig. 4.2B). Bistability

and spontaneous oscillations have been previously studied in fixed-structure microfluidic net-

works when feedback loops are incorporated [93] or when multiple working fluids with different

viscosities are used [94]. However, neither of these mechanisms are required in our system.

The characteristic length scale used in defining the Reynolds numbers of the flows is the

hydraulic diameter of the channels, defined as 4A/P , where A is the area and P is the perime-

ter of the channel cross section (common to all channel segments). In two dimensions, the

hydraulic diameter is 2w and the characteristic velocity used is Q/w. Therefore, we define the

Reynolds number for individual channel segments to be 2ρQ/µ, where Q is the associated flow

rate through the channel.
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P in=240 Pa P in=330 Pa

Figure 4.2. Bistability and spontaneous oscillations. (A) Bifurcation diagram
of total flow rate as a function of the inlet pressure P in, generated from direct
simulations of the network in Fig. 4.1 for P in

1 = P in
2 = P in. There exist stable

high-flow (red) and low-flow (blue) solution branches, separated by an unsta-
ble intermediate-flow branch (black). Oscillating solutions arise spontaneously
along the high-flow branch, where the oscillation amplitude is indicated by the
shaded region. The Reynolds number for flows through the chicane channel and
the obstacle-laden channel are in the range of 14–90 and 80–155, respectively.
The solutions for P in = 180 Pa, marked with a, b, and c, will be used as ref-
erences in comparing with other figures. The unstable solutions are determined
through flow controlled simulations (further details provided in section 4.4 and
Fig. 4.9). (B) Time series of the proportion of flow exiting the obstacle-laden
channel that passes through the chicane channel (Q3/Q4) for two driving pres-
sures that yield oscillatory flows, showing that frequency decreases and ampli-
tude increases as the driving pressure is increased.
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Another outstanding property that arises from the bistability in our system is the possibility

of negative conductance transitions and other sudden transitions in QT that result from small

changes in P in. We characterize these transitions, which occur at the boundaries of the bistable

regions (Fig. 4.2A), by defining (local) fluidic conductance and resistance as C = δQT/δP
in

and its reciprocal, respectively. Here, δ indicates a finite change and P in is the controlled

variable. Therefore, negative conductance and resistance occur when an increase (decrease)

in P in leads to a decrease (increase) in QT . More importantly, our system exhibits transition

points, as shown in Fig. 4.3A, at whichC(δP in) diverges in the limit of small δP in: two points at

which C(δP in → 0) = +∞, corresponding to positive conductance transitions, and two points

at which C(δP in → 0) = −∞, corresponding to negative conductance transitions. Figure 4.3B

shows that related transitions emerge when the flow rate QT , rather than the pressure P in, is

taken as the control variable. In this case, a change in QT can lead to transitions in which P in

changes by a finite amount. In particular, the later includes signal amplification transitions,

which are remarkable transitions in which an infinitesimal increase (decrease) in QT leads to a

finite decrease (increase) in P in. Both the pressure and flow driven transitions reported here are

intimately related to the emergence of hysteresis in the system, which is another consequence of

bistability that has potential applications in the development of systems with built-in memory.

The solutions belonging to the different branches in Fig. 4.2A can be further distinguished

by the flow rates through specific channels as well as the internal flow structure. It is particularly

insightful to examine the streamlines around the complex geometry in the chicane channel, and

the associated flow rate Q3. In Fig. 4.4A, we show the streamlines corresponding to the three

labeled states in Fig. 4.2A. A number of steady vortices are observed in the flow around the

barriers. The sizes of the vortices are correlated and we designate r to be the size of one of
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Signal amplification
transitions

Negative conductance
transitions

A B

Figure 4.3. Hysteresis and negative fluidic transitions. (A) Hysteresis loop
and resulting negative conductance transitions for the network in Fig. 4.1 when
quasistatically increasing (red) or decreasing (blue) the inlet driving pressure.
(B) Counterpart of (A) and resulting signal amplification transitions when qua-
sistatically varying the total flow rate. For the latter, Q1 and Q2 are controlled so
as to maintain equal pressures at the inlets.

them, as labeled in Figs. 4.1B and 4.4A. We use a one-dimensional measure for r, taken to

be the distance from the barrier to the vortex reattachment point along the channel wall. In

Fig. 4.4, B and C, we show that both Q3 and r differ markedly for solutions belonging to

the three branches in Fig. 4.2A and that oscillations simultaneously emerge in these variables

(further details provided in section 4.4 and Fig. 4.11). Notably, solutions along the high- (low)

flow branch in Fig. 4.2A correspond to large (small) values of Q3 and r.

We determine the relationship between r and Q3 by performing simulations in which the

flow rates at both inlets (Q1 and Q2) are controlled. From these simulations we compute r,

Q3, and the pressure loss along the chicane channel ∆P34, where the latter corresponds ap-

proximately to P3 − P4 (Fig. 4.1). In Fig. 4.5, we show relations between these quantities for

sets of simulations in which Q1 is fixed while Q2 is varied. We observe nonlinear relations

between r and Q3 (Fig. 4.5A), between Q3 and the pressure loss along the chicane channel

(Fig. 4.5B), and between r and the fluidic resistance of the chicane channel (Fig. 4.5C). These
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Figure 4.4. Flow structure in chicane channel. (A) Streamlines correspond-
ing to the labeled solutions in Fig. 4.2A show variations in the vortices around
the blade barriers. The size of one of the vortices is denoted by r. (B-C) Bi-
furcation diagrams for Q3 (B) and r (C), corresponding to all simulation results
presented in Fig. 4.2A.

nonlinear relations suggest a coupling between the pressure-flow relation of the chicane chan-

nel and the vortex size. Values for P3 and P4 in Fig. 4.5 were measured by averaging the

pressure sampled across the channel width at a distance 3w/5 downstream of the chicane chan-

nel junctions. We also note that discontinuities arise in the pressure-flow relation for the chicane

channel (Fig. 4.5B) that result from abrupt changes in the vortex size asQ2 is varied (Fig. 4.5A).
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These discontinuities show the emergence of regions where the pressure-flow relation is nega-

tively sloped, which compare to regions of negative differential resistance along current-voltage

curves in electronics (further discussion provided in section 4.4).

B CA

Figure 4.5. Vortex-flow rate interaction. (A-C) Navier-Stokes simulation re-
sults of the network in Fig. 4.1 for fixed values of Q1 as Q2 is increased, from
which we determine the relation between Q3 and r (A), the pressure-flow re-
lation for the chicane channel (B), and the dependence of the chicane channel
resistance on r (C). Transitions are evident at the points of discontinuity in (B),
which can be associated with the points of discontinuity in Fig. 4.3, albeit for
different control and independent variables. The pressures P3 and P4 are ap-
proximated from simulations by averaging pressure values sampled across the
channel width near the chicane channel junctions. The chicane channel resis-
tance is defined as (P3 − P4)/Q3 and is non-dimensionalized by dividing it by
µ/w2.

4.3. Analytical dynamical model

We now construct an analytical model of the system in Fig. 4.1 that characterizes our sim-

ulation results. For unidirectional laminar flow through a straight channel, the general solution

of the Navier-Stokes equations for an incompressible fluid can be approximated as

(4.1) lQ̇ = ∆P −RQ,
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where the dot implies a time derivative and l may be referred to as the fluidic inductance [22].

For a two-dimensional channel of length L, explicit calculation of the fluidic resistance and in-

ductance gives R = 12µL/w3 and l = ρL/w. While Eq. 4.1 is valid under unsteady conditions,

it reduces to ∆P = RQ in the steady state.

One of the assumptions in the derivation of Eq. 4.1 is that all streamlines of the channel

flow are straight, which causes the nonlinear inertial terms in the Navier-Stokes equations to

vanish. Streamlines in the chicane channel clearly violate this assumption (Fig. 4.4A) and

nonlinear effects are therefore expected to be present. Indeed, we observe an approximately

quadratic relation between the chicane channel resistance, R3, and the vortex size, r, for 60 <

r < 400µm (Fig. 4.5C). To construct an approximate dynamical equation for Q3, we use the

form of Eq. 4.1 with the constant resistance replaced by a function of r. Specifically, we take

R3(r) = 12µ(Lb + γ(r − rb)2)/w3, where Lb serves as a base component of the resistance, γ

is a constant coefficient of the variable component that depends on the vortex size, and rb is

the vortex size that minimizes the resistance (from Fig. 4.5C, rb ≈ 150µm). With this added

dependence on r, we must also account for the dynamics of the vortex size. The steady-state

relation between Q3 and r found through flow-controlled simulations (Fig. 4.5A) can be well

fit by a cubic equation of the form Q3 − Q∗3 = η(r − r∗)3 − ξ(r − r∗), where η and ξ are

positive parameters and Q∗3 and r∗ are constants that shift the cubic relation from the origin.

For simplicity, we consider the growth rate of r to be proportional to the deviation from this

equilibrium relation. Therefore, the dynamical equations that characterize the chicane channel
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take the form

ṙ = ε
(
Q3 −Q∗3 − η(r − r∗)3 + ξ(r − r∗)

)
,(4.2)

Q̇3 =
w∆P34

ρL3

− 12ν

w2L3

(
Lb + γ(r − rb)2

)
Q3,(4.3)

where ε is a positive constant. For suitable parameters, we find these equations capture the most

salient properties in Fig. 4.4, B and C. We show in Fig. 4.6 that for different ∆P34, Eqs. 4.2-4.3

can exhibit bistability and stable limit cycle solutions. We note that the additional dependence

of the relations presented in Fig. 4.5 on Q1 can be accounted for by allowing η and Lb to be

functions of Q1 (further details provided in section 4.5).

A B C D E

34

ΔP34

Figure 4.6. Analytical dynamical model of flow through the chicane chan-
nel. (A-D) Phase space plots showing example trajectories (red and green
curves) and streamlines (grey curves), generated from Eqs. 4.2-4.3 for the flow
rate and vortex dynamics at different values of ∆P34. Fixed point solutions to the
equations exist at the intersections of the r and Q3 nullclines (i.e., the curves in
phase space for which ṙ = Q̇3 = 0). The solution set may consist of one steady
solution (A), three steady solutions (two stable, one unstable) (B), two steady so-
lutions (one stable, one unstable) and a stable limit cycle (C), or a single stable
limit cycle (D), depending on the value of ∆P34. (E) Bifurcation diagram of Q3

produced for Eqs. 4.2-4.3. The parameters used here are: Q∗3 = 25µL/s per mm
depth, rb = 146µm, r∗ = 250µm, Lb = 0.146 cm, γ = 0.264µm−1, ε = 4166
m−1.

A second nonlinear element of the network in Fig. 4.1 is the obstacle-laden channel. As

the flow rate through this channel segment increases, stationary eddies form in the wake of the
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obstacles for moderate Reynolds numbers. The presence of many of these obstacles in close

proximity generates large velocity gradients in the surrounding flow, which amplifies energy

dissipation and results in an overall nonlinear pressure-flow relation for steady flow through the

channel. This equilibrium relation is well characterized by the Forchheimer equation used to

describe steady flow through porous media, where inertial effects are significant even at very

low flow rates [70]. The Forchheimer equation takes the form ∆P = αµLV +βρLV 2, where V

is the average velocity, α is the reciprocal permeability, and β is the non-Darcy flow coefficient.

The latter two parameters are solely dependent on the system geometry, and not on the working

fluid. For our two-dimensional channel with obstacles, we take V = Q4/w so that the pressure-

flow relation for the channel becomes P4 = αµL4Q4/w + βρL4Q
2
4/w

2, where α and β are fit

from simulations (further details provided in section 4.4 and Fig. 4.12). We account for this

nonlinearity in a dynamical equation for Q4 by using a flow-rate-dependent function in place

of the constant resistance in Eq. 4.1. Specifically, we take R4(Q4) = αµL4/w + βρL4Q4/w
2

so as to recover the Forchheimer equation in steady flow. A consequence of the nonlinearity

of this channel is that it gives rise to a non-monotonic relation between the pressure difference

across the chicane channel and P in. As P in is increased from zero, Q3 initially increases, before

decreasing, as indicated by the low-flow solution branch in Fig. 4.4B.

We now construct the dynamical model for the full network in Fig. 4.1 as follows: (i) we use

flow relations of the form in Eq. 4.1 with constant resistances for the three channel segments

without obstacles and with a flow rate dependent resistance function (discussed above) for the

obstacle-laden channel; (ii) we use Eqs. 4.2-4.3 to describe the flow rate and vortex dynamics

in the chicane channel with ∆P34 substituted by (ζP3 − P4), where ζ is a free parameter that

may deviate from 1 to account for an effective pressure difference across the chicane channel;



87

and (iii) we account for the most dominant minor pressure losses due to diverging flows at the

channel junctions [78]. For the latter, we include terms of the form kQ3Q5/Q1 in the flow

equations for Q3 and Q5, where k is a positive constant. This leads to six ordinary differential

equations (five for flow rates and one for the vortex size), which can be reduced to four equations

by making use of the equations that account for flow rate conservation at the channel junctions:

Q1 = Q3 +Q5 and Q2 = Q4 −Q3 (further details of the model are provided in section 4.5).

The model predictions of the total flow rate, chicane channel flow rate, and vortex size for

the network in Fig. 4.1 under a common driving pressure at the inlets are presented in Fig. 4.7.

The model captures well the complex solution structure observed in Figs. 4.2A and 4.4, B and

C, shows strong quantitative agreement with simulations, and provides several interpretations

for the observed flow behavior. First, spontaneous oscillations are found to arise through the

transition from a fixed-point solution to a stable limit cycle via a supercritical Hopf bifurcation.

The amplitude of the limit cycle grows with the driving pressure and eventually collides with

the unstable solution surface of Q3 and r, as shown in Fig. 4.7, thereby destabilizing the os-

cillating solution through a homoclinic bifurcation. Second, the nonlinearity arising from the

Forchheimer effect gives rise to the two distinct bistable regions (and thus two negative con-

ductance transitions), as a result of the non-monotonic relation between P in and the pressure

loss along the chicane channel. Third, the difference in the total flow rate between the solution

branches is primarily determined by the minor losses. Without these terms, the model may

still predict bistability, but the difference in total flow rate for solutions belonging to different

branches would be negligible.

Our model can also be used to integrate the nonlinear behaviors described above into larger

microfluidic systems. As an example, consider the extended network with three outlets in
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Figure 4.7. Model predictions of network flow dynamics. Bifurcation dia-
grams produced by our model for the total flow rate, flow rate through the chi-
cane channel (left inset), and vortex size (right inset). Model parameters were fit
to simulation results and are provided in section 4.5.

Fig. 4.8A, where the inlet flows are marked with different colors. By driving the flows through

this network using a common pressure, three unique oscillatory flow compositions can be real-

ized at the outlets. Figure 4.8B presents our model predictions, showing that the flow compo-

sition at the individual outlets is different but their flow rates oscillate in phase (further model

details are provided in section 4.5). Thus, the property that flow rates through all channel seg-

ments oscillate with the same period can be extended to larger networks and used to produce

synchronized, time-dependent output flow patterns.
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Figure 4.8. Synchronous output patterns. (A) Schematic of extended mi-
crofluidic network with three outlets, where inlet flows are marked orange and
green, the inlet pressure is held fixed at Pin = 350 Pa, and the outlet pressure is
held fixed at zero. (B) Model predictions for the network shown in (A), where
the green areas show the portions of the flows that originate from the bottom inlet
(left axis) and the dashed lines indicate the total flow rate through the respective
outlet (right axis).

4.4. Extended results and discussion of direct fluid dynamics simulations

Flow controlled Navier-Stokes simulations. To show how multistability arises for pressure-

driven flows through the network in Fig. 4.1, we present additional simulations in which pres-

sure is controlled at one inlet (P in
1 ), flow rate is controlled at the other inlet (Q2), and the

resulting value of P in
2 is measured. In Fig. 4.9, we show the relative difference between the inlet

pressures for several examples in which P in
1 is fixed withQ2 being varied. Points where this dif-

ference vanishes (i.e., crossings of the horizontal axis) indicate potential solutions for the case

in which P in
1 and P in

2 are controlled to be equal. This is an indirect way of identifying both the

stable and unstable solutions for the pressure controlled simulations since, by their very nature,

the latter are not directly observable. Indeed, we see for low driving pressure (Fig. 4.9A) a sin-

gle solution exists, and as the pressure is increased, two additional solutions emerge through a

saddle-node bifurcation. The three solutions indicated by a, b, and c in Fig. 4.9B correspond to

the labeled solutions in Bistable Region I in Fig. 4.2A. For a higher driving pressure (Fig. 4.9C),
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the only indicated solution for which pressures at the inlets are equal occurs over a discontinu-

ity and corresponds to a driving pressure in Fig. 4.2A that yields a single unsteady solution.

For still higher pressures (Fig. 4.9D), multiple solutions reemerge and correspond to solutions

within Bistable Region II in Fig. 4.2A. We determine the stability of all identified solutions by

performing time-dependent simulations.

A B

DC

a b c

Figure 4.9. Flow controlled Navier-Stokes simulations reveal bistability. (A
- D) Relative difference in inlet pressures of the network in Fig. 4.1 for fixed
P in

1 with Q2 varied. In accordance with the two bistable regions identified in
Fig. 4.2A), the number of axis crossings, as P in

1 is fixed to higher values, varies
between one (A and C) and three (B and D). The total flow rates corresponding
to the solutions labeled in (B) are marked in Fig. 4.2A.

Flow rate and vortex oscillations. For unsteady solutions along the high-flow branch in

Figs. 4.2A and 4.4, B and C, all variables (flow rates and vortex size) oscillate with the same

period. The period of the oscillating solutions as a function of the driving pressure P in is pre-

sented in Fig. 4.10. As the driving pressure approaches the value at which the unsteady solutions



91

become unstable, the period of the oscillations diverges, which is indicative of a homoclinic bi-

furcation, whereby the stable limit cycle collides with the unstable solution surface.

Example time series for the total flow rate, vortex size, and flow rate through the chicane

channel are presented in Fig. 4.11 for two values of P in. Two timescales are particularly evident

in the oscillations of the flow rate through the chicane channel (Fig. 4.11, B and E) and the

vortex size (Fig. 4.11, C and F), whereby a comparatively slow growth in each of these quantities

is followed by a rapid decline. This is a typical characteristic of so called relaxation oscillations,

first defined in the context of Van der Pol’s equation [95]. As the amplitude of the oscillations in

the flow rate grow along the high-flow solution branch so does the amplitude in the oscillations

of the vortex size. For high enough driving pressures, the vortex vanishes for a very short time

relative to its period, as shown in the time series of r in Fig. 4.11F. To better facilitate the

visualization of the oscillation amplitude in Fig. 4.4C, the maximum amplitude value was taken

to be the maximum value of r over one oscillation period at each driving pressure, while the

minimum was taken to be the value of r at which the magnitude of dr/dt was minimized (other

than at the extrema of r). This adjusted minimum represents the minimum vortex size outside

of the the very short time range in which the vortex vanishes.

Negative differential resistance in the chicane channel. There are interesting parallels be-

tween the oscillations that arise in our system and those found in early work on electronic cir-

cuits. In particular, the well-known Van der Pol equation characterizes the oscillatory behavior

observed in electronic circuits that incorporate a component with negative differential resistance

[95]. Indeed, evidence of negative differential resistance exists for the chicane channel in our

system (Fig. 4.5B) and is characterized by the negatively sloped region in Fig. 4.6E, which

also corresponds to the region where oscillations arise. Moreover, extensions of the Van der
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Figure 4.10. Divergence of oscillation period. Period of oscillation of unsteady
solutions along the high-flow branch in Fig. 4.2A for different values of P in. The
dots represent the results from Navier-Stokes simulations, and the interpolating
dashed line is a guide to the eye.

Pol equation, through the addition of nonlinear terms, have been shown to describe dynamics

similar to those observed in our network in chemical reaction networks [96].

4.5. Dynamical model of microfluidic network

The model describing flows through the network in Fig. 4.1 is based on Eqs. 4.1-4.3. For

the flow equations of Q1, Q2, and Q5, we use the form in Eq. 4.1, where the resistances take

the standard form for a two-dimensional channel, 12µLi/w
3. The corresponding length of each

of channel segment is labeled in Fig. 4.1D. Below we present the complete dynamical model,

which incorporates nonlinear terms that account for inertial effects in the flow around obstacles

and minor losses.
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Figure 4.11. Example time series of oscillating solutions determined by
Navier-Stokes simulations. (A and D) Oscillations in the total flow rate, (B
and E) flow rate through the chicane channel, and (C and F) vortex size for two
different fixed driving pressures, P in = 220 Pa (A-C) and P in = 330 Pa (D-
F). The symbols represent measurements from direct fluid dynamic simulations,
sampled uniformly in time, and the interpolating line is used to guide the eye.

Chicane channel flow and vortex dynamics. To characterize the flow rate through the chicane

channel, we use Eqs. 4.2-4.3, which couple the pressure-flow relation and vortex dynamics. We

account for the additional dependence of Eq. 4.2 on Q1, as observed in Fig. 4.5A, by allowing

η to be a function of Q1. To keep the model simple, we define

(4.4) η(Q1) = p+ q Q1,
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where p and q are constants. Further, we set

(4.5) ξ =
(r∗)2η −Q∗

r∗
,

which ensures that r = 0 for Q3 = 0, corresponding to the physical requirement that the vortex

vanishes as the flow rate goes to zero.

The pressure drop ∆P34 in Eq. 4.3 corresponds to the pressure loss along the chicane chan-

nel. This loss is approximately equal to P3 − P4 (Fig. 4.1A). However, the pressure field can

vary significantly over short distances at the channel junctions. To account for this effect, as

well as the fact that the chicane channel has a comparatively wide width and short length, we

define the effective pressure drop as ζP3 − P4, where ζ is a constant expected to be near one.

We also note that the measured resistance of the chicane channel (Fig. 4.5C) also shows depen-

dence on Q1. This can be included in the model by allowing Lb in Eq. 4.3 to vary with Q1, but

this modification did not present marked differences in the model prediction, so we chose not

to include it here.

Flow through obstacle-laden channel. The channel with flow rate Q4 contains six cylindrical

obstacles. For steady flow, the pressure-flow relation is well-characterized by the Forchheimer

equation, whereby the pressure loss along the channel depends quadratically on the flow rate.

The steady pressure-flow relation takes the form

(4.6) ∆P =
αµL

w
Q+

βρL

w2
Q2.

In Fig. 4.12, we show that our simulation results conform to this equation for the isolated

obstacle-laden channel. The observed linear relation betweenQ and ∆P/Qwith non-zero slope

indicates an approximately quadratic relation between Q and ∆P . This nonlinearity arises as a
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result of large velocity gradients and eddies that form in the wakes of the obstacles as the flow

rate is increased, which thereby alters the fluidic resistance of the channel. Therefore, we ap-

proximate the dynamic flow rate relation for Q4 by using Eq. 4.1 with the resistance R replaced

by the flow-rate-dependent expression R4(Q4) = αµL4/w + βρL4Q4/w
2.
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Figure 4.12. Nonlinear flow through channel with obstacles. The Navier-
Stokes simulation results (symbols) show the relation between the fluidic resis-
tance, ∆P/Q, and the flow rate, Q, for a channel with six cylindrical obstacles.
The linear fit (dashed line) confirms that ∆P is well approximated by Eq. 4.6.
The channel length is 1 cm, and the fitted values of α and β are 1.24× 10−8 m−2

and 513 m−1, respectively. The resistance is non-dimensionalized by dividing it
by µ/w2.

Minor losses at channel junctions. The Reynolds numbers of the flows through the system are

up to the order of 100 for the chicane and obstacle-laden channels and 1000 for obstacle-free

channels. Given that nonlinearity arises in the pressure-flow relations for different channels,

fluid inertia effects are clearly significant. Therefore, additional pressure losses in areas where

streamlines combine, diverge, or bend—so called minor losses—should be considered. The
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flow rates Q1 and Q5 are an order of magnitude higher than elsewhere in the network since the

absence of obstacles in the associated channels yield low fluidic resistances. As a result, the

most dominant minor losses are expected to occur at the junction of Q1, Q3, and Q5. Minor

loss terms are typically found empirically for different geometries, and at flow junctions they

generally take the form of a scaling factor that depends on the flow rate with a coefficient that

is a function of the ratio of diverging flows (36). The scaling factor and coefficient can each

be nonlinear, in principle, but for our model we use the simple expression kQ3Q5/Q1, where

k is a constant. A term of this form is included in the flow rate equation for Q3 and Q5, with

independent values of k.

Non-dimensional model equations. Our model of the microfluidic network in Fig. 4.1 is

constructed from equations describing each component of the network and includes terms that

account for interactions between components, as described in the preceding sections. The vari-

ables and parameters in the model can be non-dimensionalized using the following definitions:

P =
P

ρν2/w2
; Q =

Q

ν
; L = 12

L

w
; r = 12

r

w
; γ =

γw

12
; t = t

ν

w2
;

η =
η

ν

(
w

12

)3

; p =
p

ν

(
w

12

)3

; q = q

(
w

12

)3

; ξ = ξ
w

12ν
; α = w2α, β = wβ; ε = 12wε;

(4.7)

where t indicates time and ν = µ/ρ is the kinematic viscosity.
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The complete set of non-dimensional equations that define the model read:

Q̇1 = 12

(
P in

1 − P3

L1

−Q1

)
,(4.8)

Q̇2 = 12

(
P in

2 − P4

L2

−Q2

)
,(4.9)

Q̇3 = 12

(
ζP3 − P4

L3

− 1

L3

(
Lb + γ(r − rb)2

)
Q3 + k3

(Q5

Q1

)
Q3

)
,(4.10)

Q̇4 = 12

(
P4

L4

− 1

12
(α + βQ4)Q4

)
,(4.11)

Q̇5 = 12

(
P3

L5

−Q5 + k5

(Q3

Q1

)
Q5

)
,(4.12)

ṙ = ε
(
(Q3 −Q∗3)− η(Q1)(r − r∗)3 + ξ(r − r∗)

)
,(4.13)

Q1 = Q3 +Q5,(4.14)

Q2 = Q4 −Q3,(4.15)

where the bars over non-dimensional quantities are omitted for brevity.

For η(Q1) and ξ in Eq. 4.13, we use non-dimensionalized forms of Eqs. 4.4-4.5. In view of

Eqs. 4.14-4.15, the model can be reduced to only four equations for the variable Q1, Q2, Q3,

and r, which we use for the predictions presented in Fig. 4.7.

Model parameters. The undeclared parameter values we use for the model predictions in

Fig. 4.7 are as follows. For the channel width and lengths, as labeled in Fig. 4.1D, we use the

same values as in the simulations. The fitted values of α and β are declared in the caption of
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Fig. 4.12. The remaining non-dimensional parameters are:

ζ = 1.08, Lb = 42, γ = 7.35, rb = 4.1, r∗ = 5.5, ε = 10.9,

k3 = 15.75, k5 = 12, Q
∗
3 = 25, p = 0.12, q = 0.8× 10−5,

(4.16)

where p and q are used in the non-dimensional form of Eq. 4.4.

Three-outlet network in Fig. 4.8. In Fig. 4.8 we demonstrated how different output flow

patterns can be generated in an expanded version of the network in Fig. 4.1. Specifically, we

consider the scenario in which three additional channel segments without obstacles are incorpo-

rated into the network described in Fig. 4.1, resulting in a system with three outlets (Fig. 4.8A).

A schematic of the three-outlet network is presented in Fig. 4.13. The predictions of the outlet

flows for this network, presented in Fig. 4.8B, are derived from a dynamic model constructed

in the same manner as in Eqs. 4.8-4.15. The model consists of ten flow rate equations (one for

each channel segment), five flow-rate conservation equations, and one equation for the vortex

dynamics. Aside from the channel segment lengths, all parameter values used are the same as in

Eq. 4.16. The channel segment lengths used for the prediction in Fig. 4.8B and corresponding

to the labels in Fig. 4.13 are: L1 = 0.1035, L2 = 0.3, L3 = 0.1, L4 = 10.0, L5 = 0.3, L6 = 1.0,

L7 = 0.45, L8 = 0.1, L9 = 0.02, L10 = 0.05, all in cm. Finally, the driving pressure used was

Pin = 350 Pa, which yielded oscillating flows throughout the network.
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Figure 4.13. Network schematic of three-outlet system in Fig. 4.8A. The
length of each channel segment is denoted by Li.

4.6. Discussion

A recurrent question in the study of microfluidics is the extent to which they should mimic

electronic circuits. A fundamental aspect of microelectronics is its doubly integrated nature—

characterized by both the fabrication and operation of controllers on chip—as well as its non-

reliance on movable components—which sets it apart from macroelectronics. Here, motivated

by the challenge of developing built-in controls in microfluidics, we identified mechanisms

that can facilitate integration without dependence on movable parts or external actuation (other

than through the working flow). This includes our demonstration of self-sustained oscillations,

which can be used for timing and synchronization of logic gates, multistability and associated

transitions, which can be used for signal amplification and switching, and hysteresis, which

serve as a possible mechanism for memory. In particular, we demonstrated the emergence of

spontaneous periodic variations in the relative uptake rates from different inlets, which can

be explored to generate time-dependent mixtures and output flow patterns. However, these

dynamical behaviors rely on effects that do not have direct analogs in microelectronics, namely

fluid inertia and the resulting nonlinearity arising from interactions between components.
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Our results demonstrate that fluid inertia effects can be amplified and induce behaviors in

fixed-structure microfluidic systems that have not been previously generated without external

actuation. Indeed, the negative conductance transitions, spontaneous oscillations, hysteresis,

and multistability simulated and modeled in our system all emerge as a consequence of cou-

pling between the geometric structure of the network and fluid inertia effects Flows around

obstacles and through the porous-like channel is determinant for generating these dynamics;

porous media microfluidics have become important for the study of flows through natural sys-

tems as well as systems engineered for specific functions [97], such as the control of viscous

fingering [98]. In this work, we placed new emphasis on the viability of porous-like structures

to serve as nonlinear elements that are analogous to nonlinear resistors in electronics. Our ap-

proach contrasts with microfluidic networks designed in direct analogy with simple electronic

circuits, where the connections between components only translate to linear algebraic flow-rate

conservation equations [22, 17, 18]. It is also instructive to note that previous work on inertial

microfluidics was primarily focused on the local manipulation of flows or particles, whereas this

study proposes systems that harness fluid inertia effects for non-local flow control throughout

the network, which, crucially, can be realized as a built-in mechanism. Given that our system

can be constructed from rigid materials, it is able to withstand a wide range of driving pres-

sures (e.g., 1 Pa–106 Pa), which facilitates implementation across the length scales relevant to

microfluidics.

The flow dynamics that arise in our system can be tailored for various applications. Mi-

crofluidic systems capable carrying out sequential operations generally require a timing mech-

anism that is either generated from an external device or through the use of flexible valves [54].
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The oscillations that arise in our system could serve as an on-chip frequency reference and en-

able process synchronization or waveform synthesis. Moreover, the vortex dynamics that give

rise to the oscillations may be used to enhance state-of-the-art methods for particle sorting and

manipulation that function through interactions between particles and micro-vortices [99]. In

particular, vortex dynamics can be used to produce complex (and even chaotic) particle tra-

jectories in laminar flows [100, 101], which is a property exploited in proposed microfluidic

applications to cryptography [102]. Finally, microfluidic networks are now widely used in the

study of colloids [103, 104] and active matter [105, 106]. Our system offers a rich environment

to further investigate these materials given that they exhibit surprising collective behavior when

placed in different flow fields [107] and when driven through porous media [108].

Moving forward, we envision a shift in the design of microfluidic systems towards net-

works that exhibit dynamical behaviors analogous to those of microelectronics, even if gen-

erated through very different mechanisms. In particular, the coupling of inertial effects and

network geometry can be explored in diverse microfluidic applications to implement prepro-

grammed functionality, such as the generation of prespecified oscillation or output patterns at

specific driving pressures.
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CHAPTER 5

Levitation of heavy particles in asymptotically downward flows

In the fluid transport of particles, it is generally expected that heavy particles carried by

a laminar fluid flow moving downward will also move downward. We establish a theory to

show, however, that particles can be dynamically levitated and lifted by interacting vortices

in such flows, thereby moving against gravity and the asymptotic direction of the flow, even

when they are orders of magnitude denser than the fluid. The particle levitation is rigorously

demonstrated for potential flows and supported by simulations for viscous flows. We suggest

that this counterintuitive effect has potential implications for the air-transport of water droplets

and the lifting of sediments in water. This research was conducted in collaboration with Jean-

Régis Angilella (first author) and Adilson E. Motter [109].

5.1. Motivation

Many natural and industrial flows transport small particles, like droplets, sediments, and

microorganisms [32]. Inertial effects cause the trajectories of such particles to deviate from the

streamlines of the flow, making the study of particle-laden flows challenging both theoretically

and experimentally [110, 111, 112, 113]. Key to such studies are the dissipative nature of the

advection dynamics and the consequent tendency of the particles to accumulate in specific zones

of the flow domain, both in closed flows [114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 122,

124] and in open flows [125, 126, 127, 128, 129], even when the flows are incompressible.

For example, particles less dense than the fluid tend to be attracted to the interior of vortices
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[130, 131], which can lead to the formation of attractors for the particle dynamics independently

of the global properties of flow. Particles denser than the fluid, on the other hand, tend to be

repelled by vortices, which is a mechanism that can lead to the formation of attractors if the flow

is closed; this effect, which is also related to the preferential trajectories phenomenon [116],

has been widely investigated over the past two decades [110]. However, much less is known

about dense particles moving in flows that have unbounded streamlines and are therefore open.

In open flows, an outstanding problem of particular interest concerns the transport of small

particles much denser than the fluid, which we term heavy particles and which can represent

for example water droplets in the air.

In this article, we demonstrate the possibility of levitation and upward transport of heavy

particles by a flow moving asymptotically downward, even in the presence of gravity. Because

at first these conditions seem to facilitate downward advection, one might expect that all par-

ticles would necessarily fall, which is in sharp contrast with the effect we report. The starting

point of our analysis is the observation that such a flow can support pairs of mutually interacting

vortices traveling in a direction that opposes the flow. We thus focus on asymptotically simple

flows that move downward and have a pair of vortices moving upward. Using this class of flows

we show that attracting points (dimension-zero attractors) formed near the center of vorticity

can capture heavy particles released at any distance above the vortices. For this to occur, par-

ticle inertia must allow for particles to approach the vortices and for the existence of attractors

to retain them in that region; we show that these two conditions are satisfied for a wide range

of Stokes number in the class of flows we consider. This is demonstrated analytically using

asymptotic analysis and Melnikov functions, and is illustrated numerically using simulations in

both inviscid and viscous laminar flows.
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Our analysis is inspired by previous experimental realizations of flows with pairs of inter-

acting vortices [132, 133, 134, 135, 136] and theoretical work on particle advection in such

flows [127, 121, 123, 129, 124, 137, 138, 139, 140]. Several studies have shown, both numer-

ically [127] and analytically [121, 123, 129], the formation of attractors for the dynamics of

heavy particles in the vicinity of identical co-rotating vortices. Different work has shown that

such attractors persist for non-identical vortices in closed potential flows in the absence of grav-

ity [124], but no results exist for open flows, viscous regimes, or the effects of gravity. Here,

in order to demonstrate the proposed levitation of heavy particles, we first generalize the spe-

cial results in open flows, previously established for nongeneric vortex pairs, to the case of (i)

generic pairs of both co-rotating and counter-rotating vortices of arbitrary vortex strength ratio,

(ii) for vortices moving against a background flow that is co-directional with gravity, and (iii)

for both potential and viscous flows. Under these general conditions we then show the existence

of attracting points that capture heavy particles from both the closed and open flow regions and

carry them against gravity and the background flow.

5.2. Theoretical model

The model flow is depicted in Fig. 5.1. It consists of two vortices, A and B, with strengths

ΓA and ΓB, respectively, plus mirror vortices A′ and B′ with opposite strengths and symmetric

positions with respect to the vertical axis Oz. This axis can be regarded as a “wall” in the

framework of potential flow theory used in our calculations. The position rI of the center of

vorticity I of the pair (A,B) is rI = (ΓArA + ΓBrB)/(ΓA + ΓB), where rA is the position of

A and rB is the position of B. In the absence of mirror vortices, point I remains fixed and AB

rotates steadily around I with angular velocity Ω0 = (ΓA + ΓB)/(8πd2
0), where 2d0 = |AB|
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is the distance between the vortices, which remains constant in this case. When the two pairs

(A,B) and (A′, B′) are close enough to interact, elementary vortex dynamics show that point I

moves vertically, and its distance to the symmetry axis Oz remains equal to its initial value, L0.

For d0 � L0, the (vertical) velocity of I approaches w0 = (ΓA + ΓB)/4πL0 in the frame of the

fluid at infinity. The streamfunction of the exact 2D potential flow induced by the four vortices,

in the frame translating at constant speed w0 ẑ, where ẑ is the upward unit vector, is

(5.1) ψ(r, t) =
ΓA
4π

ln
|r− r̄A|2

|r− rA|2
+

ΓB
4π

ln
|r− r̄B|2

|r− rB|2
+ w0 y,

where r = (y, z), and r̄A and r̄B are the positions of the mirror vortices A′ and B′, respectively.

The instantaneous velocity of fluid elements in this frame trace closed streamlines near the

vortices (closed flow region) and open streamlines further away from them (open flow region).

As indicated in Fig. 5.1, these two regions meet along the separatrix streamline Σ joining the

stagnation points located on the z-axis, S1 and S2. The structure formed by Σ ∪ S2S1 is a

heteroclinic cycle for the dynamics of fluid elements; heteroclinic (and homoclinic) cycles are

generally expected to play a role in the transport of both non-inertial and inertial particles [141,

110].

To proceed, we define γ = ΓA/ΓB as the vortex strength ratio, where −1 < γ ≤ 1. It

can be checked that up to order ε2, when ε ≡ d0/L0 < (γ + 1)/2, A and B rotate around I

approximately as a rigid body with angular velocity Ω0. This allows us to write rA,B(t) and

r̄A,B(t) in the form of 2π/Ω0-periodic functions plus O(ε2) corrections. Throughout the rest

of the article we operate with the equations in non-dimensional form, using as units L0 for

lengths and w0/2 for velocities since these choices capture the appropriate orders of magnitude

for the flow near the heteroclinic cycle Σ. (No new notation is introduced for non-dimensional
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.

.

Figure 5.1. Sketch of the flow: vortices A and B and their mirrors together with
typical streamlines (dashed lines) in the reference frame of the centers of vortic-
ity I and I ′. The flow along the open streamlines moves downward—the orien-
tation of the gravitational field, g. Also shown is where the particles are initiated
(with the velocity of the flow) in the potential flow simulations below: blue and
red particles are released in the closed and open regions of the flow, respectively.

variables.) Expanding Eq. (5.1) in powers of ε, in non-dimensional form the streamfunction

reads

(5.2) ψ(r, t)=ψ0(r) +
4γε2

(1+γ)2

[
ψ2c(r) cos

2t

ε2
+ ψ2s(r) sin

2t

ε2

]
plus O(ε3) terms, where the components ψ0, ψ2c, ψ2s are identical to those for the case γ = 1

[142] given that the γ-dependence is accounted for by the prefactor. The remainder in Eq. (5.2)

can be shown to be O(ε4) when γ = 1. The velocity field—defined as u = ∇ × (ψ x̂),
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where x̂ is the right handed unit vector orthogonal to the yz plane—is therefore of the form

u(r, t) = u0(r) + ε2u2(r, t/ε2; γ) +O(ε3), where u2 is time-periodic with period T = πε2 and

corresponds to the leading perturbation induced by the rotation of the vortices.

The components ψ0, ψ2c, and ψ2s of the steamfunction in Eq. (5.2) read

ψ0(r) = ln
[z2 + (y − 1)2]2

[z2 + (y + 1)2]2
+ 2y,(5.3)

ψ2c(r) = −8y

[
3 z4 − (−1 + y2)

2
+ 2 z2 (1 + y2)

]
[
z2 + (1 + y)2]2 [z2 + (1− y)2]2 ,(5.4)

ψ2s(r) = −8yz
[−3 + z4 + 2 y2 + y4 + 2 z2 (−1 + y2)][

z2 + (1 + y)2]2 [z2 + (1− y)2]2 ,(5.5)

where r = (y, z) (as indicated in Fig. 5.1).

Having established the fluid flow equations, we now write the particle equation of motion

in this flow. For a heavy particle with small particle Reynolds number, the non-dimensional

equation is r̈ = S̃t
−1
[
u(r, t) + ṼT − ṙ

]
, where r is the particle position, ṼT = −ṼT ẑ =

−2(g τp/w0)ẑ is the free-fall terminal velocity, and S̃t is the Stokes number (i.e., the response

time of the particle, τp, divided by the time-scale of the flow, 2L0/w0) [143]. We also introduce

another Stokes number, St = Ω0 τp, to describe the dynamics of particles directly influenced

by the rotation of the vortices around each other. The formation of attractors near the vortices

requires that St be no larger than order one since drag has to balance centrifugal force in this

case. We therefore assume St = O(1), so that S̃t ≡ ε2St � 1 and the equation for r can be

reduced to

(5.6) ṙ = v0(r) + ε2v2(r, t/ε2; γ) +O(ε3),
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where v0(r) = u0(r)+ṼT and v2(r, τ ; γ) ' u2(r, τ ; γ)−St
[
(u0+ṼT ).∇u0+∂u2(r, τ ; γ)/∂τ

]
,

for τ = t/ε2 (see also Ref. [144]). We show that the particle dynamics described by this equa-

tion have at least one (for −1 < γ ≤ 1) and possibly two attracting points (for 0 < γ ≤ 1),

provided that the Stokes number is not too large.

In Eq. (5.6), the leading term, v0, represents the conservative dynamics of non-inertial par-

ticles in a steady flow induced by the equivalent to a single vortex with strength ΓA + ΓB

(together with its mirror) plus a uniform flow −ṼT ẑ. The particle streamfunction for this term,

ψp(y, z) = ψ0(y, z) + yṼT , is time-independent (a similar streamfunction has been used to de-

scribe plankton dynamics [145]). The first perturbative term, ε2v2, contains the contribution u2

of the unsteadiness of the flow due to the fact that for ε > 0 there are two vortices rather than

one, and also the effect of inertia in the St terms. It is thus convenient to regard this system as

a time-independent Hamiltonian ψp perturbed by dissipative and fast periodic terms [146]. To

leading order in ε, the trajectories of the particles coincide with the curves ψp(y, z) = cte. These

curves correspond to open streamlines separated from closed streamlines by a heteroclinic cy-

cle, which we denote Σp and which is the particle analog of Σ in Fig. 5.1 except that Σp does

not include the time-dependent perturbation terms.

An important necessary condition for particles from the open flow to be captured by attract-

ing points in the vicinity of the vortices is that they cross Σp (the separatrix of the unperturbed

dynamics) under the effect of the motion of the vortices. The occurrence of separatrix crossing

can be predicted employing a construction based on separatrix maps [147, 148]. We consider a

solution r(t) of the perturbed system (up to order ε2) and define tn (n = 1, 2, ...) as the times at

which the particle crosses the axis Oy downward. We also use τ2n and τ2n+1 to denote the times

the particle passes closest to the saddle points S1 and S2, respectively, and Hn = ψp[r(τ2n)]
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Figure 5.2. Normalized critical Stokes number for arbitrary vortex strength ra-
tio, γ. Circles represent simulations for ṼT = 0.1 and ε = 0.35, whereas solid
lines represent the theoretical prediction in Eq. (5.10). Particles released in the
open flow with St in the shaded area may cross Σp and hence be levitated, while
those above it cannot.

and Hn+1 = ψp[r(τ2n+1)] to denote the corresponding values of the unperturbed Hamiltonian.

Oscillations ofHn+1−Hn around zero as n varies will indicate that the separatrix Σp is crossed.

Assuming that r(t) ' q(t− tn), for q(t) denoting the solution of the unperturbed system along

Σp, we obtain

(5.7) Hn+1 −Hn ' ε2M(tn),

where M(tn) is the Melnikov function associated with Σp:

(5.8) M(tn) =
4γ(a+ ṼT b)

(1 + γ)2

[
sin

2tn
ε2
− 2St cos

2tn
ε2

]
−m St
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Here, the amplitudes a = a(ε) and b = b(ε) are functions of ε only, and m is a constant

accounting for the centrifugal effect along Σp due to the particle’s inertia.

The Melnikov function in Eq. (5.8) is either strictly negative or oscillates between positive

and negative values1. When the function has a constant negative sign, we have Hn+1 < Hn for

all n, which indicates that particles are centrifuged away from the vortices. When the function

has simple zeros, particles can enter and exit the closed flow. Thus, the central prediction of our

theory is that a heavy particle in the open flow may be captured by an attracting point near the

vortices provided that the Stokes number St is below the critical value

(5.9) Stc(γ) =
4 | γ |

m(1 + γ)2

[
a(ε) + ṼT b(ε)

]
,

which is the condition forM(tn) to change sign (and in fact have infinitely many isolated zeros).

We therefore predict that the levitation of heavy particles released in the open flow region above

the vortices is possible for St < Stc(γ). These results imply that heavy particles with densities

across many orders of magnitude can be levitated by the same flow2.

Remarkably, Eq. (5.9) shows that Stc is an increasing function of ṼT and hence that gravity

facilitates levitation. This means that a particle that would be too inertial to penetrate inside Σp

in the absence of gravity can be captured by the attracting points when gravity is present. This

equation also shows that Stc depends on the vortex strength ratio γ and in particular that the

1Because our calculations are for the vortices (A, B), this conclusion would be reversed for the image vortices (A′,
B′).
2In terms of the particle radius d and particle-to-fluid density ratio ρp/ρf , for given ε and flow Reynolds number
the Stokes number for heavy particles is St ∝ d2ρp/ρf , meaning that the predictions can be the same for a denser
(but smaller) particle.
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normalized critical Stokes number is

(5.10)
Stc(γ)

Stc(1)
=

4 | γ |
(1 + γ)2

,

irrespective of ṼT and ε. Thus, not only levitation is possible for both co- and counter-rotating

vortices of arbitrary γ 6= −1, but also the phenomenon is more pronounced for counter-rotating

vortices with sufficiently small γ than for identical co-rotating vortices (γ = 1).

Figure 5.2 shows the analytical prediction in Eq. (5.10) along with a numerical verification

for particles released in the open flow above the vortices (red region in Fig. 5.1), where bisection

in St was used to determine the critical value at which particles start crossing Σp. The agreement

with the numerics is good, particularly for co-rotating vortices. Importantly, the numerical Stc

is always higher than the theoretical prediction, widening the range of the effect 3.

5.3. Potential flow simulations

To further illustrate the theoretical results above we have done a series of computations by

choosing the parameters according to the diagram of Fig. 5.2. Figure 5.3 shows the evolution of

clouds of particles for two different Stokes numbers in the case of co-rotating vortices: St < Stc

[Fig. 5.3(a, b)] and St > Stc [Fig. 5.3(c, d)], corresponding to the points P1 and P2 in Fig. 5.2,

respectively. The particles are released in the open-streamline region above the vortices (red)

and in the closed-streamline region near the vortices (blue), as sketched in Fig. 5.1. The clouds

are shown after 16 turnover times [Fig. 5.3(a, c)] and after 95 turnover times [Fig. 5.3(b, d)],

3The agreement is less satisfactory for counter-rotating vortices (unless |γ| is small) because our theory requires
not only that ε� 1 (i.e., that the distance between I and the wall be large compared to the separation between the
vortices) but also that ε < (γ + 1)/2 (i.e., that each individual vortex be far from the wall—some distance from
the wall would be required also for the stability of the vortex system [149]). The latter condition is satisfied in the
co-rotating case since (γ + 1)/2 > 1/2, but not in the counter-rotating case unless |γ| is sufficiently small, which
corresponds to one vortex being sufficiently weaker than the other.



112

which was chosen purposely large to facilitate visualization of the long-term behavior. For P1,

a fraction of the blue particles as well as a fraction of the red particles accumulate near the

two attracting points after long times. (For visualization, particles near the attracting points

were slightly dispersed). In contrast, for P2 only blue particles are captured by the attracting

points; red particles remain outside Σp and are transported downstream. These observations are

in complete agreement with our predictions.

Similar agreement is observed for counter-rotating vortices, as shown in Fig. 5.4 for St <

Stc (Q1 in Fig. 5.2) and St > Stc (Q2 in Fig. 5.2), but with two important differences. First,

in the case of Q1 there is only one attracting point around which a portion of blue and red

particles accumulate. This is expected for the range of Stokes number considered, but studies

of isolated counter-rotating pairs suggest that other attractors may exist for different parameters

[124]. Second, forQ2, there is no attractor, so that not only do red particles not cross Σp inward,

but also all blue particles are centrifuged outward across Σp. As a result, in this case no particle

is captured by an attractor independently of the initial condition.

5.4. Simulations of the Navier-Stokes equations

To verify the significance of our predictions for more realistic flows, we have simulated

viscous flow solutions of the Navier-Stokes equations in the setup of Fig. 5.1. As shown in

Fig. 5.5, for St < Stc, particles with initial positions in both the closed flow [5.5(a, c)] and open

flow [5.5(a, d)] are captured and levitated by attracting points in the vicinity of the vortices. The

main difference from the case of idealized potential flows considered above is that levitation

is not permanent in viscous flows since the vortices eventually coalesce. For the conditions

considered in Fig. 5.5, which corresponds to approximately 15 turnover times before vortex



113

Figure 5.3. Levitation by co-rotating vortices for the flow in Eq. 5.1. Colors
indicate particle clouds at different times for (a, b) point P1 (St < Stc) and (c,
d) point P2 (St > Stc) in Fig. 5.2. The first row [(a) and (c)] corresponds to
t = 16 and second row [(b) and (d)] to t = 95 (in units of the undisturbed
turnover time, 2π/Ω0). Also shown are streamlines defined by ψp(y, z) = cte
(continuous lines), the vortices (+), and the center of vorticity (×). Red and blue
represent particles released from the open and closed flows, respectively, and are
shown on opposite sides of the wall to facilitate visualization.

merging, particles from the open flow are accelerated downward by vortices alone but, when

capture occurs, up to 20% of the particles are levitated by the vortices until they merge [dashed

versus continuous lines in Fig. 5.5(b)]. A partial view of the basins of attraction [Fig. 5.5(e)]
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Figure 5.4. Levitation by counter-rotating vortices. Counterpart of Fig. 5.3 for
(a, b) point Q1 (St < Stc) and (c, d) point Q2 (St > Stc) in Fig. 5.2. The first
row [(a) and (c)] corresponds to t = 21 and the second row [(b) and (d)] to
t = 127. As in the case of co–rotating vortices, Σp is open to particles released
outside when St < Stc and closed to those particles when St > Stc. Here there
is, however, a single attracting point for each vortex pair for Q1 and none for Q2.

provides further insight into the initial conditions of the particles that can be levitated by this

mechanism. Simulations were performed using OpenFOAM [150].

5.5. Stability analysis and simulation results

Dynamics near the attracting points. To prove the existence and stability of attracting points

when gravity is present, we focus on one vortex pair, say (A,B). The pair (A′, B′) is assumed
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Figure 5.5. Particle levitation for Navier-Stokes simulations of co-rotating vor-
tices. (a) Initial positions of uniformly distributed particles with zero initial ve-
locity in the open (red) and closed (blue) flow. (b) Fraction of particles from the
open flow remaining above a threshold [dashed line in (a)] as a function of time
in units of Tp (the maximum particle residence time in the absence of vortices).
The various choices of ṼT and St represent scenarios in which: particles are
levitated by attracting points (solid lines), particles do not cross into the closed
flow region (dashed black), no attracting point are present (dashed green), and
vortices are absent (dashed magenta). (c, d) Density plots for particles from the
closed (c) and open (d) flows at t/Tp = 3.7 for one choice of parameters in
(b) (solid red); dashed circles mark the positions of the attracting points. (e)
Section of the attraction basins: initial conditions of particles inside dashed cir-
cles of corresponding colors in (c) and (d). The flow parameters are γ = 0.7,
ε = 0.375, and Reynolds number Re = 4, 000.
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to be far from (A,B) so that, to leading order, the angular velocity is Ω0 and the translational

velocity of point I is w0. We consider the motion of heavy particles in the reference frame

rotating at constant velocity Ω0, and translating at constant vertical speed w0. We also non-

dimensionalize the variables using time and length scales relevant for the dynamics near the

vortices: 1/Ω0 for times and d0 for lengths. These units will be called “internal units” in the

following and should not be confused with the “external units” 2L0/w0 and L0 used above

to investigate the dynamics near the separatrix Σp. In addition, we use the rotating Cartesian

coordinates (I;X, Y, Z) where IX = Ix is perpendicular to the plane of the flow, and IY and

IZ coincide with Iy and Iz at the initial time. Using X̂, Ŷ, and Ẑ to denote the unit vectors in

the coordinate directions, the unit vector in the direction of gravity reads ĝ = −Ŷ sin t−Ẑ cos t.

In this new frame, the non-dimensional equation of motion for heavy particles in the internal

system of units is

(5.11) R̈ =
1

St
(
W − Ṙ

)
+
VT
St

ĝ + R− 2X̂× Ṙ,

where R is the particle position and W is the fluid velocity field (in this frame). The last two

terms are the centrifugal and Coriolis forces, respectively. Because particles are much heavier

than the fluid, forces proportional to the mass of the displaced fluid, like the Archimedes force

and the opposite of the Coriolis and centrifugal forces acting on the fluid, have been neglected.

Also, St=Ω0τp is the Stokes number already introduced above, VT = gτp/Ω0d0 is the non-

dimensional settling velocity in still fluid, and the ratio VT/St is the inverse Froude number.

The Stokes number (St) and non-dimensional settling velocity (VT ) introduced with the internal
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units are related to the external ones by

(5.12) S̃t = ε2St, and ṼT = VT/ε,

where S̃t � 1, St = O(1), ṼT = O(1), and VT � 1. Therefore, gravitational settling is weak

in the internal dynamics (near the vortices) and stronger in the external one (near the separatrix

Σp). In contrast, particle inertia effects are weak in the external dynamics (which favors the

crossing of Σp) and stronger near the vortices (which favors capture by attracting points).

To order ε2, the fluid velocity field is

(5.13) W = W0(R, γ) + ε2
[
W2c(R, γ) cos 2t+ W2s(R, γ) sin 2t

]
,

where the leading order is the relative velocity field induced by an isolated vortex pair with

vortex strength ratio γ (see, e.g., Ref. [124]) and the velocity fields W2c and W2s account for

the effect of the vertical wall (the symmetry axis Oz separating AB and A′B′). In the limit of

small ε the wall causes each vortex pair to stretch and compress twice each revolution. That

is why, in this frame and system of units, the perturbation terms are proportional to cos 2t and

sin 2t.

To analyze the stability of equilibrium points, we follow the procedure employed by IJzer-

mans and Hagmeijer in Ref. [119], and set

(5.14) R(t) = Req + h(t),

where Req denotes any one of the equilibrium points in the rotating frame in the absence of

both wall and gravity (the existence of these points, when neither wall nor gravity is present,
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has been proven in Ref. [121] for identical vortices and in Ref. [124] for unequal vortices). In

particular, Req is any solution of W0(Req)/St + Req = 0, which reflects the balance between

inward drag and the centrifugal force at the equilibrium point. In Eq. (5.14), h = h(t) represents

the perturbation accounting for the effect of gravity and the wall. Using this decomposition in

Eq. (5.11), and neglecting the quadratic terms in h, we obtain

ḧ =
1

St

{
(DWeq

0 ) h + ε2
[
W2c(Req, γ) cos 2t+ W2s(Req, γ) sin 2t

−ṼT (Ŷ sin t+ Ẑ cos t)
]
− ḣ

}
+ h− 2X̂× ḣ ,(5.15)

where Df is used to denote the Jacobian matrix of f and DWeq
0 = DW0|Req . The general

solution of this non-homogeneous linear equation is the sum of a particular solution ha(t) and

the solution hb(t) of the homogeneous part of the equation.

The homogeneous equation corresponds exactly to the case in which both gravity and the

wall are absent. Focusing on equilibrium points Req that (in the absence of gravity and the wall)

are asymptotically stable, we have hb(t)→ 0 as t→ +∞. Provided the internal Stokes number

is not too large, as considered here, there are either one or two such stable points when neither

gravity nor the wall is present [124]; from here on we consider only these equilibria and show

that they are converted into time-dependent attracting points when the effect of gravity and/or

the wall are significant.

The particular solution can be sought in the form of a combination of two Fourier modes:

(5.16) ha(t) =
∑
n=1,2

(pn cosnt+ qn sinnt),
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where the amplitudes pn and qn are given by a set of linear equations,

L1p1 −M1q1 = ε2 ṼT
St

Ẑ,(5.17)

L1q1 + M1p1 = ε2 ṼT
St

Ŷ,(5.18)

L2p2 −M2q2 = −ε
2

St
W2c(Req, γ),(5.19)

L2q2 + M2p2 = −ε
2

St
W2s(Req, γ),(5.20)

for L1 = 1
StDWeq

0 +2I, M1 = 1
StI+2A, L2 = L1+3I, M2 = 2M1, and matrix A representing

a rotation of π/2 around X̂. The matrices M1 and M2 are invertible—it can be checked that

their determinants are nonzero irrespective of St. The matrix L1 is also invertible since its

eigenvalues are λi = 2 + µi/St (i = 1, 2), where µi’s are the eigenvalues of the matrix DWeq
0 ,

which are known to have non-zero imaginary parts. Finally, a similar argument can be used to

show that the matrix L2 is also invertible. Thus, after some elementary algebra, we are led to

(5.21)
(
M−1

1 L1 + L−1
1 M1

)
p1 = ε2 ṼT

St
(
L−1

1 Ŷ + M−1
1 Ẑ

)
.

By solving this last system we obtain the amplitude p1. The other amplitudes pn and qn can be

obtained in a similar way, so that the periodic solution ha(t) in Eq. (5.16) exists and is uniquely

defined.

We therefore conclude that, for sufficiently small ε� 1, the trajectories of inertial particles

in the presence of gravity and the wall converge to some periodic orbit in an ε2-neighborhood

of the equilibrium point Req of the unperturbed system.
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Calculation of the Melnikov function. The variation of the undisturbed Hamiltonian H =

ψp(r(t)) along the disturbed trajectory r(t) between the discrete times τ2n and τ2n+1 is [147,

148]

(5.22) Hn+1 −Hn =

∫ τ2n+1

τ2n

d

dt
ψp(r(t)) dt =

∫ τ2n+1

τ2n

∇ψp(r(t)) · dr(t)

dt
dt.

Assuming the trajectory is close to the separatrix Σp, we write r(t) ' q(t− tn), where q(t) is a

trajectory on Σp. Therefore it satisfies q̇ = v0(q), q(−∞) = S1, and q(+∞) = S2, where the

z-coordinates of S1 and S2 are given by z = ±
[
(6−ṼT )/(2+ṼT )

]1/2. For convenience, we take

the initial condition q(0) at the intersection between Σp and the axisOy. In addition, we perform

the change of variables t→ t− tn, and take into account the fact that τ2n− tn < 0 < τ2n+1− tn

and that |τ2n − tn| � 1 and |τ2n+1 − tn| � 1 (because the dynamics are very slow near S1 and

S2). The integration interval [τ2n − tn, τ2n+1 − tn] can then be replaced by [−∞,+∞], leading

to Hn+1 −Hn = ε2M(tn), where M(tn) is the Melnikov function,

(5.23) M(tn) =

∫ ∞
−∞
v0(q(t))× v2

(
q(t),

t+ tn
ε2

)
dt.

Note that in this equation and others below, the cross products should be interpreted as projected

in the x̂ direction.

The unperturbed trajectory q(t) cannot be obtained analytically for arbitrary ṼT . We there-

fore approximate it by assuming that ṼT , though larger than the internal non-dimensional ve-

locity VT , is sufficiently smaller than unity that it allows us to write q(t) = q0(t) + ṼT q1(t) +

O(Ṽ 2
T ), where the functions q0(t) and q1(t) are determined numerically. Setting U2 = u2 −
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St ∂u2/∂τ , after some algebra the Melnikov function reads

(5.24) M(tn) = I1 + I2 + I3 +O(Ṽ 2
T ) +O(ṼTSt),

where

I1 =

∫ ∞
−∞
q̇0(t)×U2

(
q0(t),

t+ tn
ε2

)
dt− St

∫ ∞
−∞
q̇0(t)× q̈0(t) dt,(5.25)

I2 = ṼT

∫ ∞
−∞
q̇1(t)×U2

(
q0,

t+ tn
ε2

)
dt,(5.26)

I3 = ṼT

∫ ∞
−∞
q̇0(t)×

(
(DU2) q1(t)

)
dt.(5.27)

By expanding the sines and cosines appearing in I1 and assigning zero to the integrals of odd

functions of t, we obtain

(5.28) I1 =
4γ

(1 + γ)2
a(ε)

(
sin

2tn
ε2
− 2St cos

2tn
ε2

)
−mSt,

where the multiplicative coefficient a(ε) depends only on ε,

(5.29) a(ε) =

∫ ∞
−∞
q̇0(t)×

[
u2s(q0(t)) cos

2t

ε2
− u2c(q0(t)) sin

2t

ε2

]
dt,

and m is a constant,

(5.30) m =

∫ ∞
−∞
q̇0(t)× q̈0(t) dt.

The velocity fields u2c and u2s correspond to the streamfunctions ψ2c and ψ2s respectively.
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The constant m is computed numerically once q0(t) has been determined, resulting in m '

30.4. The function a(ε) is also computed numerically, and then fitted with an exponential-

rational function of the form

(5.31) a(ε) =
e−αe/ε2

ε2

(
α0 + α2ε

2 + α4ε
4
)
,

where the αi’s are obtained using a least-squares algorithm. The resulting constants are αe '

0.60, α0 ' 16.5, α2 ' −9.5, and α4 ' −51.5. Applying the same treatment to the integrals I2

and I3, we obtain

(5.32) I2 + I3 =
4γ

(1 + γ)2
ṼT
[
b2(ε) + b3(ε)

](
sin

2tn
ε2
− 2St cos

2tn
ε2

)
,

where

b2(ε) =

∫ ∞
−∞
q̇1(t)×

[
u2s(q0(t)) cos

2t

ε2
− u2c(q0(t)) sin

2t

ε2

]
dt,(5.33)

b3(ε) =

∫ ∞
−∞
q̇0(t)×

[
(Du2s) q1(t) cos

2t

ε2
− (Du2c) q1(t) sin

2t

ε2

]
dt.(5.34)

Both b2 and b3 depend only on ε and are computed numerically once q0(t) and q1(t) have been

determined. The sum b2(ε) + b3(ε), denoted b(ε) above, is fitted with an exponential-rational

function of same form as the one used for a(ε), with the coefficients αi’s replaced by βi’s:

βe ' 0.60, β0 ' 174.6, β2 ' −1120.6, and β4 ' 1972.0.

Navier-Stokes simulations of viscous flows. The computations in Figs. 5.2-5.4 were per-

formed assuming idealized inviscid flows (exact solutions of the Euler equations). For mod-

erate Reynolds number, viscosity is expected to have significant effects on the flow, as viscous

diffusion causes the size of the vortex cores to expand over time. Once the radius of either core
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becomes comparable to the distance between the vortices, vortex merging occurs and any attrac-

tors of the particle dynamics vanish. We performed simulations solving the two-dimensional

Navier-Stokes equations with a viscous working fluid to determine whether heavy-particle lev-

itation could be observed prior to the eventual coalescence of the vortices. The initial velocity

field of the fluid consisted of the superposition of a uniform downward flow (in the direction

of gravity) with a velocity magnitude of 0.625w0 relative to the laboratory reference frame and

two pairs of co-rotating Lamb-Oseen vortices with inter-vortex distance 2d0 as in the setup of

Fig. 5.1. The Reynolds number of the flow, Re = Ω0d0
2/ν, where ν is the dynamic viscosity of

the fluid, was set to be 4, 000 in all simulations we report. For these conditions, in each run of

our simulations we released 100, 000 particles from the closed flow and 50, 000 from the open

flow with zero initial velocity, as defined in Fig. 5.5(a). After simulating many combinations of

ṼT and S̃t, we observed the following scenarios: for St/Stc > 1 either no attracting points exist

or they exist but no particles from the open flow are captured by them; for St/Stc < 1 attracting

points exist and particles from the open flow are captured and levitated by them.

To quantify the levitation mechanism for particles from the open flow, we calculate the

fraction of particles released in the open flow that remain above a threshold as a function of

time. We set the threshold to a distance 2.4L0 downstream from the initial center of vorticity

I , which lies right below the closed flow separatrix so that any particle that falls below this

threshold will not be pulled back upstream. This fraction is shown in Fig. 5.6, illustrating the

different scenarios mentioned above, where time is represented in units of the maximum time

Tp a particle with the given initial conditions would remain above threshold in the the same

flow without vortices. We define the levitation period to be the time t− Tp the particle remains

above this threshold. For example, for ṼT = 0.6 and St/Stc = 0.05 particles from the open flow
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Figure 5.6. Fraction of particles from the open flow that remain above the thresh-
old marked in Fig. 5.5(a) as function of time, for γ = 0.7 and ε = 0.375. The
different curves correspond to (a) different choices of St for ṼT = 0.6 and (b)
different choices of ṼT for St = 0.048. The fraction of particles levitated for
a long period increases as St is decreased and as ṼT is (and hence gravity) in-
creased, which parallels the dependence of Stc in our theory based on potential
flows.

approach the attracting points and nearly 20% of the particles have a levitation period larger

than 3Tp. For ṼT = 0.6 and St/Stc = 1.88, on the other hand, there are no attractors in the

vicinity of the vortices and the levitation period is close to zero for most particles. We also

observe that for a fixed value of St, increasing ṼT can increase the fraction of particles above

the threshold at all times, which is counter-intuitive but consistent with our analytical results for

potential flow, where stronger gravity is observed to enhance the levitation effect.

Simulations were performed with OpenFOAM (version 2.2) using the PISO algorithm in

solving for the flow field. The particle motion was calculated with Lagrangian particle tracking

with one-way coupling of the particles to the fluid.
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5.6. Discussion

Levitation—the action of rising or hovering in apparent defiance of gravity—is a fascinating

phenomenon with many practical implications. A classic demonstration is the Bernoulli ball

levitation, in which a macroscopic particle heavier than air (such as a ping pong ball) can levitate

in response to an inclined upward air stream that appears to only partially balance gravity. A

key aspect of that form of levitation is the transversal stability due to the Coandǎ effect which

relies on the tendency of the flow to curve around the surface of the ball and sustains stable

levitation when the upward air stream is tilted. Here, we report a new form of fluid-dynamical

levitation that can be observed even for a downward stream (i.e., in the direction of gravity) and

that allows heavy particles to be levitated by a flow regardless of whether they are 10, 100, or

1,000 times denser than the fluid. This phenomenon is fundamentally different from the Coandǎ

effect in that it concerns microscopic heavy particles and requires no disturbance of the flow by

the particles.

Our demonstration that heavy particles can be levitated shows that they can be transported in

any direction relative to the asymptotic flow and gravity. Exploring this effect in more complex

problems (possibly involving non-laminar flows), such as the air-transport of water droplets

and aerosols [151, 152, 153], the resuspension of sediments by coherent vortical structures

[154, 155], and industrial applications for particle sorting [125, 126], are among the questions

of great interest for future research.
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CHAPTER 6

Suppression of Faraday waves via substrate heterogeneity

The discovery of universality in driven systems has focused attention on idealized homoge-

neous media and model equations, yielding insights into the pattern formation processes that

we observe in everyday life. In contrast to these idealized systems studied in the past, recent ad-

vances in the network sciences have drawn increasing attention to more realistic, heterogeneous

systems. While the general expectation is that such systems exhibit more complex behaviors

that are less amenable to analysis, surprising symmetric collective order can emerge instead,

even when such states are unstable in the corresponding homogeneous systems. Here, we de-

scribe a general mechanism for such heterogeneity-stabilized symmetric states in parametrically

driven media. We illustrate this mechanism theoretically in a mathematically-amenable model

of coupled pendula and experimentally in Faraday waves. This research was conducted in col-

laboration with Zachary G. Nicolaou (first author), Ernest van der Wee, Michelle Driscoll, and

Adilson E. Motter.

6.1. Motivation

The relationship between system symmetry and pattern formation in driven systems has

been of longstanding scientific interest [6, 156]. In a typical pattern-forming system, a homoge-

neous medium undergoes an instability as a driving force increases past a threshold value. The

state symmetry is then spontaneously broken, leading to universal and familiar patterns such as

stripes, squares, or hexagons in two-dimensional systems, for example. While the emergence of
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patterned states in homogeneous systems is now well understood, the unexpected consequences

of system heterogeneity has also garnered attention. For example, Anderson localization, in

which disorder in conducting materials can not only impede conduction through scattering but

can also trap and localize charge carriers, has been of great interests for decades [157]. Simi-

larly, impurities [158, 159] and heterogeneous driving [160, 161] have also been shown to have

stabilizing properties in a variety of contexts. More recently, it has been found that system

heterogeneity can surprisingly stabilize symmetric states that are unstable in the corresponding

homogeneous system, as first noted in networks of coupled oscillators [33, 34, 36, 35]. While

such asymmetry-induced symmetry has been clearly established theoretically, explicit experi-

mental confirmation in realistic systems has yet to be demonstrated.

Here, we note a general mechanism that can lead to heterogeneity-stabilized symmetric

states in continuous media. Noting that both periodic and random heterogeneities can gener-

ically open gaps between bands in the dispersion relation governing wave growth, we show

that stabilized regions of the parameter space can emerge near band gaps in the presence of

heterogeneities. To illustrate this mechanism, we focus on parametrically driven systems, such

as the Faraday waves that form on a fluid surface driven by vertical vibration. We describe

heterogeneity-induced stabilization in a minimal spring-pendulum system that is amenable to

mathematical analysis as well as in simulations and experiments of Faraday wave formation in

water.

Faraday waves are a classic example of a pattern forming system [41, 6]. Consider, for

example, a cylindrical vessel containing an inviscid fluid like water and driven by a vertical

vibration, as shown in Fig. 6.1a. For sufficiently large driving amplitudes, the flat fluid surface
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Figure 6.1. Development of Faraday wave patterns. a, Finite element simu-
lation of fluid flow in a cylindrical vessel driven by vertical vibrations. b, When
the driving amplitude is sufficiently large, the flat fluid film is linearly unstable,
and a pattern of surface waves develops after a nonlinear saturation. c, Insta-
bility tongues corresponding to different wave modes separate flat and patterned
waves in the driving amplitude–frequency parameter space.

becomes unstable in the linear stability analysis. The surface deflection then grows exponen-

tially in the linear regime before a nonlinear saturation to a final pattern, as shown in Fig. 6.1b.

The driving frequency vs. driving amplitude parameter space is then divided into regions in

which the fluid surface remains flat and regions in which wave patterns emerge on the surface,

as shown in Fig.6.1c, with each instability “tongue” exhibiting a different spatial pattern. Al-

though a great number of theoretical and experimental studies on Faraday waves have been

undertaken, relatively few have explored the effects of heterogeneous configurations such as

substrates which are not flat [162, 163, 164, 165].
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6.2. Pendulum array model

Before describing heterogeneity-stabilized symmetric states in Faraday waves, we first focus

on the illustrative toy model of coupled pendula shown Fig. 6.2a. The position of each pendulum

is described by the angle θi with the vertical direction, and each pendulum is coupled to its

neighbors via a linear spring. Such pendulum models have been of recent interest in the study

of time crystals because of their simple description compared to continuous media [166, 167].

The system is driven by the vertical periodic motion of the supporting ceiling. To model the

impact of heterogeneity, the height of the support ceiling varies periodically while the length of

the pendula also varies such that the uniform solution always exists (i.e., the base all pendula

at the same height). In the accelerated reference frame of the moving ceiling, the equations of

motion are

m(l ±∆)θ̈i = −m (g + a cos(ωt)± 4ks∆) sin(θi)

+ ks(l ∓∆) sin(θi+1 − θi)

+ ks(l ∓∆) sin(θi−1 − θi),(6.1)

where l ±∆ are the pendulum lengths, ks is the spring constant, g is the gravitational constant,

m is the mass of the pendula, and a is the amplitude of the vertical acceleration.

When ∆ = 0, the system is homogeneous with all pendula identical, while for ∆ > 0, the

pendula lengths alternate. In the absence of driving, the propagation of waves in the pendulum

array is determined by the linear dispersion relation that relates the wavelength of the waves to

their frequencies. When ∆ > 0, a band gap opens in the undriven dispersion relation, as shown

in Fig. 6.2b. Taking the Fourier decomposition with the Bloch wave solutions determined by
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Floquet theory, the stability of this equation can be determined through the largest eigenvalue

of a linear operator [168]. Additionally, direct numerical integration of Eq. (6.1) has been im-

plemented to find the growth rate from the base solution initialized with random perturbations.

Each tongue in the dotted lines in Fig. 6.2c corresponds to a different wavenumber that fits in

the periodic domain with 16 pendula as determined through direct numerical simulations, while

the stability boundaries for subharmonic modes in the infinite system limit as determined by

Floquet theory are shown as solid lines. The driving frequencies near fd/2 = 2 correspond to

a wavenumber k = π where the band gap opens. The band gap introduces an additional barrier

that requires larger driving forces to overcome before the system goes unstable. The instabilities

near k = π are then shifted in frequency in opposite directions for the modes in different bands

as the gap opens, and thus the system is stabilized around this band gap.

As is usually the case, the prominent instabilities in the homogeneous system are subhar-

monic with oscillation periods of twice the driving period, while the harmonic instabilities (with

the same period as the driving) only occur for larger driving amplitudes and lower frequencies.

Thus, this instability only partially breaks the symmetry inherent in the system. Interestingly,

in the center of the band gap for the heterogeneous system, a different short-wavelength in-

stability, which we deem anharmonic remains which is neither harmonic nor subharmonic but

emerges with a frequency that is incommensurate with the driving frequency. This anharmonic

instability fully breaks the symmetry of the driving force, as the frequency of the instability

ranges between 0.4 and 0.6 times the driving frequency (depending on the parameters) rather

than being exactly half the driving frequency, as was the case for subharmonic instabilities. We

observed this unusual behavior only in specific models when a mode lies exactly at the boundary
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Figure 6.2. Wave suppression in heterogeneous array of coupled pendula. a,
Array of coupled pendula with periodically varied rod lengths. b, Frequency f
vs wavenumber k for the infinite array with the homogeneous ceiling (blue line)
and the heterogeneous ceiling (orange line). c, Stability boundaries in the driving
frequency fd and driving velocity Adfd space near the band gap, with patterned
wave states forming above the solid (dashed) lines and unpatterned flat states
below the solid (dashed) lines in the infinite (finite) systems. The heterogeneity
stabilizes the flat states in the green regions, while an anharmonic instability
appears in the pink region.

between two bands that separate in the band gap1. Other interesting behavior including localized

and topological states have been noted to occur around band gaps [169, 170, 171, 172].

6.3. Simulations of Faraday waves with a heterogeneous substrate

We turn next to the demonstration of heterogeneity-stabilzied symmetric states in the con-

text of Faraday waves. While a complete theory on the emergence of Faraday waves in a viscid

1For the system of pendula with alternating masses rather than alternating lengths (and in the Faraday waves
described below), the modes in different branches split evenly without leaving an anharmonic instability behind,
and a larger region of parameter space is stabilized by the heterogeneity.
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fluid has been recently developed [173], we focus on the inviscid theory for simplicity, which

adequately describes our experiments in water after fitting for phenomenological damping co-

efficients. Let h specify the position of the fluid surface at z = h0 + Ad sin(ωdt) + h. The

flat surface corresponds to h = 0 with fluid velocities uz = Adωd cos(ωdt), ux = uy = 0, and

pressure P = −gz. This is always a solution to the fluid equations of motion, and the stability

of this base solution is considered. For the flat substrate, extensive analytical work has been

done, and the surface deflection with wavenumber k and h = h0 + eikxH , can be described in

terms of the Mathieu equation,

(6.2)
∂2H

∂t2
= −k tanh(kh0)

(
g + k2σ − Adωd sin(ωdt)

)
H.

The undriven dispersion relation,

(6.3) ω2 = k tanh kh0

(
g + σk2

)
,

between the wavenumber k and the frequency ω of a disturbance governs the instabilities for

small driving amplitudes. In particular, waves with frequencies that are half-integer multiples

of ωd have positive growth rate β and are easily excited at small amplitudes.

For heterogeneous substrates, we implemented finite element simulations to assess whether

an inviscid fluid film would remain flat or become patterned under a given driving frequency

and amplitude. As in the pendulum system, the periodic substrate opens a band gap at a wave-

length of one half of the substrate wavelength, as shown in Fig. 6.3a, leading to a shift in the

instability tongues that stabilizes the uniform film over an expanded parameter range. To probe

the impact that more general heterogeneous substrates have on the instability boundary, we gen-

erated five hundred random substrate shapes, taking the Fourier coefficients of the first twelve
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Figure 6.3. Suppression of Faraday wave instability. a, Analytically calcu-
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As in the pendulum system, a gap opens for the periodic substrate. b, The sim-
ulation domain and mesh for flat (blue), periodic (orange), and random (gray)
substrates. c, Instability boundaries, with the heterogeneity-stabilized regions
shaded green.

modes as random Gaussian variables (with amplitude inversely proportional to Fourier index).

For each of these substrates, we measured the growth rate β for a range of fiftey-five values of

frequency ωd and amplitude A near the dominant subharmonic instability tongues for driving

accelerations around 0.8g. We then selected the substrate that created the largest gap between

the modes around 8Hz and 12Hz. The flat, periodic, and optimal random substrates are shown

in Fig. 6.3b. Surprisingly, the simulated stability regions for this optimal random substrate was

nearly identical to that of the periodic substrate, despite the fact that the substrate was aperiodic,

as shown in Fig. 6.3c. We emphasize that the driving strength necessary to excite the instability

for the heterogeneous substrate is significantly higher than for the flat substrate for frequen-

cies near the instability. Thus, surprisingly, the heterogeneity in the substrate stabilizes the flat,

free-surface solution for these frequencies.
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6.4. Experimental results

Since the dispersion relation in Eq. (6.3) depends exponentially on the film thickness, the

substrate heterogeneity must be rather large to significantly impact the instability boundaries.

Because of these very heterogeneous geometries, it is natural to speculate that the predominant

mechanism behind our observations is compartmentalization of the fluid between the maxima of

the substrate. To test whether simple compartmentalization can account for the heterogeneity-

induced stabilization, we performed simulations for substrates with a fixed number of narrow

peaks and used periodic boundary conditions to both eliminate side-wall effects and maintain

full translational symmetry. Importantly, the distributions of narrow peaks with even spacing

does a substantially poorer job of stabilizing the flat film than a sinusoidal substrate, shifting

the relevant mode only 10% as much as the sinusoidal mode. Furthermore, distributions with

uneven spacing between the peaks stabilize a slightly larger region than the evenly spaced dis-

tributions. Thus, compartmentalization of domains alone cannot account for the stabilization

observed for heterogeneous substrates, and the more symmetric heterogeneities do not outper-

form more asymmetric configurations generally.

To test these numerical predictions, a flat substrate, a periodic substrate, and the optimal ran-

dom substrate with the largest stabilizing effect were 3D-printed in a narrow box geometry, and

the stability boundaries for each substrate was determined in the driving frequency–amplitude

space, as shown in Fig. 6.4. Extracting the effective damping coefficient and box dimensions

from the experimental data, the shifts in the instability tongues confirmed our numerical sim-

ulations. In particular, both the periodic and random substrates exhibited stable flat films in

a large region of the parameter space corresponding to the band gap while the flat substrate
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Figure 4 | Heterogeneity-stabilized homogeneous states in Faraday wave experiments. (a) Flat (blue), sinusoidal (orange), and random (green) substrate geometries,
generated from simulations. (b) Experimental instability boundaries in the driving amplitude vs. driving frequency space, with line color indicating corresponding
substrate geometry in (a). The instability mode for the three tongues in flat substrate are shown in (c)-(e), as indicated by the blue dotted arrows. The error bars in
(b) show the standard error from 4 measurements at each frequency. The solid black arrow in (b) illustrates that the mode in (d) is shifted to lower frequencies for the
heterogeneous substrates, leading to the stabilization of the homogeneous film in the light-green highlighted area in (b). Video recordings of the modes in (c)-(e) are
available in the Supplemental Materials.
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13. H. Urra, J. F. Marı́n, M. Páez-Silva, M. Taki, S. Coulibaly, L. Gordillo, and
M. A. Garcı́a-Ñustes, Localized Faraday patterns under heterogeneous
parametric excitation. Phys. Rev. E 99, 033115 (2019).

14. L. N. Howard and J. Yu, Normal modes of a rectangular tank with corru-
gated bottom. J. Fluid Mech. 593, 209 (2007).

15. P. D. Weidman, A. Herczynski, J. Yu, and L. N. Howard, Experiments
on standing waves in a rectangular tank with a corrugated bed. J. Fluid
Mech. 777, 122 (2015).

16. F. Wilczek, Quantum time crystals. Phys. Rev. Lett. 109, 160401 (2012).
17. N. Y. Yao, C. Nayak, L. Balents, and M. P. Zaletel, Classical discrete time

crystals. arXiv preprint arXiv:1801.02628 (2018).
18. W. Chen, W. Lin, and Y. Zhu, Onset instability of a parametrically excited

pendulum array. Phys. Rev. E 75, 016606 (2007).
19. V. V. Osipov and N. Garcı́a, Space-time parametric excitation of localized

standing waves on a surface of a fluid in a vessel with corrugated bottom.
Phys. Lett. A 283, 209 (2001).

20. L. M. Nash, D. Kleckner, A. Read, V. Vitelli, A. M. Turner, and W. T. M.
Irvine, Topological mechanics of gyroscopic metamaterials. Proc. Natl.
Acad. Sci. U.S.A. 112, 14495 (2015).

21. B. C. Ponedel and E. Knobloch, Forced snaking: Localized structures
in the real Ginzburg-Landau equation with spatially periodic parametric
forcing. Eur. Phys. J. Spec. Top. 225, 2549 (2016).

22. N. P. Mitchell, L. M. Nash, D. Hexner, A. M. Turner, and W. T. M. Irvine,
Amorphous topological insulators constructed from random point sets.
Nat. Phys. 14, 380 (2018).

23. K. Kumar and L. S. Tuckerman, Parametric instability of the interface be-
tween two fluids. J. Fluid Mech. 279, 49 (1994).

24. Source code of our finite element simulations is available at the GitHub
repository https://github.com/znicolaou/faraday.

25. S. Douady, Experimental study of the Faraday instability. J. Fluid Mech.
221 383 (1990).

26. S. Douady and S. Fauve, Pattern selection in Faraday instability. Euro-
phys. Lett. 6, 221 (1988).

Acknowledgements This work was supported by U.S. Army Research Of-
fice Grant No. W911NF-15-1-0272 and · · · . The authors thank Paul Umban-
howar for lending us the VTS mechanical shaker, Venkat Chandrasekhar lend-
ing 3D printing equipment, and Kevin Ryan for help printing the substrates.

Author contributions Z.G.N, D.J.C., and A.E.M. designed the research.
Z.G.N. and D.J.C. programmed simulations and performed numerics. Z.G.N.,
E.B.W., and M.M.D. designed experiments, and Z.G.N. conducted experi-
ments. All authors contributing to interpreting the results and writing the
manuscript.

METHODS

Pendula array theory and numerics. The position of each pen-
dulum in the array is described by the angle ✓i with the vertical direction,
where 1  i  32 is the pendulum index. In the accelerated reference frame
of the moving ceiling, the equations of motion are

MLi✓̈i = �⌘✓̇i � M
�
g � Ad!

2
d cos(!dt)

�
sin(✓i)

+ Li+1 sin(✓i+1 � ✓i) + Li�1 sin(✓i�1 � ✓i)

+  (Li+1 + Li�1 � 2Li) sin(✓i), (1)

where the overdots denote time derivatives, t is time, Li are the pendulum
lengths,  is the spring constant, g is the gravitational constant, M is the
mass of the pendula, !d = 2⇡fd is the angular frequency of the vertical
vibration, ⌘ is the damping coefficient, and Ad is the amplitude of the vi-
bration. The pendula lengths were define as Li = 1 for the homogeneous
support, Li = 1 + (�1)i� with � = 1/2 for the periodic ceiling, and
Li = 1 + (�1)i� + �i where the �i are randomly selected such that
hLii = 1 and h(Li � 1)2i = �2 with � = 1/2 for the random case,
where h·i denotes averages.

Linearizing the pendulum equations of motion in Eq. (1) using the Flo-
quet ansatz

✓i =
X

m

⇠im exp ((s + im)!dt) , (2)

with Floquet exponent s = � + i✏, results in the linear equations
X

im

Aim
jn ⇠im = Ad

X

im

Bim
jn ⇠im, (3)

where

Aim
jn = Lj

�
�!2

d(s + n)2 + i!d⌘(s + n) + 2
�
�i

j�
m
n

�
�
Lj+1�

i
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Figure 6.4. Heterogeneity-stabilized homogeneous states in Faraday wave
experiments. a, Flat (blue), sinusoidal (orange), and random (green) substrate
geometries, generated from simulations. b, Experimental instability boundaries
in the driving amplitude vs. driving frequency space, with line color indicat-
ing corresponding substrate geometry in a. The instability mode for the three
tongues in flat substrate are shown in c-e, as indicated by the blue dotted arrows.
The error bars in b show the standard error from 4 measurements at each fre-
quency. The solid black arrow in b illustrates that the mode in d is shifted to
lower frequencies for the heterogeneous substrates, leading to the stabilization
of the homogeneous film in the light-green highlighted area in b.

developed patterned waves in that region. Thus, we have clearly shown that the band-gap open-

ing mechanism behind heterogeneity-induced stabilization of symmetric states is general and

robust enough to observe in realistic systems.

6.5. Simulation and experimental methods

The inviscid fluid motion is described by a velocity potential φ which satisfies the Laplace

equation with Neumann boundary conditions at solid surfaces (located at points in a set Ω) and

Diriclet boundary conditions on the free surface (located at z = h0 + h),

∇2φ = 0, n̂ · ∇φ|x∈Ω = 0, and φ|z=h0+h = ζ,(6.4)
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where n̂ is the outward pointing surface unit normal vector. The evolution of the surface poten-

tial ζ follows from the Bernoulli equation for inviscid flows,

∂ζ

∂t
=
σ

ρ
∇ · n̂− (g + Adω

2
d sin(ωdt))h

−
(

1

2
|∇φ|2 − ∂φ

∂z

∂h

∂t

)∣∣∣∣
z=h0+h,

(6.5)

while the evolution of the surface height h follows from the kinematic equation,

∂h

∂t
=

(
∂φ

∂z
−∇φ · ∇h− ν1h+ ν2∇2h

)∣∣∣∣
z=h0+h.

(6.6)

We include additional damping terms−ν1h+ν2∇2h in Eq. (6.6) in order to mimic the neglected

viscosity and regularize the numerics, and we choose the values of ν1 and ν2 to fit the experi-

mental instability boundaries. Equations (6.5)-(6.6) are integrated numerically in time, where

φ is computed from moving mesh finite element solutions of Eq. (6.4) each time step using the

FEniCS package in Python. The instability boundaries derived from the Mathieu equation in

Eq. (6.2) for the flat substrates were used to validate our simulations. Two-dimensional rectan-

gular geometries and three-dimensional box and cylindrical geometries were implemented with

solid side walls.

For the Faraday wave experiments, we used the Vibration Test Systems mechanical shaker

to drive the fluid. The fluid domain of the printed substrates measured 4cm long by 1cm wide by

0.5cm tall. The substrates were glued to an acrylic plate which was stacked over an accelerom-

eter. The vessels were filled to the brim to minimize contact line pinning effects [174, 175]. The

acceleration of the substrate was recorded with an Arduino and fit to a sinusoid curve to relate

the signal generator voltage to acceleration. A camera was used to monitor fluid surface during
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driving by synchronizing the camera frame rate with the driving frequency. The driving volt-

age was incrementally increased for each frequency until the flat fluid surface became unstable.

Then, the acceleration was recorded for each critical frequency and used to define the instability

boundary. This was repeated three times for each frequency to estimate the uncertainties.

6.6. Final comments

In summary, we have studied the impact of heterogeneous system parameters on parametric

instabilities. We found that, counterintuitively, system heterogeneity can stabilize the symmetric

base solution and lead to asymmetry-induced symmetry. We observed this phenomenon numer-

ically in both fluid and elastic media and proposed a mechanism based on band-gap opening that

can be applicable to a large array of systems. These observations complement the traditional

view of pattern formation as a symmetry breaking phenomenon and demonstrate the importance

of symmetric states in realistic, heterogeneous systems.



138

CHAPTER 7

Optimal asymmetry in engineered and botanical structures

Spontaneous symmetry breaking events occur when a system transitions to a new state that

no longer reflects the symmetry of the forces acting on the system. These events underlie

phenomena that occur at the length scales relevant to elementary particle physics, through the

molecular organization of complex biomolecules, to the anisotropic distribution of matter across

the universe, and, hence, have been a focal point of study throughout physics during the 20th

century. Here, we explore how introducing asymmetry into the structure of classical columns

can inhibit buckling of columns under load, and thus serve to, counter-intuitively, preserve the

symmetric (unbuckled) state of the system. We demonstrate how the optimal shape of column

cross sections are asymmetric under constrained conditions and how this may be realized in

botanical structures. This work joins previous findings of scenarios in which asymmetry is re-

quired in order to stabilize symmetric systems states, such as in coupled oscillator networks,

and supports new investigation into how natural and engineered systems may achieve robust-

ness. This research was conducted in collaboration with Adilson E. Motter.

7.1. Motivation

One definition of physics is the study of the fundamental symmetries that exist in the uni-

verse. The importance of understanding symmetries is ubiquitous across the sub-fields of

physics, from quantum and Newtonian mechanics to relativity. So, it was a paradigm shift

when L. D. Landau became the first to frame many of the phenomena studied in statistical
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physics as broken symmetries and, moreover, that a phase transition is a spontaneous symmetry

breaking event [37]. A spontaneous symmetry breaking event occurs when a system suddenly

transitions to a state that no longer reflects the symmetry of the laws that govern the system.

Such events underlie the Standard Model of particle physics [39] and are manifest in familiar

examples like the sudden magnetization of a metal when cooled below the Curie temperature or

the sudden onset of convection in a fluid in the presence of a temperature gradient [38]. In these

examples, the symmetric state of the systems loses stability as some parameter is quasistatically

varied (e.g., temperature), even though the symmetries of the governing laws remain preserved.

Here, the classic example of spontaneous symmetry breaking we consider is column buck-

ling. A column is a support structure that serves to withstand an axially applied load that

originates from either an external source or its own weight. For an ideal, uniform cylindrical

column, the stress imposed by the load is completely symmetric along the axis and the column

has complete rotational symmetry. Given the elasticity of the material, the column is com-

pressed by an amount proportional to the load. However, once the load reaches a critical value,

the straight configuration of the column becomes unstable and any perturbation will cause the

column to transition to a buckled state, which neither reflects the rotational symmetry of the col-

umn nor the symmetry of the loading forces [42]. Given the structural purpose of a column, it

is no surprise that designing stronger columns has been a goal of architects and engineers since

the time of the ancient Greeks. What is surprising, at least on first thought, is that designing

a cylindrical column with round cross section and uniform radius produces one of the weakest

column constructions.
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7.2. Designing stronger columns

Determining the critical buckling load of a column is an old problem that was solved through

contributions from Robert Hooke, James and Daniel Bernoulli, and Euler [176]. The problem of

determining the ideal shape of a column, that is, the shape that would support the maximum load

for a column of fixed volume and length, also has a rich history, extending from the the time of

Lagrange (who arrived at an incorrect solution) to the 21st century. Even when considering ideal

materials an array of mathematical subtleties make this a challenging optimization problem

[42, 177, 43, 178, 179]. The majority of the literature is concerned with solving for the ideal

distribution of mass along the axis of the column. For example, when the ends of a column are

clamped to fixed positions, the column can support a larger load if the column is thicker in the

middle and thinner near the end points [42].

Another way to optimize the column strength is by manipulating its cross-sectional shape.

For a column of constant cross-section with length L and constructed from a material with

modulus of elasticity E, the critical buckling load, according to Euler-Bernoulli beam theory, is

(7.1) Pcrit =
π2EI

(KL)2
,

where K is a constant the depends on the boundary conditions and I is the second moment of

area. In Fig. 7.1, we show the relative buckling load of columns with cross sections of different

shape, but equal area. It is surprising, as first, that a column of triangular cross section has a

substantially higher (greater than 20%) buckling load than a column with circular cross section

[42]. This result is grounded in the dependence of Pcrit on I , which is greater for a triangle (or

any N -sided polygon) than a circle of equal area. The second moment of area is a geometrical

property of an area which reflects how its points are distributed with regard to an arbitrary axis,
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Figure 7.1. Non-circular column cross-sections. Comparison of critical buck-
ling loads for columns with different cross-sectional shapes. Each column is
assumed to have the same length and equal cross-sectional area. Buckling loads
are normalized by the critical load of a column with circular cross section (Shape
1).

and is defined as

(7.2) Ixy =

∫∫
R

y2 dx dy,

when the reference axis is the x-axis and where R is the domain of the shape. Thus, I is

generally dependent on the chosen reference axis. The value of I used in equation (7.1) is the

minimum I calculated for all possible axes that pass through the centroid of the cross section,

as this identifies the weakest axis along which the column will buckle. One property of regular

polygons is that I is equal for any axis that passes through the centroids, and thus a triangular

column, for example, is equally likely to buckle in any direction.
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In order to realize the increased buckling load of a polygonal cross section over a circular

cross section, the overall radius of the cross section must be increased. Here, we define the ra-

dius of the cross section to be the radius of the smallest circle that circumscribes it. In Fig. 7.2,

we show how Pcrit scales for columns with cross sections of different geometries that are con-

strained to fit within a circle of variable radius. For each shape, there exists a limited range

in the radius variable for which a column with the given cross section is both stronger than a

column with a circular cross section of unit radius and for which the area of the shape does not

exceed that of the circle. The latter is marked by the right end point of the curves in Fig. 7.2.

Perhaps the reason it was not appreciated until the 20th century that circular columns were

suboptimal in regards to maximizing the buckling load was the appealing correspondence be-

tween the symmetry of the loading forces and the infinite rotational symmetry of a circular

cross section [42, 176]. Indeed, there is a counter-intuitive nature to strengthening the column

through progressively breaking the rotational symmetry of the cross sectional shape, as illus-

trated in Fig. 7.1. However, this phenomenon of breaking the symmetry of the system structure

to preserve the symmetric state of the system is a recently recognized phenomenon deemed

asymmetry-induced symmetry (AIS), first demonstrated in oscillator networks [33, 34, 36, 35].

Here, we extend the notion of AIS to the scenario of postponing a spontaneous symmetry break-

ing event by breaking part of the system symmetry up-front. Here, we do so in the context of

delaying the buckling instability of column (i.e., increasing the critical buckling load) by chang-

ing the column cross-section to a less symmetric shape.



143

1. 1.1 1.2 1.3 1.4 1.5 1.6
0.2

0.4

0.6

0.8

1.

1.2

Radius

N
or
m
al
iz
ed
B
uc
kl
in
g
Lo
ad

Figure 7.2. Scaling of buckling load for columns with polygonal cross sec-
tion Buckling load of columns with cross section shapes of different regular
polygons constrained to fit inside a circle of variable radius. The dashed line
marks the buckling load for a column with circular cross section and unit radius.
Crossing points of each curve with the dashed line indicate the radius at which
columns of the respective shape have the same buckling load as the column with
circular cross section. The right end points of the curves indicate the radius at
which the area of the circumscribed shape is equal to the area of a circle with
unit radius.

7.3. Optimized cross-sectional shapes

We present particularly striking examples of this phenomenon by considering cross-sectional

shapes that maximize Pcrit, but which are constrained to have maximum radii within the value

range marked by the double-sided arrows in Fig. 7.2. Within these ranges, there exists scenar-

ios in which a regular polygon with N or more sides may not reach a maximum radius without

violating the fixed area constraint, and the area of an (N − 1)-sided polygon with the speci-

fied radius would be smaller than the maximum allowed value. Thus, within these ranges, the

optimal cross-sectional shape may not conform to a regular polygon.
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We show in Fig. 7.3a such cross sections numerically optimized to maximize Pcrit. The

minimum second moment of area for each shape is larger than for any convex regular poly-

gon constrained to have the same maximum radius. Remarkably, the minimum and maximum

values of I are within 10−3% of each other, despite the shapes not possessing any rotational

symmetry. Therefore, under these constrained conditions, cross sections of asymmetric shape

stabilize unbuckled column configurations when a column of circular cross section would yield

to buckling, which demonstrates a new instantiation of AIS. In Fig. 7.3b, we present the critical

buckling load of each of the optimized cross sections shown in Fig. 7.3a compared with the

critical loads of columns with regular polygon and (concave) six-pointed star cross sections.

Concave star-shaped polygons, unlike regular polygons, do not have a maximum circumscribed

radius for a fixed area. Thus, a constraint must be imposed in order to consider star-shaped

polygons that maximize I , which we again choose to be a designated maximum radius. By cal-

culating I for six-pointed stars of equal area with variable maximum radius in Fig. 7.3b, we see

that, interestingly, our optimized, convex cross sections follow a similar scaling with maximum

radius as the star-shaped cross sections.

7.4. Buckling instability in botanical structures

Hollow cross-sectional shapes, such as the square tube cross section in Fig. 7.1, also yield

larger values of I . However, similar to the scenario of concave shapes, the maximum circum-

scribed radius is no longer constrained for a shape of fixed area. Simple calculations show that

a thin-walled tube of large radius or an N -pointed star shape maximizes I . However, for both

cases, other instabilities can make such columns fragile under bending stresses. In particular,
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for hollow tubes, the Brazier instability can lead to column failure and for star-shaped cross sec-

tions the local stress at the points of the star induced by bending forces can exceed the material

yield threshold. The latter arises as a result of local stresses scaling with the distance from the

bending axis, and are thus amplified at the tips of a star [180].

While column construction is critical for engineering applications, strong columnar struc-

tures have immediate relevance in natural botanic structures. Stemmed plants undergo an array

of mechanical stresses, including resisting bending stresses from wind and supporting their own

weight [180]. Thus, important quantities for determining the structural stability of plants are the

flexural rigidity, defined as EI , and the critical buckling height, which is the maximum height

a column may reach before buckling under its own weight. For a column of uniform cross sec-

tion, the critical buckling height, Hcrit is proportional to (EI/ρgA)1/3, where ρ is the material

density, g is the gravitational acceleration, and A is the cross sectional area [181]. We note the

critical dependence of both of these structural properties on I . Increasing I allows a column to

be taller and more resistant to bending forces, which are both beneficial for plants.

A particular allometric plant property studied in botany is the scaling between plant diam-

eter and plant height [182, 183, 184]. The theoretical critical buckling height of a plant may

be determined from its diameter (and material properties) since (EI/ρgA)1/3 is proportional to

(E/ρg)1/3D2/3, where D is the diameter of the convex cross section. Indeed, the scaling be-

tween plant height and diameter has been compared to the scaling predicted byHcrit [181, 180].

An interesting difference in the measurements of this scaling emerges between plants with and

plants without substantial xylem tissues, which provide stronger support structures than other

plant tissues [185, 186, 187, 188]. For woody plants (i.e., trees) the scaling between diameter

and height is observed to closely follow the two-thirds law for Hcrit. Moreover, the so-called
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Figure 7.3. Optimized cross-sectional shapes. a, Cross-sections numerically
optimized to maximize the critical buckling load of columns with equal length
and material properties. All shapes have the same area, but were restricted to
have different maximum radii (defined as the radius of the smallest circle that
circumscribes the shape). b, Scaling of the critical buckling load of columns
with different polygonal (solid lines), star-shaped (dashed lines), and optimized
(black dots) cross sections.

safety factor (the ratio of Hcrit/H , where H is the actual plant height), is typically near four,

from which is can interpreted that, on average, trees could (in principle) be four times taller

given their diameter. Thus, the buckling instability is likely not a primary mechanical failure

mode for trees, which is in accordance with our common experience with trees.
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a b c d e

Figure 7.4. Plant stem cross sections a-e, Cross-sectional stem samples from
Carex pseudocyperus (a), Mentha piperita (b), Medicago sativa (c), Sericocar-
pus asteroides (d), and Dipsacus sylvestris (e). The pictures in b-e are repro-
duced from Ref. [189].

On the other hand, the height of plants without substantial xylem tissues (i.e., herbaceous

plants) are observed to scale with D to a power larger than two-thirds, and upperwards of four-

thirds [188]. Therefore, the safety factor for herbaceous plants decreases with diameter and

approaches (or in some cases falls below) one, which indicates that such plants approach or

exceed their critical buckling height.

7.5. Numerical optimization scheme

We developed a numerical optimization scheme to determine the optimized shapes of cross-

sections with constrained area and radius. During optimization, the area, maximum radius, and

second moment of area were calculated for a given convex polygon. An objective function was

then calculated using these quantities, and the shape of the polygon was iteratively adjusted to

minimize the objective function. The specific steps of the algorithm are:

(1) Initialize m points on the boundary of a circle with radius R, and provide a maximum

radius rmax and area Amax.

(2) Determine the convex hull from the set of m points.
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(3) Mesh the convex shape and calculate the areaA, the two in-plane principal components

of the second moment of area I1 and I2, and the radius r of the smallest circle that

circumscribes the shape.

(4) Calculate the value of the objective function based on A, r, min(I1, I2), rmax, and

Amax.

(5) Change the coordinates of one of the m points and repeat steps 2 through 4. If the

change in coordinates reduces the objective function, keep the change, otherwise revert

it.

(6) Repeat step 5 until convergence of the objective function.

The minimization of the objective function was implemented through the Nelder-Mead algo-

rithm in Python, using the Scipy.optimize library. We chose m between 20 and 30 and R to be

approximately 20% larger than rmax. For all cases, Amax was set equal the the area of a circle

with unit radius.

The objective function consisted of three additive components. One component was the

negative of min(I1, I2). This ensured that optimization was performed on the smallest of the

principal second moment of area components. The other two components consisted of Lennard-

Jones potential functions of the form

(7.3) L(σ, d) = 4ε

[(
σ

2σ − d

)12

− 2

(
σ

2σ − d

)6]
.

Specifically, we use L(Amax, A) and L(rmax, r), which are minimized at Amax = A and rmax =

r, respectively. Therefore, the objective function is minimized when the radius and area of the

convex shape are near the maximum specified values.
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7.6. Discussion

In light of this observation, it is natural to assume that plants would have evolved to be re-

silient against buckling and that it would be evident in their morphology. In Fig. 7.4 we show

stem cross sections from several herbaceous plants, which, notably, take on various polygo-

nal shapes. Many of these cross-sectional geometries (i.e., triangular or square) are persis-

tent throughout species within the same family, indicating that the cross-sectional shape is an

evolved trait. We posit that such cross-sections, which result in higher second moments of area

than a circle, reduce the risk of buckling instabilities for plants that have dimensions for which

the likelihood of self-buckling is non-negligible.

Here, we have shown a scenario in which a spontaneous symmetry breaking instability may

be guarded against by systematically breaking symmetries in a system’s structure. This is a

surprising counter to patterns emerging in a homogenous system [6] and continues a recently

introduced line of research (AIS) on how asymmetric properties of a system can induce symmet-

ric dynamics among its components. One immediate application area of AIS, which we begin

here, is in the study of natural system. Natural systems often exhibit robustness and stability

under conditions far outside the stable ranges predicted by simple models. One reason could

be that heterogeneities (sometimes referred to as noise or impurities) that are often neglected in

models may serve to stabilize systems or suppress disturbances from perturbations. Here, we

have examined one of the macroscopic properties of plants (i.e., the cross-sectional stem shape)

and shown the potential roll of asymmetric shapes serving to stabilize plants against buckling.

However, symmetries are also broken at finer scales. For example, the distribution of plant tis-

sues within individual stems are known to effect the mechanical properties of plants and could

be an immediate area of future research on this topic [190, 191, 192].
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CHAPTER 8

Conclusions

In this thesis, we have demonstrated how nonlinearity and asymmetry may be systematically

introduced into systems to induce targeted system-level behaviors. We first showed how devel-

oping built-in control mechanisms in microfluidic networks is possible by leveraging nonlinear

fluid inertia effects. This approach marks a departure from the past twenty years of research

in microfluidics, in which flow control was implemented via actuation from external devices

or built-in flexible components. In addition, we presented a first demonstration of Braess’s

paradox in a fluid network, which joins the collection of previously discovered instantiations

of the paradox in other classes of systems and further suggests that the paradox is a general

network phenomenon. Next, we introduced a new form of levitation of heavy inertial particles

in transient flows. Finally, we approached classically studied systems within the framework

of asymmetry-induced symmetry and put forth new strategies of introducing physical system

asymmetries that fortify against the emergence of instabilities.

An array of future lines of research naturally extend from the questions pursued here. In the

context of microfluidic networks, we focused on designing networks that exhibit fundamental

behaviors, such as switching and oscillations. One path forward would be to implement these

dynamics into more complex networks that are capable of performing advanced processing

schemes, similar to what has been done in systems that incorporate flexible valves [21, 46]. Al-

ternatively, combining the nonlinear fluid inertia effects that underlie our results with nonlinear

fluid-structure interactions previously exploited in microfluidics is likely to lead to entirely new
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and rich flow dynamics. More generally, microfluidic networks serve as an excellent platform

for investigating general network phenomena, since both the “network” is tangible (i.e., the

physical structure of the flow channels) and, as we show, the degree of nonlinearity is tunable.

Moreover, predictions of dynamics in microfluidic networks are amenable to experimental test-

ing. Our demonstration of Braess’s paradox exemplifies this idea and highlights how common

phenomena exist across networks even when the underlying mechanisms that give rise to them

are unique to particular systems.

Our work on levitation of inertial particles presents an entirely new phenomenon. Inertial

particle dynamics in fluid flows have only been studied rigorously over the past thirty years,

during which it has been found that surprisingly complex dynamics can emerge even in rela-

tively simple laminar flows [100, 101, 32]. Thus, inertial particle advection is a young field

with open questions that span the fields of fluid dynamics, nonlinear and complex systems, and

chaos. Given the strong agreement between our analytic and simulation results, one natural

extension of the work would be experimental verification of our predictions.

Finally, in this thesis we reframed and advanced the study of continuous systems in the con-

text of asymmetry-induced symmetry. Given the recent establishment of this topic of research,

many open questions have yet to be addressed. Primarily, a formalism or general conditions that

give rise to AIS, similar to the formalism of amplitude equations for the emergence of pattern

formation [6], has not been established. Here, we sought to broaden the class systems known to

exhibit AIS to show generalizations of the phenomenon that further the establishment of such a

formalism. We showed, in particular, two scenarios in which spontaneous symmetry breaking

events can be delayed by reducing the symmetry of a system’s structure. This is a new manifes-

tation of AIS, with potentially far-reaching impact given the ubiquity of spontaneous symmetry
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breaking phenomena across different areas of physics. Another particularly intriguing line of

research is understanding to what extent AIS manifests in the robustness of natural systems,

which rarely display exact symmetries.

The results and methods presented in this thesis provide a body of work in which systems

are designed to exhibit properties specified a priori, with an emphasis on harnessing emergent

dynamics. This research deviates from pursuits to understand existing systems and instead

advances the effort of developing ways to build “smart” systems that remain stable or generally

function in desired ways, even in the absence of central control capabilities. In this spirit, we

sought to design systems with “built-in” control mechanisms. We believe the results presented

here show how to take advantage of nonlinearity and asymmetry, which are often seen as design

obstacles, and expect our findings to have implications for technological development in fluid

and material systems.
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APPENDIX A

Experimental and simulation methods for determining Braess’s paradox

in microfluidic networks

Navier-Stokes simulations. The numerical simulations were performed using OpenFOAM-

version 4.1 [150]. We used meshes with an average cell area ranging from 10µm2 to 340µm2,

where the finer meshing was applied near the obstacles. All meshes were generated using

Gmsh [193]. The two-dimensional solutions were found using the simpleFoam solver within

OpenFOAM, employing second-order numerical schemes, where a fixed static pressure of zero

was set for the boundary conditions at the outlets. At the inlets, the static (total) pressure was

fixed for the static (total) pressure controlled cases. For simulations of the multiswitch network

in Fig. 2.6, the same geometry and dimensions were used as for the model predictions, provided

in Table 3.1, and equal driving pressures were applied at each of the six inlets.

Reynolds numbers. The characteristic length scale used in defining the Reynolds number of the

flow is the hydraulic diameter of the channels, defined as 4A/P , whereA is the area and P is the

perimeter of the channel cross section (common to all segments). The hydraulic diameter in two

and three dimensions is 2w and 2wh/(w+h), respectively, where h is the height of the channels

in the three-dimensional case. The characteristic velocity used in two and three dimension is

Q/w and Q/wh, respectively. Therefore, we define Re = 2ρQ/µ for our simulations in two

dimensions and Re = 2ρQ/µ(w+ h) for our experiments in three dimensions. The undeclared
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ranges of Re for the channel segment with obstacles considered in the presented data are: 21–

385 (Fig. 2.3), 12–121 (Fig. 2.4), 4–111 (Fig. 2.5), 1–220 (Fig. 2.6), 1–380 (Fig. 3.2), 40–385

(Fig. 3.4), 20–400 (Fig. 3.5), 2–10 (Fig. 3.9b), 75–85 (Fig. 3.9c), 76–89 (Fig. 3.10), 10–20

(Fig. 3.12b), and 110–120 (Fig. 3.12c).

PDMS channel fabrication. The flow channels were assembled by sealing a patterned PDMS

chip against a glass slide. The PDMS chip was made by pouring a mixture of PDMS oligomer

and cross-linking curing agent (Sylgard 184) at a weight ratio of 10:1 into a mold after being

degassed under vacuum. The mixture was cured at 74 °C for 1 h and then peeled off from the

mold to yield the microchannel design. The dimensions of the channels in Figs. 2.2 and 2.4

were 200µm (width) × 185µm (height), and the diameter of the obstacles was 97µm. After

punching the holes for inlet and outlet connections, the PDMS chip was thermally aged at

200 °C for 12 h to reduce pressure-induced deformation [194], yielding a chip with a Young’s

modulus of approximately 3 MPa [195]. Both the PDMS chip and the glass substrate were

cleaned with isopropanol and treated by plasma for 90 s before bringing them into contact.

Once the PDMS chip was sealed against the glass slide, the device was placed in an oven for 30

min at 74 °C to improve bonding quality.

The mold used was a silicon wafer containing microchannel patterns created by soft pho-

tolithography using a negative photoresist [196, 197]. A 4-inch silicon wafer (test grade, Uni-

versity Wafer, Boston, MA) was cleaned with acetone and isopropanol and dried with nitrogen

gas. The wafer was then coated with SU-8 50 negative photoresist (MicroChem Corp., New-

ton, MA) on a spin coater (Laurell Technologies Corp., North Wales, PA) operating at 600

rpm for 30 s. After a pre-exposure bake at 65 °C and subsequently at 95 °C, each for 60 min,

the coated wafer was exposed to UV light (Autoflood 1000, Optical Associates, Milpitas, CA)
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through a negative transparent photomask that contained the desired channel design. Following

a post-exposure bake at 95 °C, the wafer was developed in SU-8 developer (MicroChem Corp.,

Newton, MA) for 60 min to obtain the pattern.

Flexdym channel fabrication. Flexdym (Blackholelab Inc., Paris) is a thermoplastic elastomer

(Young’s modulus of 1.18 MPa) with a rapid and easy molding process for microfluidic devices

[198]. After fabrication of the silicon wafer mold containing the channel designs, a sheet of

Flexdym (6 cm × 4 cm) was placed directly above the mold with another sheet of unpatterned

PDMS (about 1 mm thick) placed above the Flexdym for protection. The whole set was then

placed on a heat press between two Teflon sheets. The plate on the heat press was heated to

175 °C before starting to mold the Flexdym. Once the target temperature was reached, the

lever on the heat plate was locked down with a timer set for 5 min. After the process was

finished, the lever was released and the Flexdym sheet was inspected visually to make sure

that no bubbles were trapped around the channel. The chip was allowed to cool down for 5

min before unfolding the layers. The Flexdym was permanently sealed with a glass slide by

following the same sealing procedure used for the PDMS channels. The dimensions of the

cross-section of the channels were 201µm (width) × 166µm (height), and the diameter of the

obstacles was 99µm.

SU-8 photoresist channel fabrication. To make microfluidic channels directly from SU-8

photoresist, an inverse mask was designed and printed on transparency. The desired channel

was printed on the inverse mask in black with transparent dots marking the obstacles, and the

rest of the mask was left transparent. The same procedure to make the silicon wafer master as

described in “PDMS channel fabrication” was followed to fabricate the channels on glass slides.

The chip was then sealed by 3M VHB tape to another glass slide with holes for connections.
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The dimensions of the cross-section of the channels were 209µm (width) × 196µm (height),

and the diameter of the obstacles was 90µm. The Young’s modulus of SU-8 photoresist is 2

GPa (from table of properties for SU-8 permanent photoresists, MicroChem Corp., Newton,

MA).

Flow rate measurement. Experimental measurements in Figs. 2.2 and 2.4 were made with

the system shown in Fig. 2.4a. When measuring the relation between pressure and flow rate,

the linking channel valve was closed to allow separate measurement of the channel with and

the channel without obstacles. Deionized (DI) water was pumped through each channel and

a pressure scan from 0 to 100 kPa was performed using an Elveflow OB1 pressure controller.

The flow rate was measured by an Elveflow MFS5 flow sensor (0.2 - 5 mL/min). To verify

Braess’s paradox, the same instruments were used and the pressure was set constant while

recording the flow rate at each outlet. Red (3 g/L, FD&C Red #40, Flavors & Colors) and blue

(1.5 g/L, FD&C Blue #1, Flavors & Colors) dyes were added into DI water to demonstrate the

switching behavior. The concentrations of the dyes were adjusted for similar flow rate under the

same pressure. The flow rate measurements in Fig. 3.8 were performed using isolated channels

constructed from Flexdym and SU-8 photoresist, respectively.

Fluorescence imaging. Fluorescent polyethylene microspheres (10-20µm) were suspended in

Tween 80 solution (Cospheric LLC, Santa Barbara, CA) and pumped through a single microflu-

idic channel with obstacles by an Elveflow OB1 pressure controller. Two different pressures

were applied, 3 kPa and 100 kPa, to demonstrate different flow profiles around the obstacles.

Fluorescence images were captured with an Olympus BX51 microscope equipped with a NIBA

filter through an Infinity 3 CCD camera.
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Measured flow rate data and statistics. Savitsky-Golay filtering was applied to all flow rate

data collected through experiments, using a window length of 11 data points and a second-order

polynomial. For each of the fixed pressures presented in Fig. 2.4b-d, a 60 s time series of flow

rate data was collected at each of the outlets with a sampling rate of 10 Hz. Over the 60 s

interval, the linking channel valve was sequentially opened/closed every 15 s. For each time

series, the 15 s intervals in which the valve was open (closed) were averaged to create a single

15 s time series for each outlet. The total flow rate (Q4 + Q5) was calculated when the valve

is open and closed, respectively, by summing the 15 s time series for the two outlets point-by-

point. The statistics presented in Fig. 2.4 are the average and standard deviation of the resulting

series. For Fig. 3.10, the flow rate at each of the two outlets was measured experimentally at a

sampling rate of 100 Hz over a 180 s interval, during which the linking channel was sequentially

opened/closed every 30 s. The total flow rate in panel c was calculated by summing, point-by-

point, the data in panels a and b.

Parameters in simulations and experiments. In the simulations, we set ρ = 103 kg/m3, µ =

10−3 Pa·s, ν = µ/ρ = 10−6 m2/s, w = 500µm for the width of all channels, and r = 100µm

for the radius of all obstacles, unless otherwise noted. In all experiments, DI water was used

as the working fluid. The other undeclared dimensions were as follows. In Fig. 2.2a,b, the

length of the (partially shown) channel was 1.25 cm. In Fig. 2.2c-e, the channel length was

4.3 cm, and in Fig. 2.2f the channel length was 2.0 cm (see PDMS channel fabrication for the

remaining dimensions). In Fig. 2.3, L1 = 0.17 cm, L2 = 1.0 cm, L3 = 0.1 cm, L4 = 1.25 cm,

and L5 = 1.0 cm. In Fig. 2.4, L1 = 0.6 cm, L2 = 2.9 cm, L4 = 1.4 cm, and L5 = 1.4 cm.

For the linking channel, the switch valve was connected to the two parallel channels through

15 cm of round tubing and 0.7 cm of microchannel on each side. Each inlet was connected to the
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pressurized vials through 62 cm of tubing, and each outlet was attached to 50 cm of tubing. The

inner diameter of all tubing was 0.79 mm. In Fig. 2.5, L2 = 3.0 cm, L3 = 0.1 cm, L4 = 1.25 cm,

L5 = 1.4 cm, and L∗ = 0.995 cm (calculated using the value for α found in Fig. 3.6b).
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