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ABSTRACT

A Nano to Macro Study of Friction and Adhesion in Granular Materials

Benjamin L. Severson

The study of granular matter is both scientifically intriguing and industrially important, yet it

presents several unique characteristics and challenges. The discrete nature of granular materials

often precludes the use of the continuum descriptions that are so commonly used for fluids, so

alternative methods must be developed. Particles interact via their surfaces, which allows surface

forces such as friction and adhesion to affect essentially any aspect of their collective behavior.

The origins of these forces stem from molecular-level surface properties, so a study of friction and

adhesion in granular flows requires a multi-scale approach.

Experimental results presented here show that even nanoscale differences in surface roughness

greatly affect the angle of repose in a rotating drum. Surprisingly though, rough and smooth

particles with considerable differences in their angles of repose do not segregate, putting into

question a common explanation for segregation.

Particle dynamics simulations can connect inter particle friction and adhesion to bulk granular

behavior. Simulation results for binary systems of particles that differ only in their adhesive or

frictional properties show a strong dependence upon the relative concentration of particle types

and particle interaction strength. Molecular systems display a similar range of behavior, which

has prompted the application of the structure of thermodynamic solution theory to analyze the

granular system.

Friction and adhesion manifest themselves in different ways in granular materials depending

upon the size of the particles. For micro and nanoparticles, van der Waals adhesion can be sig-

nificant and even dominate particle behavior. Adhesion was incorporated into particle dynamics

simulations and applied to systems of small particles in shearing, drum rotation, and to develop

a novel type of mechanical damping device.

On the molecular level, simulations capture the origins of friction and adhesion. Monte Carlo
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simulations were used to calculate the adsorption isotherms of model lubricants (long-chain alka-

nes) along with their density and orientation profiles in slit shaped pores. The adsorption behav-

ior of the lubricant affects the stability of thin films at high temperatures and stresses. Molecular

simulations predicted temperature and load combinations which can induce lubrication failure.
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This dissertation is aimed at understanding the role of friction and adhesion

in granular materials. Friction and adhesion are surface forces which

arise from the atomic and nanoscale properties of the solid surfaces of the

particles involved. This study involves a multi-scale problem spanning

length-scales of many orders of magnitude to connect the atomic level prop-

erties of surfaces to macroscopic behavior. Particle dynamics simulations

provide a useful way to connect particle properties to bulk granular behavior.

1
Introduction

I Importance and setting

The prevalence of granular matter is astounding. A large portion of the earth’s surface is com-

posed of granular matter such as sand, gravel, rocks, soils, snow and ice. Their common oc-

currence in nature is mirrored in industry. Granular materials are major components of the raw

materials, intermediates, and products in the mining, chemical, pharmaceutical, and food indus-

tries. As a group they rank second in their importance to human activity and consume roughly ten

percent of all the energy produced on this planet in their processing and transport [1]. Granular

materials can range from low value added commodities to specialty high value added materials.

In the pharmaceuticals industry, on the high end, a resurgence of attention to manufacturing is

predicted now that the boom of drug discovery seems to have peaked [2]. Due to long neglect, the

potential to increase profits through manufacturing improvements rivals that of discovering new

drugs [3].

Granular matter has received a resurgence of attention from academia in the last two decades

(especially by the physics community). One focus of the recent activity is that they represent a
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unique form of matter [4]. Granular materials undergo phase transitions as their level of kinetic

energy increases. A granular pile at rest acts as a solid–it can resist a stress. When the grains

are given enough energy to flow, they can act like a liquid. Finally a vigorously shaken group

of grains has many properties of a gas. These granular phases are distinct from their thermody-

namics counterparts. The two major characteristics that make them unique are that temperature

plays no role, and the interactions between grains are dissipative [5]. Friction, as one of the main

mechanisms of dissipation, is at the heart of what makes granular systems such a unique and

counter-intuitive form of matter. Because of their dissipation, a constant energy flux is required to

maintain granular materials in one of the fluid states. Without it, a granular gas or liquid quickly

settles to the solid state. Friction alters the amount of energy input needed to sustain a granular

material in a fluid granular state.

Of the granular phases, solids and dense fluids are the most likely to be sensitive to surface

forces. These systems have the most surface contacts, and friction will dominate over other dis-

sipation mechanisms. Granular flows are prevalent in industry and could greatly benefit from a

better understanding of the effects of surface forces. Some common forms of transport include:

flow through chutes, hoppers, down inclines or even pneumatic conveyance. Processing oper-

ations include: grinding, mixing, and sieving. Major problems in industry can be grouped into

two categories [1]. The first are problems occurring with clogging or aching during flow which

cause blockage and halt the procedure. The second is segregation during mixing or flow when

homogeneity is desired. Friction and adhesion between grains are at the heart of these problems.

Inter-particle contacts are very important to the behavior of a granular material. Friction and

adhesion at these contacts will have an effect on essentially all granular phenomena.

A Friction effects in segregation

The effects of friction and adhesion in granular materials are not always intuitive. This is the

case with segregation. A binary mixture of granular materials often segregates during flow or

vibration due to differences in particle properties. Segregation has often been observed due to

differences in particle size or density. More recently, segregation due to differences in adhesion
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was also observed [6], but in spite of several theoretical predictions [7–9], segregation has not

been observed due to differences in particle friction [10]. This will be discussed in more detail in

Chapter 2.

One useful geometry to study segregation is a quasi-two-dimensional rotating drum (a cylin-

der whose radius is much larger than its depth). A typical segregation pattern shows one species

located at the center of the drum with the other species preferentially at the edges (Figure 1.1).

This is commonly called radial segregation.

Figure 1.1: Radial segregation caused by differences in particle size. [11]

The non-segregation of particles differing only in their frictional properties draws into ques-

tion a popular mechanism used to explain radial segregation. In the mechanism, segregation is

based on differences in the angle of repose of the two materials. The angle of repose is the slope

that the flowing granular material forms as it is rotated in the drum, and is thought to be a mea-

sure of flow ability. The model predicts that the material with the lower angle of repose will flow

more readily down the slope, completely cross the diameter the drum, and position this compo-

nent preferentially at the perimeter. The material with a higher angle of repose is more likely to

stop flowing before crossing the diameter of the drum, and get trapped in the center of the drum.

Particles which differ only in their frictional properties can display large differences in their

angle of repose [10, 12–14]. Therefore by not segregating, frictional particles are an exception to

the angle of repose explanation of segregation.
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Fortunately there is another explanation of segregation that does not rely on the angle of re-

pose. In this mechanism, segregation is based upon the preferential percolation of one particle

type through the flowing layer. This mechanism can account for why small particles are found in

the center of the drum during size segregation, and also why the more dense particles are found

in the center of the drum during density driven segregation. Apparently, differences in friction do

not significantly affect a particles ability to percolate.

II Particle dynamics simulations

Several different methods have been developed to simulate the behavior of granular materials, in-

cluding the use of continuum models, cellular automata, Monte Carlo, hard sphere (event driven)

and particle dynamics. Each method has advantages and disadvantages stemming from the as-

sumptions made in the model. The focus here is on the particle dynamics method–which offers

perhaps the greatest degree of realism of the simulation methods listed. Particle dynamics sim-

ulations are sometimes also called the discrete element method (DEM), the soft-sphere model, or

even molecular dynamics. The title “particle dynamics” is used here because it is more descrip-

tive than the “ DEM”, and the usage of “molecular dynamics” could be confused with simulations

done on the molecular scale.

Calling particle dynamics simulations the “soft sphere model” can perhaps be somewhat mis-

leading to people not familiar with this field and perhaps should be clarified. The term has nothing

to do with the elastic properties of the particles in the simulation. They are called soft spheres be-

cause a particle collision is resolved in several time steps. In contrast, the hard-sphere model uses

an event driven algorithm which progresses by predicting which particles will collide next and

then instantly resolving the outcome of the collision. We prefer the soft sphere method for our

purposes since it more directly links particle properties to contact forces as will be explained.

Particle dynamics simulations offer a method to directly study the connection between in-

dividual particle properties and the collective particulate behavior. These simulations track the

individual motion of up to a few thousand particles based on force rules from contact mechanics.

The effects of particle properties on bulk flow behavior are readily visible from this technique, as
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particle properties can be modified individually.

Particle dynamics simulations are the offspring of molecular dynamics simulations and use

the same algorithm by integrating Newton’s laws of motion to update the particle positions and

velocities through time [15,16]. Several of these algorithms have been analyzed for their efficiency

in particle dynamics simulations. The half-step Verlet algorithm has been found to be effective

[17]. The simulations reported in this dissertation allow translational and rotational movement of

particles in all three dimensions.

ẍi =
1
m ∑ fi (1)

θ̈i = 1/I ∑ ti (2)

Where x is the particle’s position and m is its mass in Equation (1). Rotational motion is ac-

counted for by updating the rotational law of motion according to the moment of inertia of the

particle (I) and the experienced torques (ti) as shown in Equation (2).

Particle dynamics simulations need the initial particle positions and velocities as an input.

From the initial conditions, particle positions and velocities are updated at each time-step to track

the particle behavior through time. This updating is done by integrating Newton’s law of motion.

The forces needed in order to integrate the equation of motion come from force models to be

discussed shortly.

A Contact forces

Normal contact of elastic solids: Hertz theory Heinrich Hertz first developed a theory for

the elastic contact of spheres while studying the diffraction patterns of light in contacting glass

lenses [18]. When two solid spheres are brought into contact they first touch at a single point,

and as the load is increased the contact region grows into a circle. Hertz derived a relationship

between the applied load (P), the elastic repulsive forces needed to balance that load, and the size

and distribution of stress throughout the circular contact area caused by the load. Some of the

important results are listed here. Johnson has provided a detailed derivation [19].
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For two spheres with radii, elastic moduli, and Poisson ratios of Ri, Ei, and νi the collective

elastic and geometric properties are:
1

R∗ =
1

R1
+

1
R2

(3)

1
E∗

=
1− ν2

1
E1

+
1− ν2

2
E2

(4)

In Hertz theory, the radius of the contact circle is found to be:

a =
(

3PR∗

4E∗

)1/3

(5)

The pressure distribution over the contact region is:

p = p0[1− (r/a)2]1/2 (6)

where r is the distance from the center of the contact circle and p0 is the maximum contact pressure

given by

p0 =
(

3P
2πa2

)
=
(

6PE∗2

π3R∗2

)1/3

(7)

and the approach of the centers of mass is:

α =
a2

R∗ =
(

9
16

P2

R∗E∗2

)1/3

(8)

Of these equations, Equation (8) is the most important to our particle dynamics algorithm. In

a simulation, α can be calculated by subtracting the distance between the centers of mass of two

particles from the sum of their radii. Then Equation (8) can be rearranged to solve for the normal

force between two particles as a function of α:

fn = 4/3E∗
√

R∗α3/2 = Knα
3/2 (9)

where we have substituted fn for P. α can also be thought of as the amount that the spheres

overlap in a particle dynamics simulation as depicted in Figure 1.2.
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α

Figure 1.2: Graphical depiction of α in a particle dynamics simulation

Tangential forces Tangential, or shear, forces between particles are connected to the normal force

through Coulomb’s laws of friction.

ft ≤ µs fnfor static friction (10)

ft = µd fnfor dynamic friction (11)

Here µs and µd are the static and dynamic friction coefficients. The ≤ sign in Equation (10) sig-

nifies that under static conditions the tangential force exactly counteracts the unknown external

tangential force. A tangential force larger than µs fn will cause the particles to begin sliding. While

sliding, the tangential force is calculated using Equation (11). While descriptive, Equation (10)

does not enable the calculation of the tangential force in a particle dynamics simulation for static

conditions. To calculate the tangential force, models patterned after the work of Mindlin are often

used [20]. One such model [21] is to simply use a linear spring.

ft = Kts (12)

In this model, the tangential force is proportional to s, which is the tangential displacement be-

tween surfaces since they came into contact. The tangential displacement can be calculated as:

s(t) =
Z t

t0

vs(t′)dt′ (13)

Note that vs has contributions from both the relative translational velocities and rotational veloci-

ties of the particles in contact. Another popular model adds a–the radius of the contact area from



20
Hertz theory–into the tangential force model [22].

ft = Ktas (14)

Either of these models for the static tangential force can be put together succinctly with the tan-

gential force during sliding as:

ft = min
(
|Kts|, |µ fn|

)
(15)

Usage of Equation (15) in the simulation progresses as follows. When particles first come into

contact s is small and so the friction force will be determined by the tangential spring. After

some amount of tangential displacement, the criterion for sliding is likely to be reached where the

tangential force will then be calculated from the product of the friction coefficient with normal

force.

Energy dissipation Accounting for the energy dissipation that occurs when particles collide, rub

and roll against each other is critical to accurately capture their behavior and bulk properties. If

particles do not fracture or plastically deform, then kinetic and potential energy are converted into

thermal energy. Particle dynamics methods generally separate energy dissipation into impact dis-

sipation and frictional dissipation, although in reality both of these mechanisms reflect the ability

of particles to turn their kinetic energy into vibrations and then heat as the vibrations become dis-

ordered. Impact dissipation is often discussed in terms of the coefficient of normal restitution en

of a collision, which is the ratio of the velocities before and after contact.

en = −v f
n

vi
n

(16)

The coefficient of restitution is bounded between 0 and 1 where 1 is a perfectly elastic collision

and 0 is perfectly inelastic. Dissipation has sometimes been added to the Hertz model with the

addition of a damping term, which is proportional to the velocity of the particles (17).

fn = −Knα
3/2 − Kdvn (17)
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This expression for damping leads to the unphysical behavior of an increasing coefficient of resti-

tution with vi
n [17,23] compared to experiments showing that (1− en) is proportional to vi−1/5

n [24].

Derivations for viscoelastic particles give the following expression for the elastic force with damp-

ing [25, 26]:

fn = −Knα
3/2 − Kd

√
αvn (18)

This equation correctly models the behavior of en as a function of vi
n. Models capturing normal

forces and damping of plastic particles have also been developed [27], but they are beyond the

scope of this dissertation.

B Limitations of the particle dynamics method

The inability to simulate large numbers of particles and long times can limit the capabilities of

particle dynamics simulations. However, many methods have been developed to ease these limi-

tations.

Number of particles The scaling of the computational time as the number of particles in-

creases depends upon the contact detection scheme used. At each time step during a simulation,

a list of particles which touch (or interact) is passed to the routine which calculates the contact

forces. The simplest way (but not the most efficient) is to calculate the distance between every

pair of particles to find out which interact. This algorithm causes the computational time to scales

as N2 where N is the number of particles in the simulation. The inclusion of a cell list, neighbor

list or both can reduce this scaling factor [15]. An appropriate contact detection scheme can reduce

this scaling factor so that the computational time scales with NlogN [28].

Even with this improvement, particle dynamics simulations are generally limited to simulating

less than 10,000 particles on a single processor. However, the appropriate use of periodic boundary

conditions can often enable the simulation of bulk granular properties from a relatively small

system of particles.

Other techniques are emerging to take advantage of symmetries in the problem geometry or

periodicities in time [28]. In other cases, the important dynamics are often limited to a thin flowing
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layer. The simulation of particles outside of this important region can often be greatly simplified

to increase the computational speed or to simulate a much larger system [29].

Time step The computational time of a simulation is inversely proportional to the time step

used. The time step in a simulation should be small enough to resolve a collision at a characteristic

velocity of the problem to be studied in no fewer than around 30 time steps. Resolution of a colli-

sion in too few time-steps can result in uncontrolled energy gains and losses. A good estimate of

the necessary time step, ∆t, can be calculated from the Rayleigh wave speed of force transmission

on the surface of elastic bodies [30]. For a granular material, the highest frequency of Rayleigh

wave propagation is determined by the smallest particles, leading to a critical time step ∆tc given

by

∆tc =
πdpmin

2λ

√
ρp

G
(19)

where dpmin is the diameter of the smallest particle, G is the shear modulus and λ is

λ = 0.1631ν + 0.8766 (20)

Equation (19) shows the relationship between time-step particle size, density, and elastic proper-

ties. The time step needs to decrease with particle size to be able to capture the dynamics of a

collision. With the number of particles, particle size, density and elastic properties to consider,

knowing what length and time scales that can be tackled with a particle dynamics simulation can

be complicated. For code which employs a contact detection algorithm that scales with NlogN, a

simulation of 3000 1 mm glass particles for one second takes about eight hours on a single 3 GHz

processor.

Particle Shape Besides system size and time limitations, particle shape can also present a prob-

lem. The most convenient particle shape to simulate is the sphere. The boundary of a sphere is

completely defined by the sphere’s radius and the position of its center of mass. This becomes

important when considering which particles interact. In addition, deriving force models from

contact mechanics for complex geometries is not trivial. Some work has been done on a few other
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particle shapes. A good review of some of the basic strategies to simulate non-spherical particles

has been provided by Dziugys and Peters [31]. One method is to build a non spherical particle

by attaching a few spheres together to create a composite particle. Rods, tetrahedrons and cubes

can reasonably be simulated using this technique [32]. The contact detection schemes and force

models as described above can be directly applied to the new particle construct. One drawback

is that since each particle construct consists of multiple spheres, fewer particle constructs can be

simulated in a reasonable amount of time. Another approach has attempted to simulate poly-

gons [33, 34]. These simulations are only two-dimensional. Contact algorithms and contact forces

are dependent upon the area of overlap between two shapes. This necessitates simplifications to

the contact mechanics. A third approach to simulating non-spherical particles to focus on ellip-

soids. This approach benefits from the fact that the contact mechanics of Hertz and Midlin have

easy extensions for ellipsoids. The challenges have mainly come from developing efficient contact

detection algorithms, but some groups have made good progress [35–38].

C Sensitivity to parameters

It is difficult to know which of the many parameters in a particle dynamics simulation will sig-

nificantly affect any given calculated property. Too often simulation studies are reported without

any type of sensitivity analysis of their results to the parameter values used. A few exceptions to

the rule, however, have been published [39–41]. It is quite possible that the property of interest

is not a simple function of any single parameter, but depends upon the interplay of two or more

parameters. One way to assess the sensitivity of a measured property against changes in the in-

put variables is through a statistically designed set of experiments called the factorial design. An

analysis of this type is not new, but it does seem to be rarely used in the simulation community

who may not identify well with “experimental” design. However, there is just as much need for

applying these techniques whether the experiments are of the traditional or of the simulation va-

riety. Too often particle dynamics simulations are performed without much thought about the

parameters which are input. Which of these parameters are important to the quantities which I

am calculating? If I have errors in some of these parameter values that I input, how much is that
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likely to affect my results?

To show how the factorial design of experiments can clearly answer these questions we will

show the simulation results and analysis of a simple example–the particle properties which in-

fluence the dynamic angle of repose in a rotating drum. Setting up the factorial design requires a

choice of particle properties which might have an effect on the angle of repose. The constants from

Equations (18) and (15) were chosen here to analyze their individual and combined effects on the

angle of repose. A certain number of values for each variable is then chosen to investigate. In this

example only two values of each variable were necessary to quickly assess their importance.

Figure 1.3: The dynamic angle of repose of a granular material in a rotating drum

As is suggested by the name, the design matrix of the full factorial design of 4 variables with

2 values each will contain 24 combinations of parameters or 16 possible simulation runs. If higher

order terms are not of interest or not suspected, this design matrix can be simplified and yet still

preserve the capability to investigate lower order effects. If only first and second order effects are

of interest, the design matrix in this case simplifies to a 24−1 fractional factorial design. A good

reference for designing fractional factorial matrices is provided by Montgomery [42]. With this

simplification, the number of simulations decreases from 16 to 8 while preserving the information

that we want. The design matrix for the 24−1 fractional factorial design is shown in Table 1.1 along

with the calculated angles of repose for each parameter set.

The average effect of each individual parameter is analyzed by subtracting the average angle

of repose of runs where a parameter is low from the average angle of repose where a parameter

is high. Results of this operation are shown in Table 1.2. The friction coefficient is by far the most

important simulation parameter affecting the angle of repose. It accounts for essentially all of the
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Table 1.1: The design matrix of a 2(4−1) fractional factorial design of experiments. (+) or (−) signifies if
the higher or lower value of each parameter is used in a particular experimental run.

Run # Ks µ Kd Kn Ave. Angle (Degrees) Std. Dev.
1 - - - - 19.64 0.71
2 + - - + 19.70 0.83
3 - + - + 26.60 1.17
4 + + - - 26.50 0.82
5 - - + + 19.73 0.74
6 + - + - 19.88 0.73
7 - + + - 26.28 1.08
8 + + + + 26.65 0.79

Table 1.2: The average effect of the simulation parameters on the angle of repose
Average Effects

(degrees)
Kt 0.12
µ 6.77
Kd 0.02
Kn 0.10

difference in the angle of repose between runs. Two-way effects can also be extracted from this

type of experimental analysis to analyze if a combination of parameters is critical to the measured

property, but in this example there were not any two-way effects.

III Particle size effects

The particle dynamics force models described in the previous section are generally appropriate to

simulate the behavior of dry granular material consisting of particles larger than 100 µm in size.

Below that size threshold the physics of the problem can change considerably. Forces that are in-

significant on a millimeter particle scale can dominate the dynamics of micrometer or nanometer

sized particles. In particular, surfaces forces including adhesion and friction increase in impor-

tance. Much of this change in physics can be understood through the surface area to volume ratio

of a spherical particle. As the size of the particle decreases, the surface area to volume ratio in-

creases as seen in Equation (21). A corresponding increase in the importance of surface forces

occurs with the increase in surface area.
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surface area
volume

=
4πR2

4/3πR3 =
3
R

(21)

Dimensionless numbers and the relevant physics The relevant physics of the problem can be

estimated through appropriate dimensionless numbers. Equations (22)–(27) are derived from ra-

tios of forces [43]. An explanation of the variables in these dimensionless numbers is given in

Table 1.3.

gravity
viscous

=
πR3ρg
ηRv

(22)

inertial
viscous

=
ρR2v2

ηRv
(23)

gravity
inertial

=
πR3ρg
ρR2v2 (24)

adhesive
viscous

=
frγR
ηRv

(25)

adhesive
inertial

=
frγR

ρR2v2 (26)

adhesive
gravity

=
frγR

πR3ρg
(27)

Table 1.3: Explanation of variables in dimensionless numbers and values used in sample calculations. The
values were chosen to mimic a system of glass particles in air.

Symbol Property Value Units
ρ Solid density 2,200 kg/m3

η Fluid viscosity 1.82× 10−5 Pa·s
γ Solid surface energy 0.10 J/m2

fr Surface roughness factor 0.001 unitless
g Gravitational acceleration 9.81 m/s2

v Characteristic velocity 0.01 m/s
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Table 1.4: Values of dimensionless ratios based on properties listed in Table 1.3
Dimensionless Particle Diameter (m)

Ratio 10−3 10−4 10−5 10−6 10−7 10−8

grav./vis. 105 103 101 10−1 10−3 10−5

inert./vis. 103 102 101 100 10−1 10−2

grav./inert. 102 101 100 10−1 10−2 10−3

adh./vis. 102 102 102 102 102 102

adh./inert. 10−1 100 101 102 103 104

adh./grav. 10−3 10−1 101 103 105 107

Consider, for example a typical system of particles with the properties listed in Table 1.3. The

values of the ratios in Equations (22)–(27) were calculated for particles ranging in size from 1 mm

down to 10 nm and the results are shown in Table 1.4. The values of the different ratios clearly

show the change in physics as the particle size decreases. Where gravitational and inertial forces

dominate the mm scale, adhesive and viscous forces dominate the nanoscale.

IV Adhesion

Adhesion is commonly observed in granular materials. Adhesion may stem from a number of

different sources including capillary forces, static electricity and van der Waals attraction. The

importance of each of these factors to the total attractive force will depend on both ambient con-

ditions and material properties. Static electricity mostly affects poorly conducting particles in dry

environments [44], and capillary forces are only present when the relative humidity is high. The

theories of adhesion are reviewed here, but it is very difficult to predict actual adhesion from the-

ory due to the many contributions to adhesion and their sensitivity to past history and ambient

conditions.

A Van der Waals forces and Hamaker’s equation

Van der Waals forces are comprised of three types of atomic interactions: dipole/dipole, dipole/induced-

dipole, and induced-dipole/induced-dipole interactions. This last interaction explains how even

uncharged, non-polar atoms can experience attractions. Fluctuations in the electron density around

non-polar atoms can cause an instantaneous dipole. This dipole can induce a dipole in a neigh-
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boring atom. The attraction between the two is called London dispersion forces, as it was first

proposed by London in 1930 [45]. London showed that the potential energy for these interactions

has an inverse sixth power dependence on the distance between the two atoms involved.

w(r) = −C
r6 (28)

In 1937, Hamaker calculated the van der Waals interaction between macroscopic solid spheres [46].

By assuming that the pair-wise interactions of all of the atoms in the solid bodies were additive,

he integrated the London potential between two spheres and obtained:

W(z) = − A
12

[
D1D2

z2 + zD1 + zD2
+

D1D2

z2 + zD1 + zD2 + D1D2
+ 2 ln

(
z2 + zD1 + zD2

z2 + zD1 + zD2 + D1D2

)]
(29)

D 1
D 2

z

Figure 1.4: Explanation of variables in Equation (29)

where A in Equation (29) is the Hamaker constant which comes from atomic properties and

geometric constants and the other variables are shown in Figure 1.4. For the case of D >> z this

result simplifies to

W(z) = − A
12z

(
D1D2

D1 + D2

)
(30)

This assumption is very reasonable when trying to estimate the van der Waals interaction

between powder particles which are nearly in contact. In the following chapters, Hamaker’s result

is applied to particle dynamics simulations as a force (−dW/dz).

F(z) = −AR∗

12z2 (31)
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For a good review of the integration of the London potential between solids of this and other

geometries see Israelachvili [47]. It should be noted that there are singularities in the above equa-

tions when z = 0. This arises because no repulsive potential between molecules is considered in

Equation (28). Usually a separation of 3Å is assumed to be the separation causing the maximum

adhesion force. Henderson et al. have used Hamaker’s approach and integrated the full Lennard-

Jones potential over two spherical particles [48]. The Lennard-Jones potential adds a repulsive

term to Equation (28) of B/r12. The integration including the repulsive term results in an expres-

sion which has a finite equilibrium distance where there is a minimum in the potential energy.

Hamaker’s approach to calculating the van der waals force between spheres is good for rigid

spheres, but it does not take into account the elasticity of the solid during contact. Deformation

of the particle’s shape will affect the adhesion force, and likewise the adhesion forces will cause

particle deformation. The following section will discuss how researchers studying the contact of

elastic bodies have included the effects of adhesion in their theories.

B Contact mechanics of adhesive elastic spheres: JKR and DMT theories

The theory of Johnson, Kendall, and Roberts (JKR) adds the effects of adhesion to Hertz’s theory

of elastic contact by considering the contribution of the surface energy to the energy of the com-

pressed elastic spheres [49]. In the theory there are three contributions to the total energy UT of

the contacting spheres: the mechanical potential energy UM

UM =
−P

(
P′2/3

3 + 2PP′−1/3

3

)
(

16E∗2 R∗
9

)1/3
(32)

the stored elastic energy

UE =
P′5/3

15 + P2 P′−1/3

3(
16E∗2 R∗

9

)1/3
(33)

and the surface energy

US = −2πγ

(
3R∗P′

4E∗

)2/3

(34)
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Taking the derivative of UT with respect to P’ leads to an expression for the contact radius of an

adhesive contact.

a3 =
3R∗

4E∗
P′ (35)

where P is the applied load and P’ is the effective load, or the apparent Hertz load (the load in

Hertz theory required to make the same contact area). P’ can be related to the applied load and

the critical ‘pull-off force’ Pc.

P′ = P + 2Pc + (4PPc + 4P2
c )1/2 (36)

where Pc is

Pc = 3πγR∗ (37)

JKR theory also gives us a relationship between α and the applied load. This relationship can be

used as a force model in a particle dynamics simulation in the same way as Equation (9) is used

with Hertz theory.

α

α f
=

3
(

P
Pc

)
+ 2± 2

(
1 + P

Pc

)1/2

32/3
[

P
Pc

+ 2± 2
(

1 + P
Pc

)1/2
]1/3

(38)

Equation (38) can be used in particle dynamics simulations to calculate the normal force from the

positions and radii of the particles. In it, α f is defined as

α f =
3
4

(
π2γ2R∗

E∗2

)1/3

=
(

3P2
c

16R∗E∗2

)1/3

(39)

and represents the tensile deformation that occurs just before particle separation. Also in (38) Pc

is the JKR pull-off force and is defined in Equation (37)

Derjaguin, Miller, and Toporov [50] derived a similar theory that is applicable for more rigid

materials. It accounts for a ring of material around the contacting area that is near enough to

contact to contribute significantly to the adhesion forces. The softer materials for which the JKR

theory is applicable deform so that there is no solid outside of the contacting region which sig-

nificantly contributes to the adhesion force. In spite of the differences in theory produce similar
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adhesive behavior. For example the pull-off in DMT theory is:

Pc = 4πγR∗ (40)

C Surface roughness effects on adhesion

Hamaker’s result forms the theoretical basis of how atomic level van der Waals forces affect larger

solid bodies such as two powder particles. However this result is really the maximum possible

London force that could be observed between real objects. For example, if we use Hamaker’s

result to calculate the force between two identical spheres in contact, we can solve for the size

of sphere where the London force equals the weight of one of the particles (Appendix I). This

calculation predicts that a silica sphere of 1.6 mm diameter should exhibit adhesion comparable to

its weight. However this calculation is quite an overstatement, since powder particles larger than

50 µm rarely exhibit cohesion. Kendall [51] calls this the adhesion paradox—the paradox being

that atomic theory predicts all matter to be sticky, yet we rarely observe stickiness between the

solid objects around us. To reconcile this paradox surface roughness and contamination need to

be considered.

Atomistic calculations of adhesion An atomically detailed surface can capture the effects of

nanometer surface roughness on the adhesion force between two solid surfaces nearly in contact.

Equations (29)-(31) above describing the van der Waals interaction between macroscopic bodies

have been derived by assuming that the London interactions between a pair of atoms are additive

and then integrating the pair potential to yield a macroscopic expression. Another way to calcu-

late the potential between macroscopic bodies is to manually sum up the pair potentials with a

computer instead of using integration. In a calculation at this level of detail the positions of all

atoms are known, making it easy to compute the distance between any two atoms in opposing

solids. Since the interactions are summed individually it is easy to do not only for smooth, but for

rough surfaces as well. The interaction for even arbitrarily rough surfaces could be calculated in

this way. A greater understanding of how roughness affects the adhesion force can be achieved

after a few simple calculations.
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The following calculations use the atomic properties of gold. The atomic radius is 1.4 angstroms,

and the atoms are placed in a face-centered-cubic (FCC) crystal structure. The program computes

the distances and the forces between each pair of atoms in opposing solid bodies. The forces are

then added to give the total interaction between the two objects.

Calculation of adhesion between finite planar slabs One calculation that we can glean in-

sight from is the interaction of two atomically-smooth finite slabs. The routine creates two finite

planar surfaces of atoms in a FCC structure separated by a gap of 4 angstroms from atom center

to atom center (see Figure 1.5). It then calculates the van der Waals force between slabs of differ-

ent thicknesses. The routine starts with the planar surfaces being only one atom deep and each

subsequent calculation adds one more layer of atoms to each plane making them thicker. The gap

remains a fixed distance throughout the process.

Figure 1.5: Simulation of adhesion between finite planar surfaces

A plot of the adhesion force as a function of the number of layers in each planar object yields

some interesting insight. First, as seen in Figure 1.6 the force initially increases as more layers are

added but then levels off as, at some point, the added layer is too far away from the opposing

surface to significantly contribute to the total adhesion force. This illustrates how the van der

Waals interaction is short-ranged and is often called a surface force for macroscopic solids. Second,

it is notable that more than 40% of the total adhesion force comes from the interactions between the

first layer of atoms on each side of the gap and that 99% of the force comes from the interaction

between the first 10 atomic layers. Since the adhesion force is so dependant upon the fist few

layers of atoms, it is extremely sensitive to surface roughness. The following calculations further
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illustrate this idea.
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Figure 1.6: Adhesion force between finite planes as a function of layer thickness. The distance between

atomic centers across the gap is 4 Å, and the slab is 400 Å on a side.

Calculation for sinusoidal roughness The next calculation will illustrate how the addition

of roughness to the planar slabs greatly affects the adhesion force between them. Here the surface

of the solid follows a sine function in both the x and y directions to model the interaction of rough

surfaces (Figure 1.7).

(a) Gold surface with nanoscale roughness with the

shape of a sine curve

(b) Two interacting surfaces

Figure 1.7: Gold surface with nanoscale sinusoidal roughness
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The following simulation shows how the adhesion force changes as the amplitude of the sine-

curve roughness increases. As the amplitude increases, more atoms are deleted from the slab. The

period of the sine curve and the separation distance between the slabs remain constant.

The adhesion force between the slabs decreases rapidly as the amplitude of the roughness is

increased. Figure 1.8 shows that the adhesion force has decreased to about one percent of the

atomically smooth case after the addition of roughness with a 20 atom depth. This corresponds

to 5.6 nanometer roughness. Even a highly polished material commonly has about 10 nanometers

of roughness. The adhesion force for essentially all rigid solid objects is only a fraction of what it

would be in the atomically smooth case.
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Figure 1.8: Adhesion force as a function of the amplitude of the sine curve roughness. The length of the
period of the sine fuction is 20 atomic diameters.

Various studies have added corrections to Hamaker’s expression to account for the decrease

in adhesion force due to surface roughness. One approach to doing this uses the radius of one

asperity instead of the radius of the whole particle [51]. Rumpf [52] expanded upon this to take

into consideration that the asperities are sitting upon the sphere of much larger radius. He created

a model which accounts for both the adhesion between asperities at a close distance plus the

interaction of the much larger spheres at that distance plus the height of the asperities.

FRump f (z) =
A
6

(
r
z2 +

D
2(z + r)2

)
(41)
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In Equation (41) r is the radius of the asperities and D is the diameter of the particles.

Later Rabinovich et al. [53] employed the root-mean-square (rms) roughness in the Hamaker

expression to include a parameter which is characteristic of the particle surface roughness on the

whole. They also found it necessary to include a parameter for the distance between asperities on

the surface λ.

FRabin.(z) =
AD
12z2

(
1

1 + 29.07Drms
λ2

+
1[

1 + 1.82rms
z

]2
)

(42)

From these studies it is apparent that intimate details of the surface geometry are needed to

accurately calculate the adhesion force from theory.

D Capillary forces in moist granular materials

The presence of a small amount of liquid can have a considerable influence on the bulk properties

of granular matter. It is the reason why otherwise free-flowing sand can be shaped and molded

into ornate sand castles. Granular materials become cohesive when wet due to liquid bridges

that form between close particles. Particles connected by a liquid bridge resist being separated.

Experimental studies of the effect of moisture on the angle of repose [54] show that both the surface

tension and the viscosity of the liquid can have a significant effect on the behavior of the resulting

moist granular material.

Addition of capillary forces to particle dynamics Lian et al. [55] have created a detailed theo-

retical model for the capillary forces caused by a liquid bridge between two rigid particles. The

model has been applied in particle dynamics simulations to investigate the cohesive behavior of

moist granular materials. In the model, the force between particles includes a contribution from

both the surface tension of the fluid and from the pressure difference across the air-liquid interface.

Fs = 2πRγ sin2 β (43)

Fh = πR2∆P sin2 β (44)
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Figure 1.9: A liquid bridge between two particles

Where γ is the surface tension of the liquid and β is the liquid/solid contact angle as shown in

Figure 1.9. The sum of these components can be rearranged to give

Fc = 2πRγsin2β

[
1 +

R∆P
2γ

]
(45)

The capillary force can be calculated if the geometry of the liquid bridge is known, and the geom-

etry can be obtained from the Laplace-Young equation, with X and Y defined in Figure 1.9.

2R∆P
2γ

=
(d2Y/dX2)

1 +
(
(dY/dX)2

)3
/2

− 1
Y(1 + Y2)1/2

(46)

where Y is the position of the gas-liquid interface.

McCarthy et al [56] have used and expanded the model created by Lian in particle dynam-

ics simulations to investigate various mixing [57] and segregation [58] problems involving moist

granular material. Cohesion due to moisture can mitigate size segregation, but particles with dif-

ferences in their contact angles can be made to segregate because of their adhesive differences [59].

McCarthy has defined some dimensionless numbers to capture the phase space of when mixing or

segregation may occur as a function of differences in particle size and cohesivity. Phase diagrams

for cohesive particle mixing and segregation have been constructed based upon their dimension-

less numbers.
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V Origins of friction and laws across length scales

In the past decade many of the atomic origins of friction have been uncovered. The laws of friction

on length-scales near to the atomic level are different than those observed on the macroscopic

scale. Discovering what properties and events on the atomic scale cause the observable Coulomb’s

laws of friction on the macroscopic scale has been a recent topic of research [60]. In fact much

headway has been made to uncover these atomic origins of friction. This effort has led to the

discovery that the traditional laws of friction are not valid on the atomic length scale. The original

laws were probably first formulated by Leonardo da Vinci (1452-1519) when he observed that the

same force is required to keep a rectangular block sliding regardless of which of its faces it is

resting on. However, da Vinci never published his findings, so about 200 years later Guillaume

Amontons rediscovered them and made the ideas public. Charles de Coulomb also contributed,

for which the set of laws commonly bear his name.

Coulomb’s laws of friction Coulomb’s laws of friction are now well known and are often phrased

in three simple statements (Compare these statements with Equations (10) and (11)).

• The friction force that resists sliding is proportional to the normal load. The proportionality

constant is called the coefficient of friction.

• The magnitude of the friction force is independent of the area of contact.

• The friction force is independent of sliding speed (once the sliding starts).

These laws were derived solely from macroscopic observations. Over the years several premature

attempts were made to fundamentally explain these observations. However, it wasn’t until re-

cently that tools were developed that were able to create controlled friction environments. These

tools made headway towards discovering the atomic origins of friction. These tools include: the

atomic force microscope, quartz crystalline micro-balance, surface forces apparatus, and computer

simulation with atomic level detail [61]. These methods show friction in a way that does not obey

Coulomb’s laws. Some new laws have been proposed to describe how friction behaves on the

atomic scale.
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Friction on the atomic scale

• The friction force is proportional to the actual area of contact.

• The friction force is directly proportional to the sliding speed of the interface at the true

contact points, as long as the surfaces do not heat up [62].

• The friction force depends on the adhesion hysteresis; the relative ease with which two sur-

faces can become stuck compared to becoming unstuck. Friction is proportional to the de-

gree of irreversibility of the force that squeezes the two surfaces together, rather than the

outright strength of the force [63].

These findings have also led to a mechanism for friction on the atomic scale. As surfaces slide, the

atomic interactions between the surfaces cause the atoms to vibrate. The vibrations are nothing

more than sound waves, which are sometimes called phonons. The phonons travel into the ma-

terials where they are distorted into heat. Energy from the sliding surface is transferred into heat

and that is why it takes more mechanical energy to keep the surfaces sliding.

Mesoscale factors to friction The apparent discrepancy between Coulomb’s laws and atomic

scale friction must be resolved by the mesoscale. As in the case of adhesion, surface roughness

plays a large role. Take for example the opposing statements that friction is proportional to the

contact area on the atomic scale, but independent of the contact area on the macroscale. The

paradox is solved by distinguishing the apparent area of contact from the true area of contact.

Surface roughness causes the true area of contact to be only a small fraction of the apparent area

of contact at the macroscale. Surface roughness allows the true area of contact for macroscopic

solids to be proportional to the normal load, and not the apparent area of contact. That is how da

Vinci’s rectangular block has the same friction force no matter which face it rests on.

VI Fine powders (micro and nano)

Microparticles The behavior of particles in the micrometer range can be heavily influenced by

both inter-particle adhesive forces and viscous forces caused by the interstitial fluid. These forces
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are routinely dealt with by those operating fluidized beds. Gas flowing up through a column

packed with a granular material can display a variety of fluidization behavior depending on the

particle size, density, and adhesive forces. Fluidized beds are commonly used in chemical reactors,

the most recognizable of these is the catalytic cracker in a fuel refinery. Geldart [64] has classified

the behavior observed into four groups with the letters A-D and characterized the particle proper-

ties important to obtaining each of these four behaviors. Qualitative observations are made about

the behavior of a fluidized bed made from granular materials of each type. e.g. Bed expansion,

bubble formation, amount of mixing in the bed, and speed of bed collapse after the gas flow is

shut off.

Another significant source of information on the behavior of particles on the micrometer length

scale comes from the work of Castellanos et al. [65–69]. The particles in their studies are microm-

eter sized printer toner particles. They report many characteristics of the behavior of particles on

this length scale by studying the powder in rotating drums and shear geometries. The behavior

of their particles clearly reflect the influence of van der Waals adhesion between particles and vis-

cous forces from the ambient air. For example simply tumbling the powder in a rotating drum

causes the whole system to fluidize.

Nanoparticles The current boom in nanotechnology is producing particles on the nano scale in

increasing volume and variety. Adhesion typically dominates the behavior of particles on this

length scale causing widespread agglomeration. The small size of these particles makes it rela-

tively difficult to study many details of the powders experimentally, so particle dynamics simula-

tions have much to contribute.

With the appropriate particle properties and force models, systems of nanoparticles can be

studied in a detailed fashion. Modeling the significant forces is different on the nanoscale from

the macro and even the micro scale. For instance, in addition to adhesion during contact, van

der Waals forces are significant between particles separated by distances of up to several particle

diameters. To continuously model adhesion between particles before and during contact, there

needs to be a way to combine the Hamaker expression with JKR theory. This is explained in detail

in Chapter 4.
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The contact mechanics for nanoparticles may also be different from the theories governing the

macroscale. The nano scale friction laws discussed in the previous section should be applied to

the contact mechanics of the particle dynamics simulations to accurately model this. Where theory

has not yet been developed, relationships may be obtained empirically. Experimental devices such

as the atomic force microscope are enabling the manipulation of nano particles and measurement

of nano contact forces. These studies can provide the particle properties and force models to

accurately model nano mechanics [70–73].

VII Organization of the dissertation

The topics discussed in this introduction provide the necessary background to simulate a number

of granular phenomena using particle dynamics simulations. By accounting for the important

forces between particles of varying sizes, particle dynamics simulations can connect the inter-

particle behavior to bulk granular behavior. The rest of this dissertation discusses simulation

efforts to model the effects of friction and adhesion in granular matter.

The chapters are generally in order of the length-scale considered, starting from the largest.

Chapter 2 is a study of how nanoscale surface roughness affects the macroscopic flow of millime-

ter sized particles in a rotating drum. Chapter 3 proposes a theory which connects surface forces

in a binary mixture of particles to the bulk properties of the mixture, both friction and adhesion are

applied which suggests the application to micrometer sized particles. Chapter 4 develops a par-

ticle dynamic model suitable to capture the energy dissipated in adhesive contacts and proposes

how to design a mechanical damping device to take advantage of energy dissipation due to adhe-

sion hysteresis. Chapters 5 and 6 report work on the molecular level. They discuss Monte Carlo

simulations of alkane models which are used to calculate adsorption behavior. Alkanes can be

viewed as a model lubricant. Adsorption being an important mechanism involved in lubrication

failure. Finally chapter 7 draws conclusions from these studies and recommends future work in

this area to better understand the connection between surface forces and the behavior of granular

matter from a molecular level all the way up to macroscopic phenomena.
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Nanoscale variations in the surface roughness of individual particles affect

macroscale granular flow characteristics. Experiments were conducted in

circular rotating tumblers with smooth and rough 2 and 3mm steel particles.

The angle of repose for rough particles increased by 10 to 25 degrees over

that of smooth particles. Even though surface roughness affects the angle

of repose, segregation was not detected in mixtures of rough and smooth

particles. For mixtures of smooth and rough particles, the angle of repose

increased monotonically with increasing concentration of rough particles.

Particle dynamics simulations verified that the dependence of the angle of

repose on the concentration of rough particles can be directly related to the

coefficient of friction of the particles. Simulations over a broad range of

friction parameters also failed to induce segregation. These results indicate

that nanoscale surface roughness can affect the flow ability and angle of

repose of granular matter without driving de-mixing of the bulk granular

material. 2
Surface Roughness Effects in Granular Matter

I Introduction

The nature of surface roughness and its influence on granular mixing and flow is a subject that

has received little attention in granular flow studies. In most experiments, the surfaces of individ-

ual particles, typically spherical, in the flowing medium are implicitly assumed to be nominally

“smooth.” However, this characteristic is rarely quantified. Due to the extraordinary number of

contacting surfaces between discrete particles and because granular particles slide and roll with

respect to one another when they flow, it is apparent that tribological effects can potentially play

a major role in granular flow.

In general, it has been implicitly assumed that nanoscale surface effects are orders of magni-
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tude less important than macroscopic properties such as particle size and density in granular flow.

However, the coefficient of friction, a macroscale parameter, is often adjusted in discrete element

modeling to produce significant changes in the granular flow characteristics [74–76]. Likewise,

the experimentally determined angle of repose of a bulk material increases as the interaction fric-

tion is increased [77]. In fact, the conceptual relevance of the coefficient of friction to the angle of

repose of a granular pile can be related to the simple problem of a block sliding down an inclined

plane [78]. Of course, the macroscopic coefficient of friction merely reflects the multiple nanoscale

surface interactions in granular flow.

Only a few researchers have attempted to quantify microscopic surface interactions between

individual granular particles. For example, measurements indicate that surface properties influ-

ence the normal and tangential compliance of materials in both micro-slip and the gross sliding

limit of friction [79]. More recent experiments coupling atomic force microscopy and annular shear

cell tests focused on relating tribological properties to macroscale effects by introducing lubricants

into a granular bulk of glass beads [80].

At a macroscopic scale, quasi-2D rotating drums, like that shown in Figure 2.1, are often used

to study the characteristics of flowing granular materials [81–84]. Typically, a cylinder is filled

to 50% volume fraction with granular material and rotated about its axis causing the material to

tumble down the angled free surface in a thin flowing layer. Upon reaching the end of the free

surface, the material is trapped in near solid body rotation with the drum until it reaches the free

surface again. Such tumblers provide a convenient means to measure the dynamic angle of repose.

Moreover, quasi-2D and 3D rotating drums are often used to study granular segregation. Two

initially well-mixed materials having different properties (such as size or density) tend to unmix

leading to the classical radial segregation pattern in a quasi-two-dimensional tumbler [78, 85–87]

and bands of segregated material in a three-dimensional tumbler [88–90].

The focus of this paper is the relation between the friction due to the nanoscale surface rough-

ness of a granular material and the macroscale granular flow properties. In particular, we consider

the angle of repose for pure smooth or rough spherical particles as well as mixtures of these par-

ticles. As we shall demonstrate, surface roughness affects the dynamic angle of repose in rotating
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Figure 2.1: Single image of the quasi-2D rotating drum with 50% rough concentration of 2 mm particles
at Fr = 6.07× 10−3. A gray curve indicates the surface of the flowing layer from the ten ensemble averaged
images and black ×’s show the middle 40% of the tumbler diameter.

tumblers. And the angle of repose is widely believed to be a predictor of segregation. Is this,

however, the case? To this end, we evaluate the tendency toward mixing or segregation of parti-

cles with differing surface roughnesses in quasi-2D and 3D tumblers. In addition, we use particle

dynamics simulations to further evaluate the influence of imposed friction characteristics on gran-

ular flows.

II Experimental approach

A Chrome steel beads and their tribological characteristics

Spherical chrome steel beads (AISI 52100 Standard, Grade 1000, Fox Industries) having diameters

of 2.37 mm (which we denote 2 mm) and 3.18 mm (3 mm) to within ±0.01 mm were used in the

experiments. Using smaller beads would have made the surface roughness measurements diffi-

cult and permitted electrostatic forces to interfere with the tumbler experiments described shortly.

The new beads were shiny with a hard surface (62-65 on the Rockwell “C” scale). Rock polishing
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lapidary equipment (Lortone 3A Rotary Tumbler with super-coarse 46/70 silicon carbide grit) was

used to roughen half of the beads. The rolling motion of the grit against the beads pitted the sur-

face creating pock marks and eliminating the original shiny surface without altering the spherical

shape or the diameter of the particles. The other half of the beads were used in their smooth, shiny

state.

After cleaning the beads to remove the silicon carbide grit, the nanoscale surface profile of the

beads was measured using a white light phase-shift interferometer (ADE Phase-Shift MicroXAM).

The surface profile for a new smooth particle, shown in Figure 2(a), is quite smooth with only

a few short asperities. The surface profile of a rough particle, shown in Figure 2(b), has many
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Figure 2.2: Typical surface profile for 2 mm particles for (a) new material and (b) after roughening.

more asperities, nearly all having much larger magnitudes than those of the smooth bead. The

surface roughness, Rq, of the material is defined as the standard deviation of the measured height.

Only a small portion of the bead surface (≈ 800 µm × 600 µm) can be measured at one time, so

multiple measurements on a single bead were used to verify that the measured surface roughness

was equivalent over the entire surface. The surfaces of at least 35 particles per lot of material were

measured with the averaged surface roughness results given in Table 2.1 for a typical lot of the

new and roughened beads. Even with the extraordinary hardness of the base material, there was

some degradation in the surface roughness after the beads were tumbled in a rotating drum, as
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Table 2.1: Typical surface roughness (Rq) of beads used in experimentation (all roughness values are in
nanometers).

 Ball Size 

 2 mm 3 mm 

 New Roughened New Roughened 

Pre-Test 26±9 235±29 59±11 244±31 

Post-Test 31±10 160±34 57±13 174±30 

is evident in the change in the roughness from the “Pre-Test” values to the “Post-Test” values for

the roughened particles. Most likely, plastic deformation occurred due to the asperity interactions

of the rough surfaces when particles collided. The decay of the surface properties was limited by

keeping the total number of revolutions of the tumbler to less than 400.

The macroscale friction characteristics of the granular particles were measured in three ways:

a scratch test, acceleration of sliding particles down an angled slope, and the critical angle to cause

particles at rest to start sliding.

A standard tribological scratch test determines the dynamic coefficient of friction via the ra-

tio of drag force to the applied normal force. A CETR Tribometer held a single 3 mm bead at a

constant normal force on a flat disk and measured the transverse force while the bead was slid

without rolling at a constant velocity across the disk. Due to their small size, 2 mm beads could

not be tested in this apparatus. Table 2.2 reports the mean and standard deviation of at least six

measurements of the coefficient of friction. The schematics in the “Surface Condition” column

show the surface roughnesses of the spherical particles and the flat surfaces (the relative surface

heights are not to scale). The shading in the “Friction Intensity” column provides a visual indica-

tion of the relative magnitudes of the coefficient of friction with black showing µ = 0.5 and white

indicating a frictionless sliding contact. Rough particles tested on a machine ground flat steel sur-

face (Rq = 544 nm) had a higher coefficient of friction than smooth particles on the same surface,

as expected, but the coefficient of friction depended on the normal force. When the particles were

tested on a flat steel surface polished to a mirror finish (Rq = 29 nm), the coefficient of friction was

higher for the smooth particles than for the rough particles, especially at higher normal forces.

Although these results seem counterintuitive, they are consistent with the theory of tribologi-
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Table 2.2: Mean of the coefficient of friction for six tests of 3 mm rough and smooth particles on a machine
ground surface and a polished surface. (Surface roughness of the beads is different from Table 2.1 due to
different lots of material.)

Surface 
Condition 

Normal Force 
(mN) 

Coefficient of 

Friction ( ) 

Friction 
Intensity 

Rq = 235 nm 49 0.22±0.03  

 147 0.19±0.03  

Rq = 544 nm 245 0.15±0.01  

Rq = 235 nm 49 0.26±0.05  

 147 0.23±0.03  

Rq = 29 nm 245 0.28±0.07  

Rq = 56 nm 49 0.11±0.01  

 147 0.12±0.01  

Rq = 544 nm 245 0.11±0.01  

Rq = 56 nm 49 0.27±0.02  

 147 0.44±0.03  

Rq = 29 nm 245 0.48±0.03  

cal surface interaction. Macroscale friction is a function of the normal force between two surfaces,

not the area of contact. However, when the contact area is significantly reduced, such as in near

single point contact between a sphere and a flat surface, the nature of the contact becomes crit-

ically important. The rough beads probably have a higher coefficient of friction on the machine

ground flat surface than the smooth beads because a greater number of asperities are in contact

between the two surfaces, requiring a greater tangential shear necessary for relative motion. The

reduction in the coefficient of friction for the rough particles on the same surface with an increas-

ing normal force is likely a result of plastically deforming the asperities. The smooth bead on the

machine ground flat surface reduces total asperity contact, and the corresponding coefficient of

friction is less. The smooth particle on a polished flat surface results in a remarkable increase in

the coefficient of friction compared to the cases where at least one of the surfaces is rough. This is

likely due to the increased stiction between the two surfaces due to the lack of asperity interaction

on the microscale level.

The minimum normal force available in the CETR Tribometer corresponds to weight of more
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than 37 particles (the weight of a single bead is 1.3 mN), which is much larger than the total

depth of the flowing layer in a typical tumbler experiment, usually 7-10 particles. Therefore, two

other methods having contact forces generated by the mass of individual particles were used to

characterize the coefficient of friction. In the first case, the dynamic coefficient of friction was mea-

sured based on the acceleration of sliding particles on a sloped flat surface. In order to prevent

rolling and maintain a sliding contact, a tripod of three 3 mm particles was bonded together with

an adhesive. The tripod was released on a flat surface tilted at a known angle θ with respect to

horizontal, and its motion was recorded with a digital video camera. Assuming a constant accel-

eration, the coefficient of friction was calculated as µ = tan(θ)− 2A
g cos θ , where A is the coefficient

of the squared term in a parabolic fit to the position of the tripod with respect to time. The smooth

and rough plates were made of AISI 52100 chrome steel, the same alloy as the particles, so as to

mimic particle-to-particle interactions in a granular flow. Acrylic was also used as a flat surface to

characterize contacts between particles and the material of the drum walls. Results averaged over

thirty or more trials of every combination of surface-bead contacts are reported in Table 2.3 (the

transparent acrylic surface is schematically represented by a dashed line).

Table 2.3: Average and standard deviation of the coefficient of friction from at least thirty runs of tripods
sliding down a flat surface. The surface roughness is the average over the three particles of the tripod.

Surface Condition 
Coefficient of 

Friction ( ) 

Friction 
Intensity 

Rq = 235 nm 

 Rq = 304 nm 
0.16±0.02  

Rq = 235 nm 

 Rq = 23 nm 
0.35±0.07  

Rq = 235 nm 

 Rq = N/A 
0.44±0.02  

Rq = 56 nm 

 Rq = 304 nm 
0.14±0.01  

Rq = 56 nm 

 Rq = 23 nm 
0.25±0.02  

Rq = 56 nm 

 Rq = N/A 
0.35±0.07  
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Table 2.4: Critical angle to initiate the sliding of a tripod of particles. At least sixty trials were conducted
for each particle size and surface roughness combination. The surface roughness is the average over the three
particles of the tripod.

Mirror Polish Machine Ground Acrylic 
Flat Surface 

Rq = 23 nm Rq = 304 nm Transparent 

Particle Size 2 mm 

Particle Rq (nm) 34.1 250.8 55.5 168.5 33.6 277.8 

Sliding Angle 11.4°±2.0° 21.6°±7.5° 12.8°±2.0° 16.8°±4.4° 28.2°±8.1° 33.8°±6.8°

Particle Size 3 mm 

Particle Rq (nm) 59.3 284.2 43.4 246.0 37.9 343.8 

Sliding Angle 16.3°±3.3° 23.4°±6.3° 12.4°±2.0° 15.2°±3.5° 27.2°±6.9° 29.9°±4.5°

The results match intuition that rough particles have a higher coefficient of friction. However,

it is interesting to note the factor of two increase in the coefficient of friction as the chrome steel flat

surface changes from the rough machine ground to the smooth mirror finish. Again, it appears

that the lack of asperities on the mirror polished surface results in a greater number of contacts

between the surface causing an increase in the measured coefficient of friction.

Finally, the static friction was characterized by measuring the critical angle of a flat surface that

induces motion of a particle tripod set. The experiment was conducted by placing a tripod on a

horizontal flat surface which was then tilted very slowly (1.5◦/sec) until the tripod began sliding.

The average angle that initiated the sliding motion averaged over at least 60 trials is reported in

Table 2.4. The schematics in each column represent the relative surface roughness between the

particles and the flat surface, which are oriented at the angle that sliding occurred for that particle

and flat surface combination. In this case, the 2 mm particles were also evaluated. The key result

is that the critical sliding angle increases for all cases when the surface roughness of the particles

changes from smooth to rough. The large standard deviation is indicative of the difficulty in

obtaining repeatable measurements.

All three methods of characterizing friction suggest that increased surface roughness of parti-

cles generally causes a corresponding increase in the observed friction, although exceptions occur

depending upon the roughness of the flat surface. It is clear that quantifying and obtaining con-

sistent values of the macroscale friction based on the surface roughness of contacting surfaces for
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individual particles is quite difficult.

B Rotating tumbler

The collective effect of the surface roughness of many particles on granular flow was measured

using a quasi-2D tumbler with a diameter of 2R=28 cm and a thickness of 2.8d, where d is the

particle diameter (the thickness was adjusted according to the particle size). These dimensions

were chosen to provide a large drum diameter to particle diameter ratio, 2R/d: 118 and 88 for

d=2 mm and 3 mm, respectively. The thickness of the quasi-2D tumbler was necessarily small

to reduce the quantity of particles that were used. This was particularly important due to the

cost of the particles, which could only be used for a limited time because the surface properties

changed with use, as indicated in Table 2.1. The front and back plates of the tumbler were 6.4 mm

thick, clear, static-dissipative acrylic allowing visualization of the free-flowing surface and mea-

surement of the angle of repose. The surfaces of the acrylic were electrically grounded to minimize

electrostatic charge build-up in the tumbler.

The dynamics of the flow in a rotating drum are governed by the Froude number [78], Fr = Rω2

g ,

where ω is the rotational speed and g is the gravitational acceleration, which represents the ratio of

centrifugal to gravitational forces acting on the particles in the drum. By changing the rotational

speed, the Froude number was varied from 10−5, just fast enough so that the flow was continuous

(not avalanching), to 1.5× 10−2, which was well into the cataracting regime of flow. The tumbler

rotation was controlled with a brushless stepper motor and a micro-step driver with input control

to the driver via a computer controlled square wave generator. In all cases, the fill level of the

drum was 50%.

To measure the dynamic angle of repose βd, ten high resolution digital images of the rotat-

ing tumbler were obtained at each Froude number. The drum was stopped while the images were

downloaded in order to reduce wear of the particle surfaces. The motor was then accelerated from

rest to the next Froude number. The intensity from ten digital images for each Froude number

were ensemble averaged and, after eliminating the extraneous background via image processing,

the surface profile of the flowing granular material was located with an edge-find function, pro-
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ducing results like that shown in Figure 2.1. Only the central 40% of the edge, evident as the dark

×’s near the surface, was used for the linear fit to determine the dynamic angle of repose, thus

avoiding the curved free surface near the periphery of the tumbler.

III Experimental results

A Mono-disperse angle of repose

To begin, we report the dynamic angle of repose, βd, of mono-disperse smooth and mono-disperse

rough particles. For the smooth 2 mm particles, the angle of repose was 26.2◦ at Fr = 2.0× 10−4.

The smooth 3 mm particles at the same rotation rate had a lower dynamic angle of repose of 23.4◦.

The higher angle of repose with decreased particle size is consistent with previous results [81].

When the contents of the drum were changed to rough 2 mm and 3 mm particles, the angles of

repose increased to 43.4◦ and 31.1◦, respectively, for the same Froude number, clearly indicating

that the angle of repose of a bulk material is directly related to the surface roughness of the in-

dividual particles. Most likely, interlocking asperities result in greater sliding and rolling friction

between rough particles than for particles having smooth surfaces so that rough particles pile up

at a higher angle before gravity can overcome the inter-particle friction.

After the experiments, the surface roughness of the particles was measured to determine the

wear due to tumbling, with the results given for the mono-disperse rough and smooth systems

in Table 2.1. The surface roughness of the smooth particles was within a standard deviation of

the pre-tumbled particles. The “smoothing” of rough particles was much greater with a decrease

between 24% and 34% from the initial surface roughness. The difference in wear between rough

and smooth particles can be attributed to greater plastic deformation of the taller asperities of the

roughened particles due to collisional impact.

B Do different angles of repose cause segregation?

One of the interesting aspects of granular flow is the segregation of poly-disperse material. For

instance, in a quasi-2D tumbler, radial segregation occurs with small or dense particles gathering
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at the center of the fixed bed and the remaining material near the periphery [78]. The radial

segregation can be explained in terms of percolation, where the smaller particles fall through the

voids in the lattice of larger particles, or buoyancy, where more dense particles sink to lower levels

in the flowing layer [86, 91].

A theoretical approach to predicting segregation is based on the angle of repose of each mem-

ber of a bi-disperse system, regardless of particle size or density. For instance, a cellular automata

model predicts that radial segregation can occur in rotating drums when two distinct particles fall

at different angles of repose due to the individual particle friction [92].

Given these models for radial segregation based on particles with different angles of repose,

and that pure rough and smooth beads exhibit different angles of repose, we attempted to find

a situation in which the rough and smooth particles segregated. However, no radial segregation

was observed for the bi-disperse (smooth and rough) mixtures in the quasi-2D tumbler for Froude

numbers ranging from 3.9× 10−7 to 1.5× 10−3, an example of which is shown in Figure 2.1. Even

when the materials started in an unmixed state (each material filling a sector of the drum), the

two species mixed thoroughly. In addition, there was no preferential neighboring of rough or

smooth particles based on analysis of the connectivity of smooth-to-smooth or rough-to-rough

particles after a few rotations of the system. Thus, it appears that differences in surface roughness

characteristics alone cannot cause radial segregation, even though the angles of repose of the two

species differ substantially.

In three-dimensional situations, either long cylinders or spherical containers, bands of segre-

gated material spontaneously form and then coarsen due to differences in particle size [88–90, 93,

94]. The differing angles of repose for the two components of a bi-disperse mixture is key in the

explanation of how bands are produced in three dimensional experiments [95, 96]. This mecha-

nism is predicated upon a radial core preceding the formation of enriched bands of particles that

are observed in axial segregation.

We also performed experiments in 3D (spherical) and 2D+1 (cylindrical) granular systems to

explore the potential for banding of rough and smooth particles given their differing angles of

repose. In a 3D spherical container with a diameter of 35 particles, rotation of a mixture of rough
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and smooth particles at 50% volume fraction over 10 hours at a Froude number of 6 × 10−3 to

generate a continuous, flat flowing layer resulted in no banding. A similar test in a half-filled

cylinder with a 76.2 mm diameter (32 particles) and 185 mm length rotated at Fr = 6.1× 10−3 also

did not produce segregated bands over a test run of 72 hours. In fact, starting with one-half of the

length of the tube half-filled with rough particles and the other half with smooth particles only

produced diffusion of the rough and smooth particles rather than maintaining axial segregation.

There was a clear difference in the angle of repose between the two different materials. However,

this did not prevent the mixing of the two particle types. Thus, while the surface roughness can

change the angle of repose of the bulk material, this characteristic alone does not appear to be

a sufficient condition for segregation, at least for the conditions used in this study. This further

suggests that radial segregation as a result of percolation or buoyancy is a necessary precursor to

axial segregation and subsequent axial banding.

C Angle of repose of bi-disperse mixtures

Although the difference in the angles of repose of the smooth and rough beads does not cause

segregation, it may alter the nature of the granular flow for bi-disperse mixtures of smooth and

rough beads. Hence, the dynamic angle of repose was measured as a function of Froude number

for a variety of mixtures of smooth and rough 2 mm and 3 mm beads at concentrations ranging

from 0% rough to 100% rough as shown in Figure 2.3. To assure that the measured angle of re-

pose was related to the Froude number and not a result of the changes in the surface roughness

of the beads due to wear, the measurements were conducted by increasing the rotational speed

to obtain data for every other Froude number in Figure 2.3. Then, the remaining data were ob-

tained by decreasing the rotational speed. In addition, multiple data points at the same Froude

number identify rotational speeds that were re-tested in order to verify the repeatability of the

measurements. Although there was a measurable decrease in rough particle surface roughness

during an experiment, as indicated in Table 2.1, the angle of repose remained only a function of

the concentration of rough particles and the Froude number.

The results in Figure 2.3 show that the angle of repose increases with increasing Froude num-
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Figure 2.3: Angle of repose as a function of Froude number for (a) 2 mm and (b) 3 mm beads for different
concentrations of rough particles; ◦ = 0% rough concentration, 4 = 25% rough, ♦ = 50% rough, 5 = 75%
rough, and � = 100% rough.

ber, consistent with previous results [81], regardless of particle size or rough particle concentra-

tion. Above approximately Fr = 1.5× 10−3 (marked by the vertical lines in Figure 2.3), the free

surface becomes curved indicating a transition to the cataracting regime of flow. More impor-

tantly, the angle of repose increases as the concentration of rough particles increases, which is

shown more clearly in Figure 2.4. At low Froude numbers, the angle of repose for the 2 mm beads

increases by about 15◦ as the concentration changes from purely smooth to purely rough particles.

At higher Froude numbers, the change in the angle of repose as the concentration of rough beads

increases is even larger, greater than 25◦ at the highest speed. The changes in the angle of repose

from one concentration to another at the same Froude number are somewhat less for the 3 mm

beads, particularly when the rough particle concentration changes from 0% to 25%. The difference

may be a consequence of the surface roughness of the smooth beads. Table 2.1 indicates that the

smooth 2 mm particles had a smaller surface roughness than the smooth 3 mm particles. It is

possible that small concentrations of rough particles with very smooth particles may have more

influence on the angle of repose than when the smooth particles are not quite as highly polished. It
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Figure 2.4: Angle of repose as a function of concentration of rough particles for (a) 2 mm and (b) 3 mm beads
for different Froude numbers; � Fr = 1.4× 10−5, � Fr = 1.6× 10−4, • Fr = 1.3× 10−3, N Fr = 1.5× 10−2.
Error bars represent the standard deviation for the angle of repose measurement for ten individual images.

is also evident that the angle of repose is greater in all cases for the smaller beads than for the larger

beads, consistent with previous results [81]. Figure 2.4 also indicates the variability of the angle

of repose measurement when individual images are used rather than ensemble averaging the raw

image intensity. The largest standard deviation occurs for the 0% rough concentration. The shiny

appearance of the smooth particles makes it difficult for the edge-find function to differentiate

between the free surface of particles and the background in an individual image. Otherwise, the

standard deviation is independent of the Froude number or concentration of rough particles.

Besides surface roughness, other microscopic forces can influence the angle of repose for gran-

ular flow. For instance, electrostatic attraction forces between the walls and the particles can in-

crease the angle of repose. Furthermore, particle impacts induce magnetic properties in the steel

beads that can cause small attraction forces between particles. As a precaution, prior to all experi-

mental runs the beads were passed through an oscillating magnetic field to minimize the induced

magnetic attraction between particles. Surprisingly, the thickness of the acrylic end plates also af-

fected the angle of repose. Increasing the thickness of the acrylic end plates from 6.4 mm to 9.5 mm
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caused an increase of 3-4◦ in the angle of repose for otherwise similar conditions. This may be a

result of a slight decrease in the axial drum length as the thicker cover plate flexed outward less

due to the axial pressure of the fixed bed of steel beads. Further tests verified that increasing t/d

from 2.8 particles to 5 and 7 resulted in a decrease in the measured angle of repose, consistent with

previous results in a granular heap flow [97–99] and rotating tumbler flow [100]. Nevertheless, the

trend of increasing angle of repose with increasing concentration of rough particles occurred re-

gardless of the value of t/d. Thus, the surface roughness is the primary factor causing a change in

the angle of repose of granular flow for the results shown in Figures 2.3 and 2.4.

IV Simulation of particles with varying friction

Particle Dynamics (PD) simulations have been shown to accurately capture many aspects of gran-

ular materials in a rotating tumbler [83, 101], including segregation of bi-disperse particles [102–

107]. Here PD simulations have the advantage over experiments in that the method provides pre-

cise control over the factors influencing the particle contact allowing the isolation of the causes of

flow behavior. In this way, the difficulty in measuring the coefficient of friction between rough-

smooth surfaces and rough-smooth particles can be circumvented by simply assigning different

friction characteristics to two classes of particles in the simulations.

The simulation consisted of solving the fundamental equations of motion for each particle

given the normal and tangential forces, fn and ft, being applied by other particles in contact [102].

The parameters of the particle interaction were the spring stiffness in the normal and tangential

directions, kn and kt, the damping of particle velocity after contact, kd, and the coefficient of friction

between sliding surfaces, µ. The normal forces were modeled via Hertzian overlap [108], while

the tangential force was computed as the minimum between (1) the product of the normal force

and the coefficient of friction ( fnµ) or (2) the restoring force from the tangential spring and lateral

displacement (ktδ). The free moving granular particles were constrained in a circular boundary of

particles that held a fixed radial position but rotated as an entire ring at a specified rotation rate.

The simulated tumbler had a diameter of 40 particles and a rotation rate of 1.05 revolutions per

minute producing a Froude number of 4.94× 10−5. Periodic boundary conditions were assumed
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(a) (b) (c)

Figure 2.5: Single instances of the PD simulations for the following friction conditions: (a) µ = 0.1 for
all particles (0% rough concentration); (b) µ = 0.5 for all particles (100% rough concentration); (c) 50%
rough particle concentration where µ = 0.1 between light particles, µ = 0.5 between dark particles, and
µ = 0.3 for mixed contacts.

in the axial direction of the simulated tumbler. The particle parameters were based on the typical

material properties of the chrome steel beads used in the experiments (kn = 4.44× 109 N/m3/2,

kt = 7.23× 105 N/m, and kd = 380 N s/m3/2) with a time step of ∆t = 2.76× 10−7 s.

A sensitivity analysis was performed to determine the most important parameters that influ-

ence the angle of repose in the simulations. The stiffnesses, coefficient of friction, and damping

were varied by an order of magnitude, but the angle of repose was only influenced by changes in

the coefficient of friction. Therefore, investigations were limited to low and high friction between

particles. Single snapshots of the simulation results with low friction particles (µ = 0.1) and high

friction particles (µ = 0.5) are shown in Figures 5(a) and 5(b), respectively. After achieving steady

flow, the angle of repose of particles at the free surface was averaged over 250 simulation config-

urations distributed over more than one-quarter revolution of the drum so that more than half of

the particles passed through the flowing layer. For the condition of µ = 0.1, the angle of repose

was 16.9± 0.9◦. It increased to 24.7± 1.1◦ when the coefficient of friction was set at µ = 0.5. While

the magnitudes of the angle of repose do not match the experimental results, the increased inter-

particle friction causing an increase in the angle of repose is qualitatively consistent. The likely

reason for the differences between experimental and simulation results is the limited size of the
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simulated tumbler due to the computation being constrained to a reasonable number of particles

(4000).

To model mixtures of smooth and rough particles, bi-disperse mixtures of low friction and high

friction particles were simulated. One of the difficulties is determining the value of the coefficient

of friction that should be used for interactions between the low friction and high friction particles

in simulating the mixture. In this case, such interactions were assumed to have a coefficient of

friction of µ = 0.3, the average of the low and high friction particles. The resulting angle of repose

was 19.9± 0.9◦ for a 50% rough concentration, shown in Figure 5(c). Simulations at other con-

centrations of rough particles resulted in a linear relationship between the concentration of high

friction particles and the angle of repose. Thus, the particle dynamics simulations confirmed that

the angle of repose changes by varying only the coefficient of friction.

Finally, a benefit of the particle dynamics simulation is the knowledge of every particle posi-

tion. A statistical analysis verified that the number of contacts between low-low, high-high, and

mixed friction particles matched the expectation for a random distribution of particle contacts.

This also matches the experimental observation of complete mixing of particles having different

frictional properties with no tendency toward segregation.

V Conclusions

It is clear that nanoscale surface roughness of a granular material can affect the macroscale behav-

ior. The dynamic angle of repose is greater for rough particles than for smooth particles over a

wide range of Froude numbers. Furthermore, as the concentration of rough particles increases, a

corresponding increase in angle of repose occurs, regardless of the Froude number. However, it is

quite difficult experimentally to wholly capture the effect of the surface roughness solely in terms

of the coefficient of friction. The contact area between particles is so small that the interlocking of

asperities and stiction can play a major role. Nevertheless, particle dynamics simulations verified

that increasing the coefficient of friction between particles alone increases the angle of repose of

the bulk material just as increasing the fraction of rough particles does.

Even though the angles of repose of the rough and smooth particles differed substantially, this
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did not result in either radial segregation in quasi-two-dimensional tumblers or banding in three-

dimensional tumblers for bi-disperse mixtures. The absence of segregation both experimentally

and computationally suggests that the segregation mechanisms based solely on surface roughness

or the angle of repose need to be reconsidered. A variation in the angle of repose may be necessary

for segregation but is clearly not sufficient. While both properties of surface roughness and angle

of repose may play a role in the flow ability of granular material, they do not by themselves appear

to cause segregation.
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Particle dynamics simulations reveal parallels between granular mixtures

and chemical solutions. Thermodynamic solution theory provides a connec-

tion between the interaction strength of the molecules, the concentration of

each species in the solution, and bulk solution behavior. Particle dynamics

simulations demonstrate a similar relationship between the inter-particle

forces, the composition of the granular mixture, and bulk flow behavior.

The analogy holds true over different particle interaction types (friction or

adhesion) and over different bulk properties (the angle of repose in a rotating

drum and the viscosity of particles sheared between parallel plates). A

solution theory for granular mixtures would provide a framework to study

the properties of granular mixtures. 3
Granular mixtures: analogy with chemical solution

thermodynamics

I Introduction

Our understanding of granular behavior has progressed in recent years in part due to direct

[109–113] and heuristic [114–116] analogies to thermodynamics and statistical mechanics. Draw-

ing parallels from thermodynamics provides a concerted way to extend a large body of knowledge

from molecular to granular systems. At the same time, even though general parallels exist it is of-

ten difficult to define the details of granular thermodynamics for even the most basic concepts.

For example, a granular material can be seen to act like a solid, liquid or gas depending upon its

effective temperature [117, 118]. Yet there is still debate about how to define this granular tem-

perature [119]. However, even without a rigorous definition of some of the key thermodynamic

properties, analogies to thermodynamic concepts can enrich our understanding of granular be-

havior.
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In many thermodynamics textbooks a few chapters are devoted to the behavior of mixtures,

often called solution theory [120, 121]. In the theory, bulk properties of a mixture are connected

to the interactions of the species in the mixture and studied as a function of concentration. To

our knowledge, there has been no application of solution theory to granular materials. If such

parallels exist, they would be useful given that many granular materials are not homogeneous,

but are mixtures of more than one type of particle.

Solution theory can give us a structure to analyze properties of granular mixtures as a function

of the concentration of the particle types and the types and strength of the interactions between

particles. The goal in this Letter is not to derive the details of a granular solution theory from first

principles, but rather to show parallels that exist between the behavior of chemical solutions and

granular mixtures and explain how this comparison increases our understanding of the behavior

of granular mixtures.

In chemical solution theory, the baseline model is called the ideal solution. In an ideal solution

the bulk properties are directly proportional to the concentration of the individual components.

Real solutions are then compared to and classified according to their deviations from the ideal

solution model. Real solutions display a wide range of behavior spanning both strong positive

and negative deviations from the ideal solution model. Bubble points, dew points, enthalpies,

and molar volumes are commonly analyzed with solution theory. This Letter will show that bulk

properties of granular mixtures can display a similar range of ideal and non-ideal behavior. Using

the structure of solution theory helps to understand how bulk properties depend upon particle

interactions and the composition of the mixture.

II Simulation method.

Particle dynamics simulations are increasingly used to model granular systems. They are a dis-

crete element simulation method similar to molecular dynamics, where the forces between ele-

ments are patterned after the significant forces acting on solid particles [122, 123]. Linear and

rotational movement of the particles is followed through time and is calculated from the contact

forces and body forces acting on the particles. The particle interactions in the simulations can
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be precisely controlled and the effects measured, making these simulations a useful tool to test

whether granular materials follow solution theory.

A Force Models

The forces accounted for in each simulation include gravity, contact forces and, in some simula-

tions, an adhesion force. The components of the contact force are calculated separately as normal

and tangential components.

The normal component of the contact force is calculated from equation 1 where α is the sum of

the particle radii minus the distance between particle centers and represents the amount of particle

deformation during a collision. kn is a spring constant and kd is the dissipation constant.

Fn = knα
3/2 − kdvn

√
α (1)

This equation is based on Hertz’s Theory of elastic contact, but also includes a dissipation term

which depends on the relative velocity (vn) of the particles and the square root of the deforma-

tion. This form of the dissipation term reproduces the experimentally observable behavior that

increasing impact velocity reduces the coefficients of restitution. Tangential forces are based on

Coulomb’s laws of friction. Like Coulomb’s laws this model connects the maximum friction force

to the normal force with a coefficient of friction. It also introduces a linear tangential spring to

mimic frictional forces before the onset of sliding. The tangential force is expressed as:

Ft = min(kts, µFn) (2)

where µ is the coefficient of sliding friction, kt is the tangential stiffness and s is the tangential

displacement that has taken place since the particles first came into contact.

In some simulations an adhesion force is added using Hamaker’s expression for the van der

Waals attraction between macroscopic spheres in close proximity. In this Equation R is the particle

radius, z is the distance between particle surfaces and A is the Hamaker constant which captures
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Table 3.1: Values of the constants used in particle dynamics force models
Parameter Value Units

kn 3.44×109 Nm−3/2

kd 7.85×105 Nsm−3/2

kt 4.34×105 Nm−1

µ varied none
A varied J

the chemical properties of the particles.

FA =
A

6z2

(
1

R1
+

1
R2

)−1

(3)

This expression diverges as z goes to zero. Usually repulsive forces between atoms are found

to be important at separations of approximately 4 Å. To prevent divergence in the simulation, the

adhesion force is held constant when z is less than 4 Å and throughout particle contact. The values

of the constant parameters in the force models can be found in Table 3.1.

B Flow geometries

Results from two different flow geometries are reported in the paper. Particles are rotated in a

circular drum and sheared between parallel plates. The walls in both cases consist of particles 1.5

mm in diameter but otherwise with the same properties of the free-flowing particles. The sides

not bounded by walls are treated with periodic boundary conditions. Free-flowing particles have

a size distribution to avoid crystallization affects. The average particle diameter is 1.2 mm, but

can vary up to 5 percent larger or smaller than this. Both wall and free-flowing particles have a

density of 7900 kg/m3.

The rotating cylinder has a diameter of 40 particles and is 3 particles deep. The open faces of

the cylinder have periodic boundaries. In all simulations reported the drum is rotated at 10 rpm

and is filled with 3400 free-flowing particles which fill the drum nearly half way.

In the simulated shearing, each wall is 20 particles long and 4 particles deep and the gap is

filled with 800 free-flowing particles. The top wall is sheared at a rate of 12 cm/s and is free to

move up or down to allow the sheared particles to dilate. The weight of the wall particles keeps
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Figure 3.1: The simulation volume of the rotating cylinder simulations.

Figure 3.2: The simulation volume of the sheared parallel plates.

the wall in contact with the free-flowing particles.

In the simulations of the drum, inter-particle friction and adhesion were altered systematically

and the effect on the dynamic angle of repose was measured. In the simulations of shearing,

the effect of inter-particle friction was changed and the viscosity of the granular material was

calculated. In all simulations, changes were only made to friction or adhesion properties; the size

and density of all particles were always the same.
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III Dependence of the angle of repose on friction and adhesion

The focus of this work is the behavior of mixtures, but knowledge of the behavior of homogeneous

particles provides a baseline to analyze the mixture behavior. Similar to recent experiments [16],

simulations in the rotating drum show that increasing the friction coefficient between particles

increases the dynamic angle of repose (Figure 3.3). The angle of repose increases monotonically as

the friction coefficient (µ) increases from 0 to 1; however, the slope of the plot in Figure 3.3 steadily

decreases.
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Figure 3.3: The angle of repose in a circular drum as a function of friction coefficient (left) and adhesion
force (both attractive [+] and repulsive [-]) between particles (right).

Inter-particle attraction and repulsion also affect the angle of repose. The angle of repose of

the bulk granular material is seen to increase with increasing particle attraction Figure 3.3.

IV Contact analysis of well mixed systems

The bulk properties of a granular mixture will depend upon the concentration of the various

particle types in the mixture. More specifically, in a system where particles differ only in their

surface properties, it is the prevalence of each type of particle contact that is important to bulk

properties. For a well-mixed system of particles of the same size, the distribution of contacts can

be predicted from the concentration of particle types as follows. In a binary mixture of type A and

B particles, there are three types of particle interactions: A-A, B-B, and A-B. We wish to express the
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impact of the heterogeneous A-B interaction on the bulk behavior of the mixture–an interaction

which is not present in homogeneous systems. A probability analysis can predict the prevalence

of each type of contact in a randomly mixed system of particles of the same size. For example, in a

binary mixture where 25% of the particles are of type A, a random contact between two particles

has a 25% 25% or 6.25% chance that the contact will be of the A-A type. In the same mixture there

will be 56.25% B-B contacts and 37.5% A-B contacts. This probability analysis is easily performed

for the whole range of possible compositions in a binary mixture and is shown in Figure 3.4. From

this analysis we can expect the heterogeneous contact to be important to the bulk behavior of the

mixture over a wide range of compositions spanning at least the range of 20-80% type A particles.
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Figure 3.4: Analysis of contacts in a binary mixture of particles A and B. Lines are calculated from proba-
bility in a random mixture; markers are observed values in the particle dynamics simulations.

During simulations where particles differed only in their coefficients of friction, we counted

the number of homogeneous and heterogeneous contacts and found them to agree well with the

expected values for a random mixture (Figure 3.4). The agreement of the simulations with the

probability analysis shows that particles do not segregate due to friction [124].

V Ideal and non-ideal behavior of a granular mixture

Simulations of a rotating drum were run to investigate the effect that changing the heterogeneous

interaction has on the dynamic angle of repose of a binary mixture. Two systems were investi-
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gated: in the first system particles differed only in their friction coefficients, while in the second

system particles differed only in adhesive properties. In the frictional system, the values of the ho-

mogeneous friction coefficients (µ) were fixed at 0.2 for µA−A and 0.05 for µB−B, while the value

of µA−B took on a range of values from 0 to 0.5. The resulting angles of repose are plotted as a

function of mixture composition in Figure 3.5. The value of µA−B has a large influence on the

angle of repose for mixtures where the A-B contact is plentiful. If µA−B is set near the average of

the homogeneous friction coefficients, the angle of repose increases linearly with concentration.

However, if µA−B deviates significantly from this average value, the angle of repose becomes a

non-linear function of concentration and can even produce a maximum or minimum if µA−B is

greater than µA−A or less than µB−B.
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Figure 3.5: Angle of repose as a function of mixture composition. Ideal as well as both positive and negative
deviations from ideal behavior are observed depending on the heterogeneous (A-B) interaction. Frictional
system left, adhesive system right.

The behavior in Figure 3.5 mirrors the range of behavior seen in bulk properties of chemical

solutions. It is common to see plots similar to Figure 3.5 for properties such as bubble points,

dew points, enthalpy, and molar volume. Depending on the molecular interactions in the solu-

tion, bulk properties can vary linearly or deviate positively or negatively from linear behavior as

a function of concentration. In solution theory a linear relationship is classified as ideal behavior

and non-ideal solutions which deviate in either the positive or negative directions from ideality

are not uncommon. In the granular system, the ideality of the mixture is determined by the hetero-

geneous interaction (µA−B). The second granular system simulated in the rotating drum consisted
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of particles that differed only in their attractive properties. Simulations were run where the A-A

interaction was attractive and the B-B interaction was repulsive. The magnitude of each interac-

tion force was five times the weight of one particle. The A-B interaction strength was modified

to study a range of forces spanning from a repulsive force of 20 particle weights to an attractive

force of 20 particle weights. Simulations of mixtures of varying concentrations of adhesive and

repulsive particles were run and the measured angles of repose are plotted in Figure 3.5. The

adhesive–repulsive system of particles also displays the full range of ideal and non-ideal behav-

ior in the angle of repose depending upon the interaction strength of the heterogeneous contact.

Hence solution theory can be used to describe granular behavior arising from a variety of particle

interactions. It is interesting to note that the shape of the curves in Figure 3.5 is not symmetric

despite the symmetry present in Figure 3.4. The concentration at which a maximum or minimum

occurs is a result of both the contact analysis (Figure 3.4) and how the friction coefficient affects

the angle of repose (Figure 3.3). The non-linear behavior of the angle of repose as a function of the

friction coefficient produces the asymmetry in Figure 3.5.

VI Granular viscosity

A granular solution theory should be applicable to a variety of bulk properties across many flow

geometries. Simulations of a sheared granular material were also run to demonstrate the versatil-

ity of the analogy. The viscosity of a granular material was calculated by shearing it at a constant

velocity between two parallel plates. The top plate is free to move in the direction normal to shear,

but the weight of the plate keeps it in contact with the flowing particles [16]. The viscosity of the

granular material was calculated from the shear stress that the top plate experienced during the

simulation divided by the shear strain. The velocity profile was observed to be nearly linear at the

set wall velocity of 12 cm/s. The viscosity of the granular material is sensitive to both the inter-

particle friction and the friction with the wall, but since we are interested mainly in the properties

of the granular material the friction coefficient between the wall and any free flowing particle

was set to 0.5 throughout all simulations. Changing the friction coefficients between free-flowing

particles produced the reported change in viscosities. The viscosity of a homogeneous granular
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material increases as the inter-particle friction coefficient is increased (Figure 3.6 left). When a

mixture of particles is sheared, the viscosity depends upon the value of the heterogeneous friction

coefficient as well as the concentration of the high and low friction particles. The plot in Figure 3.6

(right) is very similar to the plots in Figure 3.5 even though a different property and different flow

geometry of the granular material were studied. In both instances the behavior of the granular

material follows a solution theory type behavior.
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Figure 3.6: Viscosity of a homogeneous granular material as a function of friction coefficient (left). The
viscosity of a granular mixture behaves in a manner predicted by solution theory (right).

VII Conclusions

Our simulations show that granular mixtures can be classified in a similar manner as chemical

solutions. The bulk properties of a granular mixture depend upon the interaction strength of the

various particle types as well as on their relative concentrations. Depending on the heterogeneous

interaction (A-B), the bulk properties of a granular mixture can be classified as ideal or can display

either positive or negative deviations from ideality as a function of concentration. The study of

other properties of granular mixtures (e.g. packing densities, rheology, ease of fluidization etc.)

could benefit from an analysis using this same structure, the structure of solution theory. Further

development of a rigorous solution theory for granular matter could provide insights into the

connection between bulk granular flow behavior of mixtures and the properties and interactions

of the particles. Development of a granular solution theory could provide a way to predict the
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properties of the bulk powder given the properties of the particles, or possibly even facilitate the

reverse analysis–providing a way to estimate individual particle interactions based on the bulk

behavior of a mixture.
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Particle dynamics models are developed and used to design a mechanical

damping device which uses micro or nano powders as the damping medium.

A damping device based on a powder has the advantage of temperature

insensitive operation over the traditional use of a viscous fluid. Adhesion

forces significantly affect the behavior of small particles. The damping mech-

anism targeted stems from energy dissipated due to the breaking of many

adhesive particle contacts. Adhesive contacts can dissipate energy due to

hysteresis in the force between particle loading and unloading. Adhesion

hysteresis was added to the JKR model of adhesive contact and then used in

particle dynamics simulations. The effects of adhesive properties and pack-

ing densities are studied in two device geometries (shear and a piston) using

simulation. 4
Mechanical Damping Using Adhesive Micro or

Nano Powders

I Introduction

It is often desirable to damp mechanical motions or vibrations to protect mechanical structures

from fatigue. Devices engineered for damping commonly exploit the viscous drag of a liquid

to convert the undesireable kinetic energy into heat. However, under etreme conditions–such

as wide temperature ranges–liquids are not suitable as a damping medium. For example, most

damping fluids cannot withstand operating temperatures above 500 C, and the viscosity can vary

widely with temperature which can cause poor performance. On the other hand, the performance

of granular materials is largely unaffected by temperature [125, 126].

Granular materials are well suited for use as a damping medium since they naturally dissipate

energy through a number of mechanisms when they flow, are jostled or are impacted. Because

of these natural characteristics of granular materials, they have recently been targeted for use to
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damp mechanical motion in a number of applications. For example, particles can be injected into

cavities of beams and plates [127] to help dissipate vibrations in structures. The performance

of these dampers appears to be effective in damping vibrations of a wide range of frequencies

[128] of either harmonic or random excitations [129]. Particles are known to dissipate energy

through friction as they slide along each other, or during an impact because of their viscoelastic

properties or plastic deformation [130]. The particles employed in these applications typically

have diameters on the millimeter length scale. What we explore here is the use of micron and

nanometer-sized particles for use as the damping medium.

Micro and nano particles dissipate energy due to impacts and friction just like milimeter-sized

particles. However, in addition to these mechanisms, we propose that adhesion between micro or

nano particles can be targeted as a novel damping mechanism. Particles naturally become adhe-

sive as their size decreases. The omnipresent van der Waals forces begin to overcome gravitational

and inertial forces on the micro scale and can dominate the nano scale. When particles are adhe-

sive, energy can be dissipated through adhesion hysteresis when particle contacts form and then

are broken. We target this mechanism of energy dissipation to create a novel type of damper based

on the dissipation of energy through adhesion hysteresis.

II Particle dynamics simulations

In order to evaluate the possibility of creating a damper based on a adhesive powder as the damp-

ing fluid, particle dynamics simulations are used to connect the adhesive properties of individual

particles to the behavior of the bulk powder. In these simulations, every particle position, ve-

locity and force is recorded throughout the simulation. This wealth of detail make it a powerful

tool to study granular behavior. The accuracy of course depends upon the assumptions made in

the model, so development of realistic models is critical. We improve upon the current particle

dynamics models for adhesive contact to include energy dissipation due to adhesive effects and

then show ways to use the model to aid in the design of mechanical damping devices filled with

adhesive particles.
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III Force models

A Normal force with adhesion

Even before particle contact, adhesion from van der Waals forces can significantly affect the be-

havior of micro and nano particles. The attractive force between two particles whose surfaces are

a distance z apart is captured in Hamaker’s expression [46] [131].

FHam = −AR∗

12z2 (1)

where A is the Hamaker constant which depends on the chemical properties of the solid. R∗ is

defined as

1
R∗ =

1
R1

+
1

R2
(2)

Hamaker’s equation has been applied to particle dynamics simulations before to study the

effect of adhesion on packing [132]. Once particles touch JKR theory provides a solution to the

contact problem of adhesive elastic spheres in a quasi-static/thermodynamic manner. In theories

of elastic contact, the effective properties of two bodies in contact are commonly defined as

1
E∗

=
1− ν2

1
E1

+
1− ν2

2
E2

(3)

1
G∗ =

2− ν1

G1
+

2− ν2

G2
(4)

where E is the Young’s modulus, G the shear modulus, ν is the poisson ratio.

JKR theory considers three contributions to the energy of the system, namely the stored elastic

energy, the mechanical potential energy and the surface energy. In their derivation a relationship

is given between the relative approach of the particle centroids α and the applied normal load

P [133].
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α

α f
=

3
(

P
Pc

)
+ 2± 2

(
1 + P

Pc

)1/2

32/3
[

P
Pc

+ 2± 2
(

1 + P
Pc

)1/2
]1/3

(5)

This expression is used in our simulations to calculate the normal force from the positions and

radii of the particles. In it, α f is defined as

α f =
3
4

(
π2γ2R∗

E∗2

)1/3

=
(

3P2
c

16R∗E∗2

)1/3

(6)

where γ is the interfacial energy of the contact. α f represents the tensile deformation that occurs

just before particle separation during unloading. Pc in Equation (5) is the JKR pull-off force and is

defined as

Pc = 3πγR∗ (7)

In the simulations, both the Hamaker expression and JKR theory are used. A few comments

should be made about how they are used in conjunction. The simple answer is that JKR theory

is used when particles are in contact and the Hamaker expression is used when they are not, but

when particles are in contact requires some discussion. Particles first touch when z < α f . At this

point particle surfaces are said to “jump into contact”–because if they were rigid spheres they

would not touch until z = 0. This jumping into contact is reported in experiments, but is also

convenient in these simulations because it avoids the singularity in Equation (1) when z = 0. To

ensure a continuous transition from adhesion before contact to adhesion during contact, we have

used a relationship to connect the Hamaker constant to the surface energy A = 24πz2
0γ where z0

is taken as 0.165 nm [131].

B Tangential forces with adhesion

Adhesion also affects the tangential forces between particles. The tangential force model used

here was created by Thornton and Yin [134,135]. Their work extends the the work of Mindlin [20]

and Savkoor and Briggs [22] to model the tangential forces between adhesive spheres.

The approach of Thornton and Yin is based on the idea that the surfaces in an adhesive con-
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tact will need to peel before they can slide when there is an applied tangential force. In their

model, different equations are used to calculate the tangential force T depending upon whether

the contact is stationary (not yet peeled) of if it is sliding.

Before the contact has peeled, the application of a tangential force will cause micro-slip in the

area of contact. This is captured in the following relation:

T = 8G∗aδ (8)

where a is the radius of the contact area and δ is a displacement. This equation is sometimes called

Mindlin’s ’no slip’ solution. In our simulations Equation (8) is used to calculate the tangential force

from a displacement, or the distance that surfaces have moved relative to each other since coming

into contact. Savkoor and Briggs have suggested that the application of a tangential force reduces

the potential energy of the contact by an amount Tδ/2 which leads to the following expression for

the radius of the contact area

a3 =
3R∗

4E∗

[
P + 2Pc ±

(
4PPc + 4P2

c −
T2E∗

4G∗

)1/2
]

(9)

The tangential force is modeled by Equations (8) and (9) during the peeling stage. Note that the

radius of the contact area is used in calculating the tangential force and that the tangential force

is needed to calculate the radius of the contact area. This is resolved in practice by using the

tangential force from the previous time-step to calculate the radius of the contact area and then

calculating the new tangential force.

The tangential force is calculated from (8) until peeling is complete. The completion of peeling

is marked by reaching a critical tangential force given by

Tc = 4
[

(PPc + P2
c )G∗

E∗

]1/2

(10)

Once Tc is reached peeling is complete and sliding can occur. The tangential force during sliding

is calculated from one of the following expressions depending upon the magnitude of the normal
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force. If P < −0.3Pc the tangential force is calculated as

T = µP′
(

1− P′− P
3P′

)3/2

(11)

where µ is the friction coefficient and P’ is defined as

P′ = P + 2Pc + 2(PPc + P2
c )1/2 (12)

When P > −0.3Pc, the tangential force is calculated from

T = µ(P + 2Pc) (13)

When used in conjunction, Equations (8)-(13) have been shown to match experimental measure-

ments of the tangential force during adhesive contacts well over a wide range of normal loads

[135].

C Addition of adhesion hysteresis

Up to this point we have explained Thornton’s model for adhesive contact and applied Hamaker’s

expression to account for attractive forces between particles which are close but not touching. In

this section we describe modifications to JKR theory to cause energy dissipation in each adhesive

collision.

The loading and unloading of a particle contact following JKR theory, being a quasi-static

thermodynamic theory, is a perfectly elastic interaction. It does not capture the energy losses that

occur in dynamic collisions. Modifications to JKR theory are necessary to simulate a collision

which dissipates energy. Thornton’s application of JKR theory does include some energy dissipa-

tion. In their simulations, particle contact does not occur until α = 0 during loading, but during

unloading, particles remain in contact until α = −α f . The energy dissipated during a collision is

a constant value given by

Ediss =
Z 0

−α f

Pdα (14)
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where P(α) is obtained by rearranging Equation (5). The energy dissipated during a collision using

this strategy is constant regardless of the details of the collision. The same amount of energy is

dissipated no matter what the incoming velocity or how compressed the particles became during

the collision.

We have increased the complexity of Thornton’s simulation model to capture some of these de-

tails by including adhesion hysteresis. Experiments show hysteresis, or a difference in the contact

force between loading and unloading, in adhesive contacts [136, 137]. It is thought that adhesion

hysteresis arises from surface rearrangements which occur during contact [138, 139]. Molecules

can form bonds or become entangled with molecules on the opposite surface, which causes the

force to separate surfaces to be greater than the attractive force which brought them together [140].

The difference in contact forces between loading and unloading causes a loss of energy. This mech-

anism of energy dissipation is what is being targeted in this work to design a mechanical damping

device. Adhesion hysteresis and the subsequent energy dissipation were included in our simula-

tions by replacing the thermodynamic work of adhesion in the JKR model with an energy release

rate Γ which differs depending upon whether the particles are advancing Γa or retracting Γr. Con-

siderable differences in the energy release rate have been measured experimentally to the point

where Γr can be up to 100Γa [137].

A single collision between particles which have a hysteretic adhesion force (Γr = 10Γa) can be

analyzed by looking at the resulting load-displacement plot. Two identical particles with proper-

ties listed in Table 4.1 were made to collide at a relative velocity of 0.22 m/s and the normal force

was recorded and plotted vs. α for each time-step the particles were in contact. The area between

the loading and unloading curve represents the energy dissipated during the collision. This area

will increase as the initial velocity increases because higher values of α will be reached during the

collision. We note that for low-velocity collisions, the particles hit and stick without bouncing off.

This occurs when the energy dissipation is greater than the initial kinetic energy.
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Figure 4.1: Example of a normal collision with adhesion hysteresis where Γr = 10Γa and vi = 0.22m/s. Pc
and α f were calculated using Γr

Table 4.1: The default particle properties used in the simulations reported in this work.
Parameter Value Units
Rave 40 µm
E 68.95 GPa
G 25.92 GPa
ν 0.33
ρ 2700 kg/m3

Γa 0.32 J/m2

Γr 3.2 J/m2

µ 0.3
dt 2.00 ns

IV Device design

With a model that captures the energy dissipated through adhesive contacts, we can use parti-

cle dynamics simulations to connect the inter-particle forces to bulk powder damping behavior.

Design of a damping device includes matching the expected external forces (impacts, torques or

vibrations) to the dissipation of the damping medium. Parameters that might be altered to change

the performance of the powder include: particle size, adhesive properties, and packing density

(solid fraction). We will investigate the effects of changing some of these parameters in two possi-

ble damper geometries.
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A Couette flow

One of the canonical geometries in fluid mechanics is Couette flow. The shearing of adhesive

particles in Couette flow may prove to be a useful geometry to design a mechanical damping

device. The shear cell in Figure 4.2 is operated at constant volume with the rigid walls made of 80

(20x4) particles each. The radius of the wall particles is 50µm (slightly larger than the free-flowing

particles), and the top wall sheared at a constant rate of 0.1 m/s. Periodic boundary conditions

are applied at the open faces of the shear cell.

Figure 4.2: Shear cell geometry.

In the simulated results that follow, the shear stress that the top wall experiences is calculated

at each time-step and averaged over a length of time after it has stabilized (once there is no long-

time trend either up or down in the shear stress).
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Figure 4.3: Shear stress as a function of the packing density. Note that the y-axis is on a log scale.
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As seen in Figure 4.3 the packing density (reported here as the fraction solids) has a large effect

on the shear stress. Higher solid fractions produce higher shear stresses, more particle contacts

are created and broken, which increases the total energy dissipated.

In our adhesion model with hysteresis, the energy release rates of loading and unloading can

be changed independently. Both the loading and unloading energy release rate have a large effect

on the resulting shear stress. The shear stresses reported in Figure 4.4 were calculated by changing

the energy release rate during unloading (Γr) while holding the energy release rate during loading

constant (Γa). Increasing Γr in this manner increases the force required to break particle contacts,

which is reflected by the corresponding increase in the shear stress.

The behavior of the calculated shear stress when Γa is changed holding Γr constant is some-

what more complex (Figure 4.5). Perhaps surprisingly, the shear stress as a function of Γa passes

through a maximum. The decrease in shear stress as Γa approaches Γr can be understood by con-

sidering the amount of energy dissipated per collision. As Γa approaches Γr, collisions become

increasingly elastic and less energy is dissipated per collision. The shear stress is dependent upon

the energy dissipated in the flowing powder. Higher dissipation in the powder requires a greater

force on the wall to maintain its velocity constant.

The increase in shear stress in Figure 4.5 at low values of Γa cannot be explained by dissipation

in normal collisions. Decreasing Γa while holding Γr constant can only increase the energy dissi-

pated per normal collision. The increase can, however, be explained by considering the tangential

or friction force. Increasing Γa causes higher frictional forces during the loading portion of the con-

tact, and frictional forces contribute to energy dissipation. The maximum seen in Figure 4.5 thus

reflects two competing dissipation mechanisms when Γa is increased while holding Γr constant.

The shear stress is a collective measure of the energy dissipated in the flowing powder. Higher

dissipation in the powder requires a greater force on the wall to maintain its velocity constant.

B Modifying the geometry of the shear cell

We imagine a damping device which dissipates energy through the continuous breaking and re-

forming of adhesive contacts. Agglomerates of micro or nano particles will dissipate energy as



80

0 5 10 15 20 25 30 35
Γr (J/m2)

102

103

104

Sh
ea

r S
tre

ss
 (P

a)

Figure 4.4: Shear stress as a function of the energy release rate of unloading (Γr). Note that the y-axis is on
a log scale.
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Figure 4.5: Shear stress as a function of the energy release rate of loading (Γa). Note that the x-axis is on a
log scale.

they are broken and then naturally reform as flow continues, enabling a cyclic or continuous pro-

cess. Some small modifications to the basic shear cell may increase damping by creating flow

patterns that more effectively break up particle agglomerates. One way to achieve this could be to

control the surface roughness or add teeth to the solid surface of the shear cell. Figure 4.6 displays
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how a shear cell with teeth would be hindered by particle flow and thus increase damping.

Figure 4.6: Couette shear cell with teeth to break up agglomerates.

C Piston geometry

Another geometry that can be targeted for device design is a piston. The shock absorbers on a

car are an example of this geometry, which achieves damping by forcing the fluid to pass through

orifices in a moving disc. This section shows simulation results for a similar piston geometry

filled with particles instead of a liquid. The simulation volume shown in Figure 4.7 represents one

repeating unit of the full piston. The faces not bounded by the end walls have periodic boundary

conditions. The black particles near the middle on either side of the picture are moved up and

down in the simulation. We refer to these as the disc. As the disc moves, free-flowing particles

(white) are forced through the gap in the disc. The adhesive contacts of the flowing particles are

broken and reformed, dissipating energy along the way.

One way to study the damping performance of the piston geometry is to apply a prescribed

motion to the disc and calculate the force experienced by the disc as the particles are forced

through it. Figure 4.8 shows the position and force for an applied sinusoidal vibration at 700

Hz.

Knowing the force which the disc experiences as it is displaced enables us to evaluate damping

by calculating the energy dissipated per cycle. A plot of the force vs disc position is shown in Fig-

ure 4.9. The cyclic process creates a loop. The area bounded by this loop is the energy dissipated

per cycle. The energy dissipated per cycle is a function of both the particle and system properties.

One of the easiest parameters to control from the perspective of a device designer is the packing
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Figure 4.7: Enclosed container with moving piston. particles are forced to flow through the hole in the
moving piston
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Figure 4.8: The position and force experienced by the disc in the piston for a sinusoidal vibration at 700 Hz

density or solid fraction. Adding more particles or taking some out should provide a straightfor-

ward way to tune the device to meet the expected vibrations. Figure 4.10 reports the performance
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of this piston assembly as the number of particles in the simulation is changed to give a range of

solid fractions from 0.35 to 0.55. It should be noted that the maximum solid fraction of identical

spheres is 0.74.
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Figure 4.9: Force per area of disc plotted vs. disc position. The area bounded by the loop represents the
energy dissipated per cycle.
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Figure 4.10: Energy dissipated per cycle for increasing packing density. Sinusoidal vibrations are applied
at 700 Hz

Changing the packing density is just one example of the many particle and system properties

which could be explored using particle dynamics simulations. We have already mentioned that
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particle size and adhesion both affect damping. In addition system properties such as the size of

the holes in the disc or disc thickness could be explored as a guide to experiments.

V Conclusion

We have added hysteresis to a particle dynamics model for adhesive particles and have used these

simulations to investigate the dependence of damping performance on the adhesive properties

and packing densities of small particles. The simulation results offer evidence that micro or nano

particles can be used as a novel damping medium which dissipates energy through adhesion

hysteresis. This simulation method and model promise to provide a useful tool to design particle

dampers based upon this or other damping mechanisms.
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Monte Carlo simulations of chain molecules are used to study lubricant

film behavior in confined regions. Lubrication failure is studied under two

possible scenarios. The first is desorption of the lubricant molecules from

the gap between asperities driven by equilibrium thermodynamics with

increasing temperature. The second is the physical removal (squeezing out)

of lubricant molecules from between asperities in close proximity due to

high loads on solid asperities. Using simulations in the grand canonical and

grand isostress ensembles, combinations of load and increased temperature

are evaluated for their potential to thermodynamically drive the system to a

lubrication failure event.

5
Analysis of lubrication failure using molecular

simulation

I Introduction

The purpose of a lubricant is to decrease friction and protect solid surfaces from wear. When a

lubricant no longer performs this function, it is said to have failed [141]. One of the main ways

that lubricants protect surfaces is by preventing solid-solid contact. In many important mechanical

systems, only a thin nanometer lubricant film adsorbed to the sliding solid surfaces prevents them

from coming into direct contact and initiating failure [142]. A system relying on thin films is called

boundary lubrication. Because these lubricant layers are so thin, they are very sensitive to system

conditions and can fail by several mechanisms. The lubricant molecules can desorb from the

confined regions [143–145], be physically removed [146, 147] (squeezed out from between solid

surfaces) or they can degrade through chemical reactions [148–150]. Failure could be prevented
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more often if the details of the mechanisms were better understood [141].

Figure 5.1: The simulation cell on the right models a lubricant between two asperity surfaces. These regions

may experience high stress and significant temperature spikes.

Lubrication failure is often thought to initiate between asperities in close proximity [148](Fig-

ure 5.1). Extreme temperatures and stresses are most likely to occur in these locations [151]. High

shear rates causing temperature spikes of several hundred degrees above the ambient temperature

have been both theoretically predicted [143,152] and experimentally measured [153–156] between

asperities. These high temperatures, often called flash temperatures, may cause desorption of the

lubricant molecules from the gap depending on the duration and magnitude of the temperature

spike. High normal stresses are also commonplace between asperities where the load from the

whole solid can be concentrated on a very small area. The combination of increased temperature

and normal load greatly increase the chances of lubrication failure. High temperatures can de-

crease adsorption making it easier for molecules to be squeezed out and allow the solid surfaces

to come into contact.

Several studies have aimed to predict the onset of lubricant film failure. The first of these

studies were based on the idea that lubricants would fail when they reached a certain critical

temperature [157, 158]. A later model was based more fully on the idea that desorption is the

cause of lubricant film failure [143]. By using an energy balance to estimate flash temperatures

and the Langmuir theory of adsorption, Lee and Cheng proposed that the onset of scuffing—

wear to the solid surface signifying lubricant failure—would occur at critical combinations of

flash temperature and fluid pressure. The onset of scuffing was connected to a minimum surface

coverage of adsorbed lubricant molecules.
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Modern molecular simulation methods can give greater insight to the behavior of lubricants

confined between asperities. For example, Zhang et al. used molecular dynamics to simulate

a confined fluid in contact with the bulk [159]. The density distribution and orientation of the

molecules, as well as the dynamics of the squeezing out of the lubricant under an applied load

were studied, but only at one temperature and not to the point of failure (not all of the lubricant

was ever squeezed out).

The molecular simulations presented in this paper address the influence of applied load and

increased temperature as possible driving forces for lubricant film failure. Combinations of two

of the three mechanisms of lubrication failure discussed previously are considered: desorption

and physical removal of lubricant molecules from between asperities in close proximity. The pos-

sibility of chemical degradation of the lubricant molecules is not addressed here. The molecular

behavior under different temperatures and loads can be analyzed in the simulation in detail to see

how they lead to failure.

Monte Carlo simulations are an efficient way to study equilibrium on the molecular level. The

lubricant confined between the asperities in this study is assumed to be in equilibrium with a

reservoir of bulk lubricant outside of the confined region. The failure process by either desorption

or the squeezing-out mechanism is a dynamic occurrence, but the focus here will be on the ther-

modynamic driving forces which may drive a system toward a failure event. We will not consider

motion of the asperity surfaces. Rather the results from these equilibrium simulations are the end

state that the system will try to reach, and this driving force is still operative under the dynamics

conditions of real lubrication.

Results from Monte Carlo simulations in two different statistical ensembles will be presented.

Each method of simulation will be discussed followed by the results obtained from that ensemble.

The rest of this paper is organized as follows: A description of the molecular model, simulation

methods for grand canonical Monte Carlo (GCMC), results from GCMC simulations, simulation

methods for the grand isostress (GI) ensemble, results from simulations in the GI ensemble, and

finally conclusions.
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II Molecular model

The lubricants modeled are normal (straight-chain) alkanes confined between two graphite-carbon

planar surfaces. The geometry of the simulation cell is analogous to the commonly-used slit-pore

in the adsorption literature [160–172]. The graphite walls contain three layers of carbon atoms

and have lateral dimensions of 34.10 Å in the x and 39.38 Å in the y directions. The sides of the

simulation cell not bounded by the graphite walls have periodic boundary conditions. Carbon

atoms interact with atoms in the opposite wall via dispersion and repulsion interactions, modeled

here with a Lennard-Jones potential (σ = 3.474Å, ε/kB = 47.9 K). In some simulations, the walls

can move rigidly in the z direction, but the lateral x and y positions are kept fixed.

The alkane molecules are represented with the united atom model–each carbon and its bonded

hydrogen atoms are modeled as one Lennard-Jones sphere. The lubricant molecules are flexible.

Their bonds have potentials to allow bending and bond torsion, but the bond lengths are fixed

(rigid). The Lennard-Jones potential is used to calculate the interaction between non-bonded

atoms. The interaction parameters used in this study are taken from previous simulations of chain

alkanes [173, 174]]. Interaction parameters between the lubricant molecules and the carbon wall

were calculated using the Lorentz-Berthelot mixing rules.

III Grand canonical Monte Carlo methods

Monte Carlo simulations in the grand canonical and grand isostress ensembles were used to eval-

uate equilibrium conditions of the lubricant film. Grand canonical Monte Carlo (GCMC) operates

in the constant µVT ensemble, where µ is the chemical potential, V is the simulation volume and T

is the temperature. GCMC has often been used to study adsorption in porous materials. The sim-

ulation volume is in equilibrium with a bulk reservoir of molecules at the system temperature and

chemical potential. When the chemical potential of a species in two phases is equal, the fugacity

of the species in the two phases is equal as well. The fugacity of the lubricant was calculated from

the bulk fluid pressure and the flash temperature using the Peng-Robinson equation of state. In

the grand canonical ensemble, the number of molecules in the simulation is allowed to fluctuate.
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The average density equilibrates as the simulation progresses, and the density of molecules in the

simulation volume represents the amount adsorbed at the system conditions. Since GCMC is a

common tool to calculate adsorption, it will also prove to be a useful tool here to study lubricant

failure due to desorption.

Monte Carlo simulations produce millions of configurations of molecules which can be used

to calculate ensemble averages for properties of interest. These configurations are produced as

a Markov chain by the Metropolis method [175], where the next configuration of molecules is

derived from the current configuration by attempting one of a variety of Monte Carlo move types.

In the GCMC simulations used here, four move types were implemented, which were taken from

Macedonia and Maginn [174]. The types of moves used are insertions, deletions, translations,

and cut-and-regrow moves. The molecular insertions are configurationally biased–a molecule is

inserted one united atom at a time and each insertion is biased toward the more energetically

favorable positions. A Rosenbluth weight is accumulated as each atom is inserted, and the weight

is considered in the acceptance of the move so that the biased nature of the insertion is offset. The

biased insertions increase the efficiency of insertions into the dense lubricant phase. Deletions are

also weighted to remove the bias introduced by the insertions. The cut-and-regrow move deletes

a portion of a lubricant molecule and regrows the deleted portion with new internal degrees of

freedom.

For each simulation 5 million Monte Carlo moves were attempted. 75% of the moves were

insertions and deletions, 12.5% were translations and 12.5% were cut-and-regrow moves. It was

generally found that equilibrium conditions were reached after 1 million moves. Results were

obtained by averaging over configurations generated from the last 3 million moves.

The Monte Carlo code used in this study was an extension of an object-oriented multipurpose

simulation code (MUSIC) developed for porous materials [176]. The object-oriented nature of

MUSIC provided the flexibility necessary to expand the GCMC code to incorporate the new moves

required to simulate in the grand isostress ensemble (explained later).



90
IV Solvation pressure

The molecular level forces felt by lubricant molecules determine whether or not they are squeezed

out of a gap between asperities. One measure of the stress that exists in a confined lubricant film

is the solvation pressure. The solvation pressure is the pressure that the lubricant exerts on the

solid surfaces. Several research studies have calculated the solvation pressure of various alkanes

from simulation to highlight the effects of chain length and branching [172, 177–179]. GCMC

configurations can be used to calculate the solvation pressure by summing up the force that each

lubricant atom exerts on each atom in the solid surfaces.

PSol A =

〈
N

∑
i=1

Ns

∑
j=1

(
dV
dri j

)
zi j

ri j

〉
(1)

The first summation is over all fluid atoms N, and the second is over all solid atoms Ns. The

derivative of the potential energy V with respect to the separation vector ri j yields the force be-

tween atoms i and j. The factor zi j/ri j scales the force to take into account only the component

normal to the solid surface. The angled brackets denote an ensemble average. A positive solvation

pressure pushes out on the walls of the slit.

Figure 5.2: Solvation pressure as a function of gap height for pentane at 300K and 200 kPa. Stable gap
heights (marked with solid triangles) correspond to molecular layering in the slit.

Figure 5.2 shows the solvation pressure calculated for pentane at a 200 kPa fluid pressure in

gaps of heights ranging from 6.5 to 20 Å. The gap height is defined as the distance between the
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centers of the exposed wall atoms. It should be noted that a gap height smaller than the diameter

of one carbon atom (σ = 3.474 Å) would put the two walls in physical contact. Oscillations are

seen in the solvation pressure as a function of gap height in Figure 5.2. As the solvation pressure

oscillates, it crosses the x axis several times, marking gap heights where the solvation pressure

is zero. Of the gap heights that have zero solvation pressure, some are stable while others are

unstable. The stable points are those where the slope of the curve is negative when it crosses

zero. If a perturbation in gap height were to occur and carry the system away from one of these

stable gap heights, the resulting solvation pressure would work to push the gap height back to the

stable point. For the unstable equilibrium points, a perturbation will be amplified by the resulting

solvation pressure, and the gap height would be forced toward a neighboring stable point.

The gap height can be normalized by the size of the atoms in the simulation. By subtracting

the size of one carbon atom and dividing by the size of one CH2 group, the stable equilibrium

points are seen to occur at gap heights that can accommodate integer numbers of lubricant layers

(Figure 5.2 right). This signifies that the pentane lubricant lies mostly in horizontal layers parallel

to the solid surface as has been seen in several other studies [159, 177, 178, 180].

The solvation pressure can be several orders of magnitude larger than the fluid pressure (as

seen in Figure 5.2). This is an important observation for understanding the balance of forces in

gaps of molecular dimensions. In boundary lubrication, the pressure of the lubricant is not suf-

ficient to carry the load [142]. Even though the bulk fluid pressure cannot carry the load, these

thin lubricant films can still protect the solid surfaces from coming into contact. They are able to

do this because of the huge solvation pressures obtainable in these confined geometries. For thin

lubricant films, it is the solvation pressure and not the bulk fluid pressure that creates the counter

force against squeezing the lubricant out of the gap. It should also be noted that the bulk fluid

pressure is not defined by the load on solid asperities, but instead by the lubricant outside of the

contacting asperity region. This is an important piece of information to understand the premise of

the grand isostress ensemble simulations presented later.

With this understanding of the balance of forces between fluid and solid, one can estimate the

equilibrium gap height (or film height) when a load is applied from the plot of solvation pressure.
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If we start with a large gap filled with lubricant and apply a load greater than the fluid pressure,

lubricant will be squeezed out and the gap will shrink until the load meets a solvation force high

enough to balance it. For example, for the conditions of Figure 5.2 if there were a load of 250 MPa

applied to a lubricant gap larger than 20Å, we would expect the lubricant to be squeezed out until

the gap shrinks to a height that has a solvation pressure large enough to counter the applied load.

This occurs at a gap height of about 11Å. We should expect the system to contract to a gap height

of 11Å at equilibrium under a load of 250 MPa.

V Effects of temperature and fluid pressure

The traditional way to represent adsorption and desorption data is the isotherm, which is a plot

of the number of molecules adsorbed as a function of the fluid pressure at constant temperature.

Isotherms can be calculated from GCMC simulations and are useful for evaluating thermody-

namic lubrication failure. Isotherms of pentane in slits of various heights are shown in Figure 5.3.

These isotherms show that at low fluid pressures, there is more pentane adsorbed in smaller slits

than larger ones in spite of the difference in volume. More pentane is adsorbed in the smaller slits

at low pressures because of the increased interaction with the walls. This idea agrees with the

solvation pressure plot. Figure 5.2 shows that at smaller gaps the amplitude of the oscillations in

solvation pressure increases. As the gap shrinks the remaining molecules can induce larger and

larger pressures on the walls because they strongly interact with the solid surfaces. It becomes

harder to squeeze out the molecules because they are more firmly adsorbed.

Isotherms of pentadecane were also calculated. Pentadecane has fifteen carbon atoms and is

comparable in length to molecules in mineral oil, a common lubricant. The pentadecane isotherms

reported in Figure 5.4 show that as temperature increases, the isotherms shift to the right. This

shift shows that at higher temperatures the lubricant can desorb even at significant fluid pressures.

The isotherms in Figure 5.4 show at what temperature desorption–and hence lubrication failure–

might occur even when it is under high fluid pressure.

Producing isotherms from GCMC gives insight into molecular behavior important to lubrica-

tion failure. The isotherms shown here can be used to predict the fluid pressure where a critical



93

Figure 5.3: Pentane isotherms in slits of various heights at 300 K.

density of lubricant may be lost in the slit as gap height or temperature changes. When the lubri-

cant density is low, it will be easier for the solid surfaces to come into contact and cause lubrication

failure.

Figure 5.4: Pentadecane isotherms in a 19.2 Å slit at various temperatures.

VI Grand isostress ensemble methods

We would like to study the solvation pressure like in Figure 5.2 for many different lubricants,

at various fluid pressures and at different temperatures. However, it is tedious to calculate the
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solvation pressure at the many gap heights necessary to obtain this curve, and it is not feasible

to perform all of the necessary simulations to study lubricant behavior over so many conditions.

Simulations in a new ensemble, the grand isostress ensemble, can reduce the number of simula-

tions necessary to get a picture of the solvation pressure under various conditions.

Unlike GCMC, the volume is not held constant in the grand isostress (GI), or µPzzAT, ensemble.

Instead the simulation cell length is allowed to fluctuate in the z direction during one of the Monte

Carlo moves. A normal load (a stress normal to the walls i.e. Pzz) is applied to the solid walls in

the simulation, and the effect of that load on the lubricant film can be studied directly. An applied

load will drive the gap height to an equilibrium value where the solvation pressure balances the

applied load on the walls.

The grand isostress ensemble was derived by Schoen, Diestler and Cushman [181] and has

been used to study a variety of problems. The creators of the ensemble used it to study the layer

thickness of simple molecules in slit pores, while other researchers have used it to simulate exper-

iments performed with the surface force apparatus [182]. Similar ensembles that permit volume

fluctuation moves have also been derived to study such phenomena as the swelling of clays im-

mersed in water [183,184] and the swelling of a polymer immersed in a fluid [185]. Here we have

used the grand isostress ensemble to predict lubricant layer thicknesses for longer chain alkanes

under various temperature/load combinations to investigate when lubrication failure may occur.

A Monte Carlo volume fluctuation move was added to the Monte Carlo moves mentioned

previously. The volume fluctuation move expands or contracts the simulation volume as shown

in Figure 5.5. The two solid walls are moved apart in the z direction by a random distance, and

the alkanes are displaced as rigid bodies. The average gap height fluctuation attempted was 0.2Å.

The frequency of attempted gap fluctuation moves depended on the number of molecules in the

simulation. One gap height fluctuation was performed for every N Monte Carlo moves, where

N was the current number of lubricant molecules in the simulation. This ratio was used because

every gap fluctuation causes all molecules to be moved, whereas each other move type affects

only one molecule in the simulation [181]. Simulations in the GI ensemble took about the same

number of Monte Carlo moves to equilibrate as the GCMC simulations. Average properties were



95
calculated in a similar manner.

Figure 5.5: Gap height fluctuation. All molecules are spread out proportionally. The gap fluctuation shown
is greatly exaggerated.

The acceptance criterion of a gap fluctuation is derived from the statistics of the ensemble. The

probability that a move will be accepted is

Pacc = min
[

1, exp
{
−β(∆V + Pzz A∆h) + N ln

(
hn

ho

)}]
(2)

where β is 1/kT, ∆V is the change in potential energy of the system because of the move, Pzz

is the applied stress resisting expansion, hn is the new height of the lubricant gap, and ho is the

old height. From this acceptance criterion it can be seen how the system parameters affect the

probability that a move is accepted. For example, a move which decreases the system’s energy

will be more likely to be accepted. Also, for a load squeezing the surfaces together, a decrease in

gap height is more likely to be accepted as long as it does not cause a large increase of the system

energy.

VII Grand isostress ensemble results

Results from the grand isostress ensemble can be compared with the solvation pressure plots made

from GCMC simulations to check that the two methods give the same results. For example if the
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Table 5.1: Initial and final average gap heights in grand isostress ensemble simulations of pentane at 300
K and 200 kPa. The grand isostress ensemble simulations with zero load equilibrate to a nearby stable
equilibrium gap height that agrees with results from the GCMC simulations in Figure 5.2.

GI GI GCMC
Initial Gap(Å) Average final gap(Å) Closest stable gap(Å)

6.70 7.42±0.09 7.48
9.00 7.48±0.09 7.48

10.50 11.61±0.15 11.62
13.00 11.65±0.13 11.62
15.50 16.10±0.20 16.24

normal load is set to zero in the GI simulations, we expect the solvation pressure to drive the gap

height to a nearby stable equilibrium point. This is in fact what we see. GI simulations of pentane

were performed at 300 K and 200 kPa (the same conditions used in Figure 5.2) starting from several

initial gap heights. The first column in Table 1 shows the initial gap heights used in each GI

simulation, and column 2 shows the stable points reached after the simulations equilibrated. In

each case, the final equilibrated gap height matched the stable points found in Figure 5.2. The

simulation methods agree.

It may appear that the GI ensemble predicts multiple stable equilibrium points for a single set

of ensemble conditions, i.e. the simulation will settle on a different equilibrium gap height de-

pending on the starting gap height. Schoen et al. have addressed this concern by noting that only

one final gap height is actually stable; the others are metastable [181]. The distinction between

metastable and stable is that the GI potential has a global minimum at only one of these equilib-

rium points. For the application at hand, however, both the stable and metastable points can be

of interest. In the dynamic physical picture, the system may spend considerable time at or near

metastable points since the path from a metastable to a stable point contains a large barrier.

Armed with the GI ensemble simulation method we can more quickly estimate the lubricant

layer thickness for many temperature/load combinations and evaluate when thermodynamic

driving forces may cause lubrication failure. One approach to investigate the response of a lu-

bricant film to an applied load is to start the simulation at a rather large lubricant gap and observe

how the load squeezes out the lubricant to reach an equilibrium height. If this is done at several

temperatures, we can gain insight into how increased temperature can cause lubrication failure
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Figure 5.6: GI simulations of pentadecane at a fluid pressure of 200 kPa and under a load of 1 GPa.
Increasing temperature allows more lubricant to be “squeezed” out.

under a particular load. Figure 5.6 shows that under a load of 1 GPa, an increasing amount of

pentadecane is squeezed out as the temperature increases. At some temperature between 1000 K

and 1500 K all of the lubricant is squeezed out, representing lubrication failure.

Figure 5.7 is a three dimensional plot showing the effects of both temperature and applied

load on the equilibrium lubricant layer thickness. By following the axes on this graph one can

see how the pentadecane is affected by increasing temperature at constant load and also how

increasing the load affects the pentadecane film at constant temperature. When the whole plot is

considered together, it maps out a thermodynamic failure regiona region where the combinations

of temperature and load allow all of the lubricant molecules to be squeezed out. This region could

be used to evaluate appropriate operating conditions for a particular lubricant/surface pair.

By considering Figure 5.7 in conjunction with the isotherms in Figure 5.4, a richer understand-

ing of lubrication failure can be obtained. Figure 5.7, which was calculated for a fluid pressure of

200 kPa, shows that at 300 K extremely high loads–upward of 10,000 MPa–are required to force

pentadecane completely out of the gap. Figure 5.4 shows that in a slit fixed at 19.2 Å, pentade-

cane forms a dense lubrication layer at 200 kPa and 300 K. The dense lubricant layer is firmly

adsorbed and adamantly resists the applied load. To contrast, at the much higher temperature

of 1500 K, very little pentadecane is adsorbed at 200 kPa (Figure 5.4). This small amount of lu-

bricant is forced out of the gap with relative ease under an applied load of only 300 MPa as seen
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Figure 5.7: Lubrication gap for several temperature-load combinations for pentadecane at 200 kPa. Gaps
less than 4 Å have no lubricant molecules in them.

in Figure 5.7. From this analysis we see that failure will occur at a much lower load if the corre-

sponding isotherm shows that there is only a small amount of lubricant in between the asperities

at a fixed gap height and the corresponding fluid pressure. This shows that temperature spikes

greatly decrease the ability of the lubrication layer to protect the solid surfaces under an applied

load.

VIII Conclusions

Monte Carlo simulations have been used to assess the equilibrium state of a lubricant confined

between asperities. The influences of load, temperature and fluid pressure were each evaluated.

Simulations in both the grand canonical and grand isostress ensembles illuminated lubricant be-

havior determined by the thermodynamic driving forces present. In many cases the thermody-

namics will drive the lubricant out of the gaps between asperities–a condition that will likely lead

to lubrication failure. Grand isostress ensemble simulations can test specific temperature/load
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combinations in a single simulation and thus present a much quicker way to investigate failure

behavior than GCMC simulations.
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The single component adsorption of alkanes in carbon slit pores was studied

using configurational biased grand canonical Monte Carlo simulations.

Wide ranges of temperature, pressure, alkane chain length and slit height

were studied to evaluate their effects on adsorption. Adsorption isotherms

and density and orientation profiles were calculated. The behavior of long

alkanes at high temperatures was found to be similar to short alkanes at

lower temperatures. This suggests that the isotherms may be related through

the Polanyi potential theory.

6
Monte Carlo simulation of n-alkane adsorption

isotherms in carbon slit pores

I Introduction

The adsorption of alkanes and the molecular structure of alkane films are important to a wide

variety of applications including lubrication [186, 187], adhesives [188, 189], the purification and

storage of natural gas [168, 190], and catalytic cracking of crude oil [191, 192]. In each of these

applications the adsorption and structure of carbon-chain-based molecules in confined spaces is

critical to the overall performance of the intended operation.

In recent decades, computer simulation has become an indispensable tool to study molecules

in confined spaces. Increased computational speed and better molecular modeling algorithms

allow simulations of larger systems and with increasing accuracy. Simulation studies are well

suited to explore the effects of a wide range of system conditions since this merely requires chang-

ing the input parameters. An experimental study, on the other hand, may be limited to a small

range of temperature and pressure due to the limitations of the particular experimental apparatus
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used. Simulations also provide the ability to observe the atomic details of adsorption including

the molecular packing and structure of the adsorbate, which are difficult to obtain experimentally.

A common geometry used in molecular simulations of adsorption is the slit pore, consist-

ing of two flat surfaces at a fixed distance with the open sides treated with periodic boundary

conditions. Slit pores serve as a simple model of activated carbons, which are widely used in

industrial adsorption separations. In addition, this simple geometry lends itself to fundamental

studies that focus on general trends rather than the behavior of a particular adsorbent structure.

In recent years, molecular simulations of adsorption have focused largely on detailed atomistic

models of more complicated structures such as zeolites [173, 193–196], carbon nanotubes [197],

metal-organic frameworks [198, 199], and more realistic models of heterogeneous activated car-

bons [200,201]. Because many of the simulations of adsorption in slit pores were performed when

computers were much slower and newer algorithms did not exist, they were performed exclu-

sively for small, simple molecules that are essentially spherical in shape. There are, therefore, no

reports in the literature for adsorption isotherms of longer n-alkanes in the important slit-pore

geometry.

Adsorption isotherms for n-alkanes in carbon slit pores may shed new light on experimental

studies of adsorption of chain molecules in activated carbon [202–204]—materials that are widely

used in purification processes. Molecular simulation allows us to easily cover a wide range of

alkane chain length, slit pore height, and system conditions such as temperature and pressure. In

addition, isotherms in idealized slits may serve as a useful comparison to classify adsorption in

new adsorbent materials where the pore size and chemistry can be tailored for specific purposes.

Zeolites, carbon nanotubes and metal organic frameworks now allow uniform pore structures

throughout the adsorbent with tailored pore size, shape, and chemistry.

It should be pointed out that there have been numerous molecular dynamics simulations for

chain molecules in slit pores [187, 205–208], and these simulations have generated much insight

into the dynamic behavior and structure of chain molecules in slit pores. These simulations, how-

ever, require the density of molecules within the slit as an input. The Monte Carlo simulations

reported here calculate the density within the pores corresponding to a given temperature and the
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pressure of the fluid outside the slit. There have also been some Monte Carlo studies modeling

the surface forces apparatus which calculate the solvation pressure generated by confined alkane

films [179, 209, 210]; however, these studies do not report the isotherms either.

II Molecular model

The simulation cell used in this study is a slit pore with walls made of three layers of graphitic

carbon. Unlike some studies where the walls are a continuum, the walls in this study are made up

of discrete carbon atoms. The edges of the simulation cell not bounded by the graphite wall are

treated with periodic boundary conditions.

Figure 6.1: Slit pore unit cell. The slit height is measured from carbon center to carbon center. Note that

the simulation cell usually contains several unit cells.

We have found it useful to define a slit pore unit cell in order to compare the results from

simulation cells of different volumes. Each unit cell has a constant area, but a range of slit heights

are used. The dimensions of one unit cell are shown in Figure 6.1. The wide range of system

conditions explored produced a wide range of densities within the slits. For conditions where

low densities were expected, as many as eight unit cells were connected side-by-side to increase

the simulation cell volume and hence the number of molecules in the simulation. For simulations
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Table 6.1: Alkane and slit wall interaction parameters
Nonbonded (ε/kB)/K σ/Å
CH3–CH3 98.1 3.77
CH2–CH2 47.0 3.93
CH3–CH2 67.9 3.84
C–CH2 47.45 3.70
C–CH3 68.55 3.62
Bond angle kθ/kcal rad−2 θ0/ deg
CHx–CH2–CHx 62.1 114
Torsion (a0/kB)/K (a1/kB)/K (a2/kB)/K (a3/kB)/K
CHx–CH2–CH2–CH2–CHx 0.0 355.0 -68.2 791.3

where very high densities were expected, sometimes only two unit cells were needed to ensure

an appropriate number of molecules in the simulation for good statistics. For the majority of

the simulations, where system conditions were not extreme, the simulation cell consisted of four

unit cells. The alkane molecules were represented with the united atom model—each carbon

and its bonded hydrogen atoms were modeled as one Lennard-Jones sphere. For alkanes longer

than ethane, the molecules were flexible and had potentials to allow bond bending and torsional

flexibility. The bond lengths, however, were fixed. Bond angle bending was modeled with a

harmonic potential.

V (θ) = kθ(θ− θ0)2 (1)

Torsional flexibility was treated with the cosine expansion model.

V (φ) = a0 + a1[1 + cos(φ)] + a2[1− cos(2φ)] + a3[1 + cos(3φ)] (2)

The Lennard-Jones potential was used to calculate the interaction between non-bonded atoms.

The interaction parameters used in this study were taken from previous simulations of n-alkanes

[173, 174] and are shown in Table 6.1.
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III Simulation method

Configurational-biased grand canonical Monte Carlo (CB-GCMC) simulations were used to eval-

uate equilibrium conditions of the alkanes in the slit pores. Grand canonical Monte Carlo operates

in the constant µVT ensemble. The simulation volume is in equilibrium with a bulk reservoir of

molecules at the system temperature and chemical potential. For ease of use, the fugacity is used

instead of the chemical potential as an input to the simulations. When the chemical potential of a

species in two phases is equal, the fugacity of the species in the two phases is equal as well. The

fugacity of the alkane adsorbate was calculated from the bulk fluid pressure and the system tem-

perature using the Peng-Robinson equation of state. In the grand canonical ensemble, the number

of molecules in the simulation is allowed to fluctuate. The average density equilibrates as the

simulation progresses, and the density of molecules in the simulation volume corresponds to the

amount adsorbed at the system conditions. Monte Carlo simulations produce millions of config-

urations of molecules which can be used to calculate ensemble averages for properties of interest.

These configurations are produced as a Markov chain by the Metropolis method [175], where the

next configuration of molecules is derived from the current configuration by attempting one of a

variety of Monte Carlo move types. In the GCMC simulations used here, four move types were

implemented, which were taken from Macedonia and Maginn.30 The types of moves used were

insertions, deletions, translations, and cut-and-regrow moves. The molecular insertions have a

configurational bias (CB). The biased insertions increase the efficiency of insertions into a dense

adsorbate film. Without a CB, the acceptance of a random insertion of a long chain would be pro-

hibitively rare. The CB algorithm inserts one united atom at a time and each insertion is biased

toward the more energetically favorable positions. A Rosenbluth weight is accumulated as each

atom is inserted, and the weight is considered in the acceptance of the move so that the bias of

the insertion is offset. Deletions are also weighted to remove the bias introduced by the inser-

tions. The cut-and-regrow move deletes a portion of an alkane molecule and regrows the deleted

portion using a CB with new internal degrees of freedom. For each simulation between five and

ten million Monte Carlo moves were attempted. 75% of the moves were insertions and deletions,

12.5% were translations and 12.5% were cut-and-regrow moves. Results were obtained by aver-
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aging properties of configurations generated in the last 3 million moves. The Monte Carlo code

used in this study was an extension of an object-oriented multipurpose simulation code (MUSIC)

developed for porous materials [176].

IV Results

A Density and orientation profiles

The configurations generated from the simulation were analyzed to determine the average posi-

tion and orientation of the molecules in the adsorbed alkane films. Density profiles were created

by sorting the molecules according to the distance of their center of mass from the nearest wall

and averaging the number of molecules found at each distance over all configurations considered.

The orientation of the molecules in the slit was evaluated using the following order parameter:

S =
3〈cos2 α〉 − 1

2
(3)

Here α is defined as the angle between the head-to-tail vector of the alkane molecule and the

Z axis (Figure 6.1). The orientation parameter takes a value of 1 if all of the molecules are aligned

perpendicular to the wall, a value of -1/2 if they are all parallel to the walls and a value of 0 if they

are randomly oriented.

Like previous studies of small molecules, our simulations show that shorter n-alkanes such

as ethane form ordered layers in slits of molecular dimensions [180, 185, 211–213]. The density

profiles for ethane at moderate pressures in Figure 6.2 show that molecules lay in distinct layers

within the slit. The number of layers is determined by the slit height. The orientation order pa-

rameter shows that the molecules in each layer are ordered and lay parallel to the walls (s<0).

The layers decrease in density and order with distance from the wall. Pentane also forms layers

between the slit walls as seen in Figure 6.3. The density profiles of pentane for the same series of

slit heights look similar to those for ethane except for one feature; a small secondary peak can be

seen in between each of the much larger peaks. The orientation profiles show that molecules with

their centers of mass in these small bumps have an orientation parameter greater than zero, indi-
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Figure 6.2: Ethane density and orientation profiles at 300 K and 10,000 kPa for slits of different heights.
Layers form parallel to the slit walls and the number of layers increases as the gap increases. Density is
reported in units of molecules per cubic angstrom.

cating that their orientation is more perpendicular than parallel to the walls. These few molecules

span from one layer to the next and have CHX groups belonging to two layers. The number of

pentane molecules which span layers is only a small fraction of the molecules in the simulation

volume, but they can have a large influence on properties like viscosity or the strength of the thin

film—properties important to lubrication and adhesion. For example, the viscosity of long alkanes

has been observed to decrease with increasing shear velocity [207,214]. This phenomenon known

as shear thinning occurs in part because interdigitaion is seen to decrease when the velocity is

increased.

For longer alkane molecules the layering and orientational order is less distinct but still present.

This may be attributed to the greater flexibility of the longer molecules and the ability of a single

molecule to bridge between two or more layers. The orientation parameter loses some meaning

as the molecules become so long that they are often bent or curled. The head-to-tail vector has less
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Figure 6.3: Pentane density and orientation profiles for slits of different heights at 300 K and 400 KPa.

relevance to the orientation of the molecule in this case. Other studies have measured the orien-

tation of individual bond vectors for very long molecules adsorbed near a planar surface. Some

amount of order can be seen with this alternate method of analysis [215]. The density profiles and

the order parameter calculated by Equation 3 generally show order in the form of layers across the

slit. However, the structure of the molecules in any layer does not show significant order. Their

structure within a layer is amorphous rather than crystalline.

Figure 6.4 shows the progression of pentane layer formation as pressure is increased. The

layers nearest the walls form at much lower pressures than the layers near the center of the

pore. Molecules adsorb onto the solid walls until the walls become covered. When the walls

are mostly covered and do not have enough free space for another molecule to adsorb lying flat,

a few molecules adsorb with only a few CHX near the wall, the rest of the molecule projecting

out into the empty pore. This can be seen in Figure 6.5 and seems related to a dynamic study by

Xia and Landman where the tail of an alkane chain is seen to adsorb before it lays fully next to

the wall [216].The layers directly adjacent to the walls essentially reach their full density before
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Figure 6.4: Pentane density and orientation profiles in a 19.2 Å slit at 300 K and varying pressure.

Figure 6.5: Pentane at 300K and 1.0 kPa in a 19.2 Å slit. This pressure is just below the abrupt filling of
the center of the pore. A few pentane molecules have a head or tail contacting the wall but extend out into
the empty pore. (Note that adsorbate atoms are not shown with a full LJ radius.)

the inner layers even begin to form. The inner layers then form rather abruptly at a much higher

pressure. The density and orientation profiles of pentane look somewhat different at higher tem-

peratures. The high temperature disrupts the ordered layers that are seen at lower temperatures.

Figure 6.6 shows a side-by-side comparison of profiles for pentane at 300 K and 1500 K. The pres-
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Figure 6.6: Pentane density and orientation profiles in a 19.2 Å slit at 300 K and 1500 K. Pressures were
chosen so that the average density of the two systems was the same. Pentane layers are less discrete as
temperature increases.

sures of the two systems were chosen so that the average densities of the systems were the same.

The profile at 1500 K shows that the layer of molecules near the wall is not nearly as dense and

the layer is spread out over a larger distance away from the wall compared to the profile at 300 K.

The orientation profile shows that in the middle of the pore, molecules are no longer ordered but

extend in random directions. The clear decrease in order represents the increased importance of

entropic effects at higher temperatures.

B Isotherms

Isotherms for ethane, pentane and decane were calculated from GCMC simulation for pores with

slits ranging from 11.4-34.9 Å in height at 300 K. The results are shown in Figures 6.7,6.8,6.9.

For each alkane, adsorption at the lowest pressures occurs only in the smallest slit. Adsorbed

molecules in the smallest slits can interact with both walls, making adsorption very favorable en-

ergetically. The isotherms in the two smallest slits are type I isotherms in the IUPAC classification,

typical of micropores.42

For slit pores of 19.2 Åand larger the shape is different. For these isotherms there are two

regions where the density rapidly increases in the isotherm. The first rise corresponds to the for-

mation of a molecular layer adjacent to the slit wall as discussed above. The second abrupt rise

in density corresponds to the the filling of the center of the pore. The shape of these isotherms—
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Figure 6.7: Ethane isotherms at 300 K in slits of various heights
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Figure 6.8: Pentane isotherms at 300 K in slits of various heights

typical of mesopores—is classified as a type IV isotherm by the IUPAC. Experimental isotherms

for n-alkanes in activated carbon [202–204] generally display type I isotherms, without steep in-

creases, even though they usually contain both micro and mesopores. This is attributed to the

heterogeneity of the materials, which comes from the distribution of pore sizes, the edges of the

graphite sheets, and chemical heterogeneity. One common feature of type IV isotherms is hys-
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teresis. Adsorption hysteresis refers to a system for which the adsorption isotherm differs from

the desorption isotherm. Hysteresis is usually manifest in mesopores at pressures around a pore

condensation event [171]. The isotherms displayed in Figures 6.7,6.8,6.9 were calculated using

the final configuration at a given pressure as the starting configuration for the simulation at the

next point on the isotherm, moving from low pressures to high pressures (adsorption direction).

To check for hysteresis we calculated desorption isotherms for the 27.1 Å slit for ethane, pentane,

and decane. No hysteresis was detected in the isotherms for ethane or pentane. This does not

necessarily mean that there is no hysteresis in the isotherm, but if there is a hysteresis loop it

is smaller than the pressure increment used in the isotherm. Hysteresis was detected in the de-

cane isotherm as shown in Figure 6.10. Adsorption isotherms for ethane, pentane, decane, and

pentadecane are compared in Figure 6.11 for a 19.2 Å slit at 300 K. Several trends can be seen.

As expected, the longer alkanes undergo pore filling at much lower pressures than the shorter

ones. Similarly, adsorption initiates at a lower pressure as alkane length increases. The smaller

molecules, of course, achieve a higher molecular density in the slit at saturation since they occupy

less volume per molecule. When the density is reported in carbon atoms per unit cell, a feel for

the mass density can be gained. The longer chains achieve the highest densities of carbon atoms

in the slit. This is logical considering that the bond length between carbons is shorter than the

equilibrium Lennard-Jones distance between methyl or methylene groups. Another trend is that

the shape of the isotherm changes as chain length increases, with the width of the plateau in the

middle of each isotherm increasing with alkane length. This plateau represents a region where the

walls are covered with molecules but the center of the slit is still empty. For the longer molecules,

there are several orders of magnitude in pressure between the initial adsorption on the walls and

pore filling.

C Effect of temperature

Temperature, of course, also has an important effect on the isotherm. In order to study this effect,

pentane isotherms were computed for temperatures ranging from 300K to 1500K and are shown

in Figure 6.12. As expected, at any given pressure the density of pentane in the slit decreases as
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Figure 6.9: Decane isotherms at 300 K in slits of various heights
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Figure 6.10: Hysteresis between the adsorption and desorption isotherms for decane in a 27.1 Å slit at 300
K.

temperature increases. The plateaus in isotherms found at low temperatures disappear as temper-

ature increases. Snap-shots of configurations and the density profiles for points along an isotherm

at higher temperatures show that the slit fills in a different manner than at the lower tempera-

tures. The molecules are found more evenly distributed throughout the pore volume at higher

temperatures, and there is no longer a point in the isotherm where only the walls are covered
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Figure 6.11: Comparison of isotherms for alkanes of different lengths. Each isotherm is for a 19.2 slit at
300 K. Density is reported in both molecules per unit cell (left) and carbon atoms per unit cell (right).

with molecules and the center of the pore is empty. The elevated temperature allows molecules

to reside anywhere in the pore even at low loadings. At extremely high pressures, above the

bulk critical pressure of pentane, the isotherms again begin to rise. The fugacity of pentane at

these high pressures increases rapidly with increasing pressure, which causes the increased den-

sity in the simulation. The density of the pentane in the slit pore in the extremely high pressure

regime converges for all of the temperatures simulated, and the density in the slit approaches

the density of bulk pentane (as calculated by the Peng-Robinson equation of state). The effects

of the extreme pressure dominate over the effects of temperature and the energetics of the pore,

so that the properties of the confined fluid converge with the bulk properties. Isotherms for pen-

tadecane at increasing temperatures were also calculated in the 19.2 slit as shown in Figure 6.13.

Many important lubricants have chain lengths comparable to pentadecane. The adsorption of lu-

bricant molecules is important to protect solid surfaces from wear during sliding. Considerable

temperature spikes can occur in tribological applications, and temperature-induced desorption is

commonly thought to be a major contributor to lubrication failure [141, 186, 217].

The shapes of some of the pentadecane isotherms are very similar to the shapes of some of the

pentane isotherms except at lower temperatures and pressures. For example compare the shape

of the pentadecane isotherm at 500 K in Figure 6.13 to the shape of the pentane isotherm at 350

K in Figure 6.12. Furthermore, the isotherm for ethane in the 19.2 Å at 300 K in Figure 6.11 also

has this shape. The relationship between the adsorption isotherm and temperature, pressure and
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Figure 6.12: Pentane isotherms at various temperature in a 19.2 Å slit

10-10 10-8 10-6 10-4 10-2 100 102 104 106

Pressure (kPa)

0

5

10

15

M
ol

ec
ul

es
 / 

un
it 

ce
ll

300 K
500 K
1000 K
1500 K

Figure 6.13: Pentadecane isotherms in a 19.2 Å slit for temperatures from 300 to 1500 K

adsorbate-adsorbent interaction strength has been analyzed for nearly 50 years using the Dub-

binin and Raduschkevich theory or modifications to it [218, 219]. These theories are based on a

parameter called the adsorption potential, ε, which was first defined by Polanyi and which char-

acterizes the strength of the field near a surface:

ε = RT ln
(

Pi
s

Pi

)
(4)

The adsorption potential represents the work required to compress the solute from its par-
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tial (Pi) pressure to its vapor pressure (Pi

s). According to the D-R theory, loadings for a single

adsorbate-adsorbent pair at a range of temperatures should collapse to fall on one characteristic

curve when plotted against the adsorption potential. The D-R theory has been shown to fit ad-

sorption data well for microporous media which have type I isotherms. Because of the similarities

of isotherms at different temperatures noted above, we attempted to apply the D-R theory to our

data even though the isotherms in Figure 6.12 are not all type I and 19.2 Å is on the border be-

tween microporous and mesoporous. As Figure 6.14 shows, the theory is only partially successful

for the data of Figure 6.12. The collapse is good at the highest and lowest loadings, but it is poor

in the region of abrupt pore filling (-15 < ε < 5 kJ/mol in Figure 6.14). This is not surprising since

pore condensation is not present in type I isotherms. The correlation is encouraging and suggests

that a modification of the D-R theory for type IV isotherms may be possible.
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Figure 6.14: Loading as a function of ε for pentane in a 19.2 Å slit. In Polanyi and D-R theory, these data
points should all fall on the same curve.

Application of some of the D-R collapsing principles to isotherms of different adsorbates which

have similar shapes results in somewhat more success. As mentioned previously, the isotherms of

ethane at 300 K, pentane at 350 K and pentadecane at 500 K have a similar shape but are on differ-

ent scales of pressure and molar density. In order to normalize the density scale, we have chosen

to divide by the loading at the bulk saturation pressure of each species. This puts each isotherm

on the same scale which we call the percent saturation. The pressure axis was converted to the
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adsorption potential and normalized by dividing by an affinity coefficient (β) for each adsorbate.

As the name suggests, the affinity coefficient represents the affinity of the adsorbate to the adsor-

bent. Affinity coefficients have been found to correlate to factors such as the critical temperature,

molecular parachor, polarizability [220], or the molar volume at the normal boiling point [221]. We

have found that taking β inversely proportional to the saturation loadings collapses the data very

well. The β’s used in Figure 6.15 were calculated by dividing a reference value by the saturation

loading of each component. The reference value used was the saturation loading for pentane, and

the values of β for ethane, pentane and pentadecane used were 0.53, 1.00, and 2.67, respectively.
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Figure 6.15: An ethane, pentane and pentadecane isotherm can be collapsed onto the same curve using
principles from D-R theory.

V Conclusion

Adsorption isotherms for normal alkanes in ideal slit pores have been calculated using CB-GCMC.

The behavior of alkanes in idealized pores should serve as a valuable reference system for inves-

tigations of adsorption in activated carbons, lubrication, and adsorption in more complex geome-

tries. The effects of alkane chain length, temperature, pressure and slit height on density and

molecular ordering have been determined. Isotherms have been reported for alkanes ranging

from ethane to pentadecane. There is a strong similarity in the shape of the isotherms and density
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and orientation profiles across the range of alkanes and temperatures studied.
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Several examples of the effects of friction and adhesion in granular flows

are shown in this dissertation. The simulations and experiments isolate the

effects of surface forces and find direct links to macroscopic behavior. The

effects of friction and adhesion change with the length scale of the particles.

Conclusions from the individual chapters are drawn here and then more

general conclusions are drawn from the connections between chapters.

Finally, recommendations are given to continue this line of work and expand

it to new types of problems.

7
Conclusions

I Specific

Conclusions from chapter 2 Even nanoscale differences in the surface roughness of a granular

material can change its macroscale behavior. Increasing the surface roughness from an rms rough-

ness of about 50 nm to about 250 nm has a large effect on particle behavior. The angle of repose

in a rotating drum is greater for rough particles than for smooth particles over a wide range of

rotation rates. Experiments mixing different concentrations of rough and smooth particles show

that the angle of repose increases with the concentration of rough particles. It is logical to con-

clude that the increase in the angle of repose is due to an increase in the inter particle frictional

forces. However, the connection between increasing surface roughness and increasing friction was

difficult to establish experimentally. By simulating this same system with particle dynamics, the

dependence of the angle of repose on frictional forces became clear. In fact the friction coefficient

was the only particle property in the simulations capable of capturing significant changes in the

angle of repose.

Even though the angles of repose of the rough and smooth particles differed substantially, seg-
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regation could not be observed in either a quasi-two-dimensional tumbler or in three-dimensional

tumblers. The absence of segregation both experimentally and computationally suggests that the

segregation mechanisms based solely on the angle of repose need to be reconsidered. A difference

in the angle of repose between the two species may be necessary for segregation but is clearly not

sufficient alone. Surface roughness, friction and the angle of repose do not by themselves cause

segregation.

Conclusions from chapter 3 Chapter 3 connects the behavior of bulk properties of a binary mix-

ture of particles to the interaction strength between the two particle types and their concentration

in the mixture. Previous to this study, no connections of this type had been made for granular ma-

terials. Chemical solutions are often characterized in this manner suggesting that parallels may be

used for granular mixtures.

A chemical solution which displays a linear dependence in its properties as a function of con-

centration is called ideal. Depending on the heterogeneous interaction (A-B), the bulk properties

of a granular mixture can be classified as ideal or can display either positive or negative devia-

tions from ideality as a function of concentration. This classification scheme is shown to work

well to describe the angle of repose for mixtures of particles differing by frictional and adhesive

properties. It also describes the behavior of the effective viscosity of a sheared granular mixture.

The study of other properties of granular mixtures (e.g. packing densities, rheology, ease of flu-

idization etc.) could benefit from an analysis using this same structure, the structure of solution

theory.

Application of solution theory could provide a way to predict the properties of the bulk pow-

der given the properties of the particles, or possibly even facilitate the reverse analysis–providing

a way to estimate individual particle interactions based on the bulk behavior of a mixture.

Conclusions from chapter 4 Small adhesive particles show promise to developing a novel damp-

ing medium. The resulting damper has the advantage of temperature insensitive operation over

dampers relying on a viscous fluid. Adding energy dissipation due to adhesion hysteresis to the

JKR model of adhesive contact provides a relationship which can be input onto particle dynamics
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simulations. With the new model the damping performance of micro particles was studied.

The damping performance of the micro powder is affected by the energy release rate of both

loading and unloading. The packing density–a parameter easily controlled in experiment–also

significantly affects damping performance. The simulation results offer evidence that micro or

nano particles can be used as a novel damping medium which dissipates energy through adhesion

hysteresis. This simulation method and model promise to provide a useful tool to design particle

dampers based upon this or other damping mechanisms.

Conclusions from chapter 5 Monte Carlo simulations are used to assess the equilibrium state

of a lubricant confined between asperities. The influences of applied load, temperature and fluid

pressure are each evaluated. Simulations in both the grand canonical and grand isostress ensem-

bles illuminated lubricant behavior determined by the thermodynamic driving forces present. In

many cases the thermodynamics will drive the lubricant out of the gaps between asperities–a con-

dition that will likely to lead to lubrication failure. The thermodynamics of the confined lubricant

are more likely drive the system to failure when the temperature and load are high and the fluid

pressure is low. The simulation results show the relative importance of these factors and specific

cases of thermodynamic lubrication failure. Grand isostress ensemble simulations can test specific

temperature/load combinations in a single simulation and thus present a much quicker way to

investigate failure behavior than GCMC simulations.

Conclusions from chapter 6 Adsorption isotherms for normal alkanes in ideal slit pores have

been calculated using CB-GCMC. The behavior of alkanes in idealized pores serve as a valuable

reference system for investigations of adsorption in activated carbons, lubrication, and adsorp-

tion in more complex geometries. The effects of alkane chain length, temperature, pressure and

slit height on density and molecular ordering have been determined. Isotherms have been re-

ported for alkanes ranging from ethane to pentadecane in slit widths ranging from 11 to 34 Å. The

isotherms are generally of the type II classification by the IUPAC.

There is a strong similarity in the shape of the isotherms and density and orientation profiles

across the range of alkanes and temperatures studied. These similarities suggest that the isotherms
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may be collapsed through the appropriate use of thermodynamic variables. Collapsing theories

typically used on type I isotherms had limited success at collapsing these type II isotherms. The

similarity in the isotherms suggests that some way to collapse type II isotherms exists.

II Connections between chapters

Chapters 2 and 3 The experiments of Chapter 2 of rough and smooth particles are what prompted

the simulations in Chapter 3 and the subsequent connection of granular mixtures to solution the-

ory. With the structure created in Chapter 3, the experiments of Chapter 2 can now be examined

by the principles of solution theory.

The experimental data in Chapter 2 show that the angle of repose of the mixture increases in a

fairly linear fashion with the concentration of rough particles. This lends the system of rough and

smooth particles to be labeled an “ideal” mixture by the characterization of Chapter 3. The linear

or ideal behavior of the frictional system could only be produced in the simulations of Chapter 3

when µA−A > µA−B > µB−B. This means that the friction coefficients in the experiment must have

the relationship µrough−rough > µrough−smooth > µsmooth−smooth. This qualitative relationship between

friction coefficients may seem obvious, but this relationship could not be obtained experimentally

with any certainty. The solution theory analogy in Chapter 3 is in fact useful.

Chapters 3 and 4 It may prove difficult in practice to precisely control the adhesive properties of

small particles to the degree desirable for the design of a damping device as suggested in Chapter

4. However, the theory of adhesive mixtures from Chapter 3 may help. Instead of controlling the

adhesive properties of a homogeneous system, Chapter 3 suggests that precise control of the bulk

adhesion behavior of a mixture may be gained by controlling the concentration of the two particle

types. Controlling the concentration of particles in the damper is simply a matter of how much of

each powder is put in.

Some control of adhesive forces between micro and nanoparticles has already been demon-

strated through the use of surface coatings, so particles of at least two degrees of adhesion should

be producible. As long as one interaction is stronger than needed, and the other weaker, the full
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intermediate range of adhesion behavior can be achieved by controlling the concentration. The

ideas of solution theory can aid in the device design of the damper.

Chapters 5 and 6 In Chapter 5, thermodynamic conditions capable of producing lubrication

failure are connected, in part, to adsorption. Many more adsorption isotherms are reported in

Chapter 6. The isotherms in Chapter 6 may be viewed with an understanding of lubrication failure

in mind.

Chapter 6 also discusses theories used to collapse isotherms of different molecules at different

temperatures. This idea of collapsing the isotherms can be useful to be able to predict the adsorp-

tion behavior for molecules not yet studied. In Chapter 5, pentadecane is the largest molecule

studied. However, it is not the largest alkane used as a lubricant. The adsorption theories of

Chapter 6 may enable the extrapolation of the behavior of pentadecane to even longer molecules

to predict their failure conditions.

III Recommendations

Particle dynamics simulations offer a flexible framework to study the behavior of granular mate-

rials. There is almost no limit to the problems one can study considering the many combinations

of flow geometry, length scale, and forces to model. The majority of the particle dynamics sim-

ulations in this dissertation were done in only two geometries: the rotating drum and shearing

between parallel plates. The simulation methods used here could easily be extended to new ge-

ometries.

Other flow geometries which are likely to be affected by inter-particle friction and adhesion

are: chute flow, hopper flow, screw feeders, and sieving. For example, intuition implies that flow

from a hopper will be slowed for high friction or adhesion between particles, and that flow can

be halted entirely when arching or clogging occurs. The relationship between surface forces and

flow rates could acutely be studied through simulation.

During sieving, small particles are intended to pass through holes that are very close to their

size in order to get good separation from larger particles. There are many areas of this operation
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which can be investigated. Questions such as these could be answered: How is a sieving operation

impeded by friction? What magnitude of adhesion forces can be overcome during sieving? The

sieve is usually oscillated to enhance flow. Is there a relationship between the inter-particle forces

and the amplitude and frequency of oscillation to maximize flow through the sieve?

Studies of different length scales and forces go somewhat hand in hand. Particularly at the

smaller length scales there are many forces which can affect particle behavior. Our understand-

ing of the interplay of these various forces could benefit from particle dynamics studies. Some

forces of interest may include viscous forces from a flowing fluid, electrostatic forces which build

up through tribo-charging, and the forces experienced by charged or ferromagnetic particles in

an electric or magnetic field. The goal of studying these forces could be to develop ways to ma-

nipulate particles. For example, iron nanoparticles are finding many applications in the medical

field. When injected into the body they can serve as an MRI resolution enhancer. Furthermore,

techniques are being developed to manipulate them throughout the body with magnetic fields to

deliver drugs to a target, or they can be made to generate a localized hyperthermic treatment with

an alternating field. An understanding of the interplay between the applied (controlled) magnetic

forces and the forces generated by the particle’s environment is clearly needed to understand and

optimize these technologies. Particle dynamics simulations can be useful to investigate the inter-

play of the magnetic force with viscous forces, van der Waals, electrostatic forces etc.

This method of connecting particle properties, and force models to collective behavior is a

relatively straight forward process which can analyze systems with complicated and sometimes

complex interactions. It holds great promise.
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